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Foreword

It is safe to say that amateur spread spectrum exists because of one unique entity-the
Amateur Radio Research and Development Corporation. Based in the Washington,
DC area, AMRAD played a key role in the development of amateur packet radio in
the early 1980s, and is continuing to lead the way in the realm of amateur spread
spectrum. Its members are dedicated to furthering the Amateur Radio art, and their
accomplishments speak for themselves.

It is altogether fitting, therefore, that this book be edited by long-time AMRAD
President Andre Kesteloot, N4ICK. He has done as much as anyone to spread the
word about the intriguing intricacies-and very real benefits-that spread spectrum
systems hold for the amateur service.

The League is proud to be associated with AMRAD's efforts to bring practical spread
spectrum systems to the amateur bands. This book brings together articles, papers and
documents that provide an overview of how amateur spread spectrum evolved from a
short notice in the AMRAD Newsletter. This newsletter provided the bulk of the early
material on spread spectrum, but it wasn't long before QST and its then-new
experimenter's newsletter, QEX, took up the cause. Nearly all the spread spectrum
articles published in those three sources are reprinted in this book, as are the
regulatory documents that made spread spectrum legal on the amateur bands. Toward
the end of the book, two ground-breaking technical papers are published in their
entirety. Overall, the book leaves little doubt that it's only a matter of time before the
spread spectrum techniques become well established in the amateur service.

David Sumner, KIZZ
December 1990

Please note: Some of the theory and experimentation reported in this book would be
contrary to the current Part 97 regulations if it were conducted today. Future rules revisions
may codify such experimentation at some point in the future. Also, some of the discussions
are speculative in nature and do not necessarily deal with the practical implementation
of spread-spectrum technology in the amateur bands.

At one time, the two reports that comprise Chapters 9 and 10 of this book were available
from the Government Printing Office. Both are now out of print, however.





Introduction

Only a few years ago (in 1986), it was with delight and
no small degree of surprise that I first heard the news that
the FCC was planning to allow future use of spread
spectrum techniques in bands not dominated by military
users. Not only that, but radio amateurs were to be allowed
to send spread-spectrum signals.

Interestingly, I had been told a number of times
through the years (since 1959 when I first became
acquainted with spread-spectrum systems, and immediately
began a love affair that has never abated) that "no licenses
had ever been granted for spread-spectrum systems, no
licenses were being granted for spread-spectrum systems,
and none were ever going to be granted for spread
spectrum systems." Nevertheless, spread-spectrum systems
remained alive and wellover in the military world, though
for many years they received less attention than they
deserved.

Today, the story is very different. Every major mili
tary communications system being developed and/or
deployed is a spread-spectrum system. (It might be interest
ing to note that these military systems are predominantly
frequency-hopping systems, as opposed to direct-sequence
systems, although some employ a combination of both
techniques.) Many commercial and consumer-oriented
applications of spread-spectrum techniques are also
emerging. Some of these are oriented to position-location,
local area networking, two-way radio, cellular telephony,
meter reading, wireless thermostat control, and many other
widely diverging uses.

Sadly, however, some of the currently available equip
ment designs are little more than thinly disguised attempts
to take advantage of a one-watt unlicensed spectrum by
doing everything possible to circumvent the spirit if not

the letter of the FCC rules. These will undoubtedly dis
appear as real spread-spectrum systems become available,
because real spread-spectrum systems will easily out
perform them in every application.

Radio amateurs, I expect, will bring a new approach
to applications of spread-spectrum methods, as they have
done in many other areas. When Andre Kesteloot asked
me to provide an Introduction to this ARRL book on
spread spectrum, the decision was very easy. Though I am
not a radio amateur myself, my sympathies have always
been very strong in that direction. I always wish that I had
taken the FCC examination years ago, when I was still in
the Navy and my code speed was up. Already I have seen
and heard of amateur approaches to spread-spectrum de
sign that are fresh, innovative, and bred with an eye to
economy and practicality that has often been lacking in
conventional spread-spectrum approaches. (See for in
stance the May 1989 QSTarticle reprinted in this book.)

What will the future bring? Although amateurs have
so far been somewhat slow to capitalize on this new
technology, I do believe that this situation will soon
improve. I hope this book will serve to whet the appetite
of those who read it, and that amateurs will apply their
special talents to make spread-spectrum operation as com
mon as other high-technology communications and data
transmission methods. Notwithstanding the fact that this
book was prepared mainly by and for radio amateurs, I
believe that design and maintenance engineers will find it
equally interesting.

More power to you, radio amateurs, but let it be
spread-spectrum-encoded for low interference, and may
your signals be robust, so that others may never interfere
with you.

R. C. Dixon
Palmer Lake, Colorado
December 1990
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Chapter 1

AMRAD'S Perspective

It all started innocuously enough: a short note buried in
the June 1980 issue of the AMRAD Newsletter.

There is some interest at the FCC: in Amateur Radio
experimentation in wideband modulation schemes, or spread
spectrum. As a possible type of usage it may be possible to
overlay a new group of users employing spread-spectrum
modulation over another group of users who already fully
occupy a band of frequencies with narrow-band transmissions.
Of course, the present rules do not permit this type of emission
in the amateur bands, so a Special Temporary Authority or
an Experimental License would be required. If you would like
to experiment with wideband modulation techniques, and be
part of an AMRAD project, please call Paul Rinaldo, W4Rl.

By October of the same year, a special interest group
(SIG) had been formed. It included Hal Feinstein, WB3KDU;
Paul Rinaldo, W4RI; Glenn Baumgartner, KAIJESA; Jim
Osburn, WD9EYB; Terry Fox, WB4JFI and Olaf Rask,
WA3ZXW. This group met several times to devise a series
of experiments, and then applied for an FCC Special
Temporary Authority (STA) to carry them out. The remainder
of this chapter consists of reprints of AMRAD Newsletter
articles and news items that show how spread spectrum
evolved. The FCC Notices that enabled this experimentation
to take place on the Amateur Radio bands can be found in
Chapter 3.

August 1980

AMRAD IS GOING AHEAD WITH A SPREAD
SPECTRUM PROJECT, according to a meeting held on July
6. Present at the meeting were:

Glenn Baumgartner, KA0ESA
Werner Fehlauer, WB2BRB
Terry Fox, WB4JFI
Paul Rinaldo, W4RI

It was thought at that meeting that it is premature to request
an STA until we decide on the basic approach, i.e., whether
to use direct sequence or frequency hopping. Also, everyone
thought it would be a good idea to poll various sources for
information on what had already been done by others. We
are also interested in concepts for spread-spectrum systems
that could be built on amateur budgets. Another thing we
could use at the moment is a primer (or tutorial) on spread
spectrum for the AMRAD Newsletter. We have also heard
from the following individuals by mail:

Mike Waters, Utica, NY
Gerald Swartzlander, W8EPI, Fremont OH
Richard Doering, WA6CFM, Argonne, IL

Anyone else interested in helping get this project off the
ground is urged to call Paul Rinaldo, W4Rl.

October 1980

THE SPREAD SPECTRUM SIG had its second meeting
on September 7. Attending were: KA0ESA, WB3KDU, K4KJ,
W4RI and WA3ZXW. The purpose of the meeting was to
try to determine who could do what in terms of experimental
spread-spectrum (SS) systems so that we could nail down what
to ask for in the STA request. If you're reading this and don't
have the foggiest idea of what it's about, here is the story.
The Federal Communications Commission let it be known
that they might look favorably on a request for a Special
Temporary Authorization for Radio Amateur experimenta
tion in spread-spectrum techniques. Spread spectrum is a class
of modulation systems which use bandwidths far in excess
of what is needed to simply convey the intelligence ... on the
order of 10 to 100 times. The neat thing is that the total energy
transmitted is spread throughout that band and is thus only
a small fraction in anyone hertz Or kilohertz, maybe below
the noise level. The SS receiver at the other end is synchronized
with the transmitter and adds up all the pieces constructively.
If you do it right, you can even get some gain and lots of
privacy and immunity from interference while not bothering
other users. Back to the meeting. WB3KDU agreed to act as
secretary for the SS special interest group (SIG). WA3ZXW
and WB3KDU are interested in modifying a pair of CB trans
ceivers to 10 meters and developing a frequency-hopping
scheme. KA0ESA and W4RI are interested in working with
WD9EYB on a direct sequence system for the 420-MHz band.
If you are interested in joining this group of SS pioneers,
please get in touch with Hal Feinstein, WB3KDU.

November 1980

THE SPREAD SPECTRUM SPECIAL INTEREST
GROUP is making progress. The following information was
supplied by the SSSIG secretary, Hal Feinstein, WB3KDU.
The first draft of the request for Special Temporary Authori
zation (STA) was completed and is now being reviewed.
Thanks to AMSAT for making the going easier by providing
us with a copy of their recent STA request.

So far three experiments are being considered:
I) direct-sequence spread spectrum in the 420-MHz

band;
2) frequency-hopping spread spectrum in the lO-meter

band; and,
3) frequency hopping using a commercial rig in the HF

bands.
Peter Driessen, VE7BBO, was in the Washington, DC,

area recently and talked with Paul Rinaldo, W4RI, about
packet radio, spread spectrum and other topics. Peter is a
Director of CARF and is involved in packet radio experiments
in Vancouver. Peter has suggested that it may be possible to
frequency hop with the ICOM 701 which both Peter and Paul
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have. What we are looking at presently is a way of synchron
izing and code generation. We are not sure at this point of
the settling time on a new frequency, so there is much
additional work to be done.

A few of the SSSIG people have been writing articles on
spread-spectrum for various ham publications. Paul Rinaldo,
W4RI, has written a nice article on "Spread Spectrum and
the RadioAmateur," whichhas been accepted for publication
in the November issue of QST. John Nagle, K4KJ, is working
on an article for Ham Radio. We have a number of requests
from other publishers; please drop me a line if interested.

I am planning to do an articleon spread-spectrum coding
techniques for the AMRAD Newsletter.

We received a leiter from Jim Osburn, WB9EYB saying
that he had to take time out to build a computer. Obviously,
a computer will be of great help in developingspread-spectrum
systems. We thought that might be the last we heard from
Jim, judging by the way others have disappeared for a year
or two after such a pronouncement. However. Jim said that
he has finished building his computer. It is Z-80 based and
has one 2716 for 2 k of ROM and two 2114's for I k of RAM.
It's only five chips, but he has already programmed it to play
music and to be an AFSK generator for RTTY.

Spread spectrum is a mode of radio communications
originally developed for military applications. It features a
unique ability to avoid detection by conventional receivers.
This was the main motivation but as with some other well
known inventions. other interesting properties were observed
after a time. These properties make spread spectrum an
unconventional solution to today's crowded bands.

The spread-spectrum mode of transmission features a
very wideband signal, one which is 10 to 100 times the infor
mation bandwidth. Normal modulation techniques try to pack
as much information as possible into a narrow band. A con
ventional receiver limits its bandwidth to that of the incoming
signal to improve the signal-to-noise ratio. Spread-spectrum
spreads the signal over a large but controlled bandwidth.

Because the signal is spread out, narrow-band
interference is still present but reduced in its effect. This is
because the spread-spectrum receiver is gathering power from
the entire bandwidth, not just the narrow window of a
conventional receiver. This creates an antijamming (AJ)
property for military applications and an anti-interference
feature for anyone's applications. In a frequency-hopping
(FH) system (one type of spread spectrum), the receiver's RF
window is constantly hopping around in sync with the trans
mitter. If there is a narrow-band signal in the band, the
window will fall on that signal only in a random fashion.

Interference between spread spectrum and conventional
users will generally be very small. The spread-spectrum signal
is designed to be invisible to normal receivers. Thus, there
is a good chance that spread spectrum and conventional users
can share the same spectrum space. Another feature of spread
spectrum worth mentioning is that each spread spectrum unit
employs a random-like code which is used to hop the fre
quency around. Two units that have different codes cannot
hear each other. If two units have the same code, they have
a kind of private channel, but the channel is not a fixed
frequency-it is constantly moving. Thus, spread spectrum
offers a new and interesting channelization scheme.

The challenge to Amateur Radio is to construct equip
ment that can use spread-spectrum modulation. It is not the
kind of mode where you can order a rig from a mail-order
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house. It will requiresome real innovation to develop practical
systems.

April 1981
THE FCC GRANTED AMRAD AN STA FOR

SPREAD-SPECTRUMEXPERIMENTA TION on March 6.
Because the Commission considered this STA a significant
one, we were invited to the office of the Chief of the Private
Radio Bureau to receive the STA.

AMRAD's proposal requested permission to conduct 4
experiments:

#1. HF FrequencyHopping experiments on 80, 40 and
20-meter bands using commercial equipment made available
via K2SZE.

#2. JO-Meter Frequency Hopping using home-brew
equipment, some built around converted eB transceivers.

#3. UHF Direct Sequence tests using home-brew
equipment, including tests via the WR4AAG ATV repeater.

#4. EME Spread-Spectrum experiments using the
84-foot dish at Cheltenham, MD for moonbounce tests.

Currently covered by the STA are:
Glenn W. Baumgartner, KA0ESA; Robert A. Buaas, K6KGS;
Thomas A. Coffee, W4PSC; Charles E. Conner, K0NG;
Roger Cox, WB0DGF; Werner A. Fehlauer, WB2BRB; Hal
L. Feinstein, WB3KDU; Terry Fox, WB4JFI; Michael J.
DiJulio, WB2BWJ; Allan H. Kaplan, WIAEL; Richard J.
Kessler, K2SZE; Joe H. Mehaffey, Jr., K4IHP; John J.
Nagle, K4KJ; James P. Osburn, WD9EYB; Travis W.
Pederson, N5TP; Raymond C. Petit, W7GHM; Charles O.
Phillips, K5LMA; David H. Phillips, W3PJM; Olaf Norris
Rask, WA3ZXW; Alexander H. Riccio, W2NBJ; Paul L.
Rinaldo, W4RI; David B. Ritchie, N6DLU; John H. Sharpe,
WD5JYF; Gerald W. Swartzlander, KG6Y; A. Brent White,
W7LUJ; Glenn S. Williman, N2KHW; Stephen Ray Wimmer,
WB0GGT; Caltech ARC, W6UE.

Theodore J. Brentlinger, WB9QFE, has completed a
letter of participation which we held onto while the STA was
being finalized. Any others wishing to make a serious contri
bution to this experimentation should get in touch with Hal
Feinstein, Secy SSSIG. Any additional letters of participation
should reach Hal by the end of April so we can submit them
to the FCC as a group. Check with Hal for wording of the
letter. Also let Hal know how you plan to contribute to the
experiments.

August 1981

LITERATURE

There is quite a bit of spread-spectrum information in a
new book PrinciplesofMilitary Communications Systems by
Dr. Don J. Torrieri, published by Artech House, 610
Washington St, Dedham, MA 02026. If anyone can find the
$45to buy it and the time to read it (or any other SSliterature),
please let us know your comments.

Deeember 1981

The FCC is moving ahead with its desire to include spread
spectrum as a new amateur modulation type.

The FCC is faced with several interesting issues in con
sidering spread spectrum for ham radio. With the desire to
deregulate and allow new advanced techniques comes the need
to redefine and enhance traditional approaches to regulation
and enforcement.



This point was underlined by Tom Clark of AMSAT
several months ago at the ARRL's League Planning Meeting
which was held in Falls Church, Virginia. Tom spoke mostly
about AMSAT's Phase III program but foresaw the challenge
of advanced modulation techniques facing the Commission.

Most important to the Commission is the possibility of
interference from wideband "spread" or "swept" signals to
both amateur and commercial users. This motivated the in
clusion of several steps within the NOPR which should be
pointed out.

Specifically, the Commission proposes to:
I) Authorize spread spectrum in three bands-50-54,

144-148 and 220-225 MHz.
2) Authorize spread-spectrum modulation only for

Advanced and Extra Class licensees.
3) Include questions on spread spectrum in the question

set for Advanced and Extra Class tickets.
The above items are configured to adhere to certain inter

national agreements and sharing arrangements with the
government. The Commission stated that they will wait to
the end of the AMRAD STA before acting on this NOPR.

In looking this over, I would like to offer some comment
about items 2 and 3. It goes without saying that the FCC is
very concerned about interference possibilities. It appears
from the NOPR that they surmise that interference will most
likelycome from "incorrectly or poorlydesigned equipment."
The NOPR states that "use (of) spread-spectrum technique
should be restricted to Amateur Extra and Advanced Class
licenses only. " The assumption I think the FCC is expressing
is that the higher-class ticket holders will be less likely than
General or Technician class holders to build "dirty" equip
ment. This forms a perplexing question: does the holding of
a "higher-class ticket" influence the technical knowledge of
the holder beyond a trivial noise factor or the care in which
the licensee would conduct on-the-air experiments? Perhaps
some light can be shed on the problem in light of the
experience gained by some of the AMRAD members working
under the spread spectrum STA. A lot of experimental activity
has been conducted by hams who have higher-class tickets and
by hams with General class tickets as well. The knowledge
which allows them to plan and construct spread-spectrum gear
is not correlated with the class of license.

The hams who were interested in spread spectrum enough
to learn and digest the complex technical literature on the
subject are experimenters. This is a special label for a ham
to wearin thisday. It requires considerable drive and initiative
to be a self-starter with this complex technology.

We believe that experimenters are not readily identified
by the class of ticket they hold. We do think that the
Commission and the amateur community would be wellserved
by allowing Technician and General class ticket holders of
being experimenters as well. Limiting ham-radio experi
mentation to only higher-class tickets defeats this goal.

January 1982

FEBRUARY AMRAD MEETING
The February AMRAD meeting will be devoted to

reviewing the activity of the spread spectrum SIG. As you
know, March is the month that the STA will expire, and we
are required to report to the FCC on the activities carried out
under the spread spectrum STA.

Specific items that will be reviewed at the meeting are
the completed experiment number one (hf frequency hopping)

and experiment number five (vhf frequency hopping).
Progress on experiment two (IO-meter frequency hopping) is
at the construction phase. We are looking forward to activ
ity for experiment number three which is the first crack at
direct-sequence spread spectrum

As you can see, most of our spread-spectrum activity has
been with frequency hopping which seems to be technologically
more intuitive than direct sequence and perhaps somewhat
easier than direct sequence.

All members of the spread spectrum STA are urged to
attend this meeting and get in their two cents' worth. We are
also planning for a second STA which will be used to carry
forward the work started in lO-meter frequency hopping and
the 420-MHz direct-sequence work.

April 1982

Here for your information, are the comments that we
filed with the FCC on their NOI/NPRM for permitting spread
spectrum on VHF ham bands:

Before the Federal Communications Commission
In the Matter of

Amendment of Parts 2 and 97 of the Commission's Rules and
Regulations to authorize spread spectrum techniques in the
Amateur Radio Service. GEN DOCKET NO. 81-414

COMMENTS

I) The Amateur Radio Research and Development
Corporation (AMRAD) supports the FCC's proposal to
authorize spread-spectrum techniques in the Amateur Radio
Service, qualified as follows:

(a) AMRAD recommends extending spread-spectrum
techniques to General and Technician licensees. In our
experience, there is no reason to believe that the ability to
competently handle spread-spectrum technology lies mainly
in the higher-class licensees. Nor, is there reason to believe
that the General and Technician class licensees will act less
responsibly on the air with spread spectrum.

(b) AMRAD believesthat the door should be left open
for codes other than the specific shift-register configurations
described in the Appendix to GEN DOCKET NO. 81-414.
To restrict codes as proposed in the Docket would tend to
limit experimentation. This objection would be removed if
there were a provision for FCC registration or approval of
additional codes written into the Rules.

2) AMRAD is an experimenters' radio and computer
club of over 500 members. We applied for, and were granted
on March 6,1981 a Special Temporary Authority (STA) to
conduct specified on-the-air experiments with spread-spectrum
techniques. Briefly, these experiments were:

Experiment I-HF Frequency Hopping (using com
mercial/military transceivers on the 80, 40 and 20 meter
bands)

Experiment 2-IO-Meter Frequency Hopping (using
modified Citizen Band radios)

Experiment 3-UHF Direct Sequence (using modified
amateur television (ATV) transceivers)

Experiment 4-Earth-Moon-Earth Spread Spectrum
(using an 84-foot dish at Cheltenham, MD)

The AMRAD Perspective 1·3



Experiment 5-2-meter Frequency Hopping (using
modified commercial VHF·FM transceivers)

3) The above experiments are only partially completed.
Only Experiment I has been concluded. Experiment 2 is in
the breadboarding stage. Experiment 5 is ready for on-the
air testing except for a criticalpartdue from a supplier. Little
progress has been made on either Experiments 3 or 4. Lack
of substantial progress on some experiments was due to the
inherent reliance on voluntaryexperimentation by individual
amateurs as well as competition of other activities. Theresults
of AMRAD's spread-spectrum experiments will be detailed
for the Commission in a separate report on or aboutMarch 6,
1982.

4) Because the above experiments include spread
spectrum techniques not permitted under the proposed Rules
change, AMRAD intends to request a new STA after comple
tion of the report and after consultation with the FCC staff.

5) There may be a problem specifying the use of the
center frequencyfor station identification as in the proposed
Ruleschange. Designation of certain "home" frequencies may
be a more workable system. We have no objection to the
center frequency initially with a future option of redefining
this requirement based on experience. Further, we suggest that
the proposed wording of Section 97.84(h) include a standard,
concise format for identifying. E.g., "DE WD41WG/SS 100
kHz," would mean that spread spectrum is being transmitted
over a lOO-kHz bandwidth centered on the identifying
frequency. A brief standardized format would permit develop
ment of automatic methods for telegraphic identification.

6) AMRAD is somewhat concerned about spread
spectrum's potential for abuse if authorized for the Amateur
Radio Service. On balance, however, we feel that the advan
tages to stimulating state-of-the-art experimentation by
permitting spread spectrum outweigh the disadvantages.
Nevertheless, it is incumbent on both the. Commission and
historically self-policingradio amateurs to closelymonitor the
progress of spread spectrum and take appropriate steps to
minimize possible abuse. In order for the Amateur Radio
Service to continue to be self-policing, amateurs need to
develop the means of detecting and identifying spread
spectrum transmissions as well as locating sources of
interference. Therefore, AMRAD plans to propose a program
(in coordination with the FCC Field Operations Bureau and
with the American Radio Relay League) to developa capability
for amateurs to self-police their spread-spectrum operations.

7) Below are our answers to the specific questions posed
in paragraph 15 of GEN DOCKET NO. 81-414:

(a) The emission limitations specified in the proposed
amendment to Section 97.73 are considered to be sufficient
until such time that experience indicates otherwise.

(b) Although our experience is necessarily limited at
this time, it appears that spread-spectrum interference to
conventional amateur communications will not be a major
problem. Of the various conventional amateur modes, radio
teletype operation (including packet) appears to be the most
vulnerable.

(c) It is not believed necessary for the Commission to
have the capability to monitor the content of all amateur
communications. However, it is definitely necessary for the
Commission to be able to detect spread-spectrum signals and
identify them. Further, it would be desirable for the
Commission to be able to make pre-detection recordings and
decode spread spectrum signals when required.
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(d) The specific shift registers proposed in the amend
ment to Section 97.117 of the Rules are not considered to be
an obstacle to self-monitoring by the amateur community

Respectfully submitted,
February 26, 1982

AMATEUR RADIO RESEARCH AND
DEVELOPMENT CORPORATION

Paul L. Rinaldo, W4RI
President

May 1982

A SECOND LOOK AT SPREAD SPECTRUM
Spread spectrum (SS) is a communication technique

which uses wideband modulation that may exceed the band
width of the information by more than ten times. In fact it
is not uncommon to find as much as IO-MHz bandwidth to
transmit 3 kHz of information.

Because of a property of invisibility under certain situa
tions, it has been used by the military for signal hiding. SS
cannot be properly received on a general ham radio receiver
but needs special types of receivers to decode the SS trans
missions. To decode an SS signal, the receiver needs a copy
of the original coding sequence. This leads to many interesting
properties which are currently being considered by both
government and industry

We have finished the first year of a testing cycle on SS
modulation techniques. The year saw the FCC granting
AMRAD a Special Temporary Authority (STA) which
allowed us to experiment with SS - a mode which was not
legal under normal rules of the Amateur Radio Service. We
have conducted several interesting experiments with SS using
both gear developed for the military and home-brew rigs built
by STA participants.

One of the big objectives of SS has been to domesticate
it. It was developed for the military and has all the trappings,
insights and jargon that one expects to find attached to
military programs. There were several things that needed
investigation. For example, a major concern was self polic
ing by amateurs. Within AMRAD there have been some
discussions which resulted in ideas on the self-policing and
enforcement aspects of SS. We came up with a concept for
a new type of receiving system, one which did not need to
know the code sequence in order to receive a frequency
hopping signal.

We discovered that there are numerous codes which are
complex yet do not have privacy properties. So, the number
of codes that amateurs could use is larger than originally
thought. In case a station illegallyuses a complex code to hide
the meaning, there are some workable concepts which could be
used to detect this. TVI problems have not been encountered
in our tests. However, some people seem to be concerned
about it and had the idea that SS-generated TVI would be
hard to identify. Study has shown that TVI complaints can
be resolved in much the same way that normal TVI complaints
are handled. So far, we haven't seen any practical results to
indicate that 58 is any worse a source of TVI than anything
else.

All that AMRAD found out about SS in the first year
was not totally favorable. The biggest unresolved problem is
the near/far effect. In the near area, the SS signal is higher
than the noise and is spread across the band. However, the
signal strength falls below the noise some distance away. A



rough bottom line is that SS can be worse in the near area
and better in the far area than people usually imagine. We
are not certain what can be done in the near area but are
looking for approaches.

SS is an interesting technique and should be experimented
with by amateurs. We feel that these experiments can be done
in the amateur bands without undue interference with other
users, including moonbounce and other weak-signal com
municators. Hopping patterns and RF filtering can be used
to protect the weak-signal listeners.

The FCC and commercial interests are looking to SS as
a way of packing more signals into a given band. Hams look
at it as a context for experimentation and innovation, not a
routine operational mode.

AMRAD FILES REPLY COMMENTS TO FCC

On April 15, AMRAD filed its reply to the comments
made by others to the FCC in response to the FCC's Gen.
Docket SI-414. The docket proposed to make SS a legal
emission under the FCC Rules. In it, the Commission
proposed several restrictions on types of codes and classes of
amateur licenses eligible to use SS.

In general, the comments on file appealed to the Com
mission to go slow. But, there was a general feeling that
amateur experimentation with SS should be allowed provided
that certain interests wereprotected. One of the more interest
ing suggestions was that the FCC consider a two-year test
period after which the Rules would be reviewed.

Our comments were in favor of going ahead with the
proposed Rules for SS and leave the protection of the special
interests, such as weak-signal subbands, to be worked out
within the amateur community.

NEW EXPERIMENT PROPOSED FOR THE NEXT STA

Chuck Phillips, N4EZV has told us that he wants to
experiment in the 14- and 21-MHz bands with frequency
hopping. The hopping speed is up to SO hops per second. The
HF equipment will be based on Chuck's z-meter hoppers that
he demonstrated at the February AMRAD meeting in Vienna,
Virginia. Chuck has already lined up experimenters on the
East and West coasts. He is writing up the STA test proposal
for inclusion with the others. Meanwhile, if you have a specific
SS test proposal, please mail it to me as soon as possible for
inclusion in the new STA request. The new request will not
be submitted until we finish writing the results of the first
year's experiments, which should be done soon.

September 1982

IT'S A JUNGLE OUT THERE
It is distressing to read in various amateur (and profes

sional) journals the restatement of various myths that have
grown up around spread spectrum. Certainly reasonable
amateurs when supplied with the real facts on spread spectrum
will see this as another experimental mode-not as a legal
jammer, invisible transmitter or the unbreakable coding
system.

The FCC has plans to introduce spread spectrum as a
normal amateur mode, above 50 MHz. We hope that any
operating procedures mandated will not be a~ the expense ~f

experimentation. It is our belief that experimentation Will

allow amateurs to develop proper operating habits to protect
other users. This process will be furthered by getting validated
information to the amateur community through various
amateur publications.

AMRAD TO TALK AT MILCOM '82

Hal Feinstein, WB3KDU, and Paul Rinaldo, W4RI, were
invited to speak at the 19S2IEEE Military Communications
Conference in Boston on October 20. The paper, entitled
"Spread-Spectrum Experiments for Civil Applications," will
review AMRAD's on-the-air experiments with spread
spectrum systems which were conducted under a Special
Temporary Authority from the FCC.

SPREAD SPECTRUM AT THE
ARRL NATIONAL CONVENTION

W01YH gave a talk on "Spread-Spectrum Applications
for Amateur Radio" at the ARRL National Convention in
Cedar Rapids in July to an audience of 100 or more. He sent
us several copies of an excellent handout.

October 1982

Next month Paul Rinaldo, W4RI, and Hal Feinstein,
WB3KDU, will be giving a paper at the IEEE/AFCEA
Military Communications Conference (MILCOM 'S2) in
Boston on October 17-20. A look at the conference agenda
reveals that almost the entire conference is dedicated to
military uses of spread spectrum.

Recently I was able to talk to Walter Scales of Mitre
Corporation who has done some important studies in spread
spectrum. I understand that Mitre is currently working on a
design study for a distress system which will use direct
sequence spread spectrum and transmit the distress calls to
the MARSAT maritime mobile satellite. Spread spectrum is
being used because of its anti-jam properties. It seems that
distress channels are in heavy use for things other than distress
calls (such as a calling channel). The danger is of course that
the ground stations would not hear a distress call employing
standard modulation techniques when the channels are busy.
Spread spectrum is expected to get through, because it is
spread over 100 kHz, and its current design calls for keying
in the user position. MARSAT is operated by a consortium
of countries. The MARSAT system has attracted many ship
users and has taken a lot of ship-to-shore traffic off the HF
bands.

SPREAD SPECTRUM LEGAL?

On September 14, the FCC passed rule changes which
will permit digital codes other than Baudot and ASCII for
digital communications above 50 MHz. The new rules will
allow speeds up to 56 kb/s or bandwidths up to 100 kHz, for
example. Suppose that a slow data signal is being generated
at the rate of I kb/s. Next let us make a pseudorandom code
sequence by generating ASCII characters at the rate of 50 kb/s.
Every six nonsense characters or so, one of the information
characters is inserted into the stream. What do we have?

Because the stream is made up of a pseudorandom stream
of characters, we should expect the spectral density to look
much like our sin x/x curve. This is the spectral shape that
we want. Inserting a "deterministic" character every once
in-a-while (by strict schedule known to all) should alter the
spectral shape only a little. Food for thought.

August/September 1983

SPREAD-SPECTRUM NOPR

As you are probably aware, the Commission is consider
ing incorporating spread-spectrum modulation techniques into
the Amateur Radio Serviceas a fully legal technique. We think
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this is a good idea. The introduction of the home computer
and the integrated circuit is causing a transition in Amateur
Radio that is probably as significant as the transition from
Morse code to amplitude-modulated voice techniques in the
early part of this century.

However, as promising as this transition is, new ideas
must be subject to regulation that permits all parties to enjoy
the benefits of new technology without interfering with
conventional modes of communication.

Herein lies a problem, the Commission is proposing that
only holders of the Extra Class amateur license be allowed
to use spread-spectrum techniques. The reason for this
proposed restriction is that the Commission believes only
Extra Class licensees have the technical expertise to operate
without causing interference to other operators.

We understand the Commission's desire to limit the
potential for interference, but we question the rationale of
the proposed license restrictions. Ourexperience indicates that
the class of license has little to do with actual technical abil
ity. In fact, we found that amateurs who experiment with new
modes of communication tend to have other than an Extra
Class license.

One of the Commission's goals for the Amateur Radio
Service is to promote experimentation and innovation at all
levels of the hobby. We do not believe the Commission's
interest can be served by implementation of this sort of
restriction.

JiJly-August 1984

This has been an active month for us spread-spectrum
folks. First, the FCC has put out some new rulemaking items
which amend the commercial spread spectrum proposed rules.
The new stuff amends the items they already had issued to
permit spread spectrum in commercial service. The new items
seek to permit low-power spread spectrum in the 70 MHz and
up band, at the same time it authorizes its use for police.

First, the low-power spread spectrum which has been
authorized for use in the 70 MHz and up band is limited to
100 milliwatts at three meters from the antenna. This is
essentially to permit a wireless form of local area network
manufactured by Hewlett Packard to operate. The HP
product performs the same type of local area networking as
products such as SYTEK's base and broadband LAN, but uses
spread spectrum encoding of the carrier for each node. The
building where the system is installed is wired with radax, a
special form of coax cable which is specifically designed to
radiate and receive RF. This kind of cable is used in subway
tunnels and large buildings to give fire departments access to
their communication systems.

Each terminal, printer, facsimile machine or computer
which desires to gain access to any of the other devices is
simply outfitted with the spread-spectrum transceivermodule.
Each deviceis addressed by its own orthogonal code sequence.
The system contains one or two more devices but this is the
essential idea, no cables are needed between the terminal and
the network.

The second part of the rules allows for police use of
spread spectrum in such things as stakeouts, undercover
operations and "tailing." Any of the three modes of spread
spectrum are permitted: frequency hopping, time hopping and
direct sequence; however, power is limited to between ten and
fifteen watts. Frequenciesavailable for police spread spectrum
are the same as those currently authorized for them.
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The police are interested in spread spectrum ostensibly
to prevent the bad guys from overhearing them on scanners.
In addition, when stake out cars are close-in to a target, the
signal tends to be very strong. This again is a give-away to
smart crooks. Partial relief was for police to use a good voice
scrambler such as Motorola's Digital VoiceProtection (DVP)
or the Harris equivalent. Thesesystems have larger bandwidths
and transmit encoded, digitized voice using FSK. The signal
sounds like a white noise on a scanner. A smart crook
(successfulsmugglers fall into this category) willknow exactly
what's up when they hear this kind of signal on their scanners.

In theory, spread spectrum will solve the police's
problems. It's supposed to be very hard to hear it without
knowing the code sequence used, at least if they are at some
distance from the receiver as well!

A while back someone spoke to me about a miniature
transmitter that could be attached to a car which you could
then trail allover the countryside usinga direction finder. One
problem, however, is that harmonics of the "beeper" often
fallon popular FM radio channels which can compromise the
beeper's trailing operation.

Spread spectrum, which is hard to receive if you don't
know the code, would really not interfere with the local FM
station.

Of course, there is the near far effect which means that
a spread-spectrum signal right next to the antenna area will
be rather loud. In fact, in the case of the above-mentioned
beeper device the receiver and beeper are in the same car.

The lesson here is that, as with other kinds of spread
spectrum, a variety of time-tested tricks must be used that
worked well for non-spread spectrum devices of this kind.
Combining them with spread spectrum givesa better product,
since spread spectrum alone doesn't answer all the design
requirements.

In fairness, police are suffering from a serious com
munication securityproblem (COMSEC) because of scanners.
I have heard that some scanner manufacturers are about to
bring out a scanner that will cover the cellular radio channels,
up in the 9OO-MHz bands which will limit the privacy you can
find there.

Some aspects of spread spectrum can aid the privacy
problem, however, COMSEC is only part of the answer to
law enforcement.

July-August 1984

AMATEUR SPREAD-SPECTRUM PROGRESS

The FCC is again interested in moving the amateur
spread-spectrum issue into rulemaking and has been studying
the issue of regulation, enforcement, and amateur self
policing. Here is some of the poop:

All amateurs will be eligible for Special Temporary
Authorization to conduct any reasonable experiment which
falls outside of the issued spread-65spectrum rules. The rules
are consequently rather restrictive for general experimenta
tion, but the Commission appears willing to consider any
reasonable experiment as STA material.

HF spread spectrum will not be authorized. All experi
mentation will be done at 50 MHz and up. Some commercial
lobbyists have been pushing to prevent 50-MHz experimenta
tion by hams.

Three kinds of spread spectrum willbe allowed: frequency
hopping, time hopping and direct sequence. You must keep
your signal inside the amateur bands. However, you don't



have to use only the voice frequencies if you are using this
form of keying.

Three code sequence generators are defined by the Com
mission which consist of simple linear feedback shift register
sequences. The output of these three shift registers must be
directly applied to the rig in an appropriate way for the type
of spread spectrum being used. For direct sequence, the output
must be mixed with the information source Modulo-two in
the conventional way. For time hopping, the sequence must
be used to gate the signal directly. Lastly, in frequency
hopping some more sophistication is permitted.

For frequency hopping, the parallel output of the shift
register is used to address an EPROM which is called the
channel table. The channel table contains only the channels
which are not occupied by fixed users such as repeaters. In
effect, the channel table is used to bypass possible interference
by only permitting hopping to vacant channels which are not
used by fixed users.

The Commission is considering two different approaches
to the channel table. The first proposal is that a nationwide
channel table would be published by someone (perhaps
ARRL) and would be used by all hams operating spread
spectrum. Second, if a channel is occupied locally, you would
simply lock out this channel and not switch the transmitter
on for that hop, however you would have to dwell on that
silent channel for the same length of time that you dwell on
other channels. This is so that you don't mess up people who
are trying to listen and don't know where your silent channels
are. The third technique is to hop to a planned auxiliary
channel for the occupied ones. However, you can only do this
for about 25"70 of the channels. You can choose any channel
you wish for the auxiliary channels, however, you must keep
the number of sequentially visited auxiliary channels to under
5"70 in a single stretch. This will require the original channel
table to be carefully thought out otherwise it will be difficult
to implement.

The Commission is considering some upper bounds on
dwell time and chip rate. I was not told of any numbers for
these at this time.

Station identification is one of the really big issues. The
Commission wants to make sure that hams can still self-police
themselvesin traditional ways. I don't know what will actually
come out of this, but the scheme that was being floated at the
time involved a lengthy ID sequence. The sequence would be
transmitted in one of the standard hams' modes(AM/SSB/CW)
and contains at least: (a) call sign, (b) spread spectrum mode,
(c) seed value (initial load of the shift register), (d) sequence
generator ID (there are only three authorized), (e) lowest and
highest frequency in use, (f) dwell time or chip rate.

Some other things wereconsidered but I don't know what
their status is at present. At least a spread-spectrum user could
look forward to ID with something like: W B 3 K D U
W B 3 K D U/FH/Ilooo/3/4500/7900/50/I6000F3 K.

De-light-full, isn't it? Let me try to decode what it says:
(I) the call of the station IDing, (2) the frequency-hopping
mode is being used, (3) linear feedback generator three is being
used, (4) the 19-stage sequence generator is initially loaded
with hex 11000 (right justified), (5) the lower frequency is
144.500 MHz, (6) the upper frequency is 147.900 MHz, (7)
the dwell time is 50 milliseconds per hop, (8) the modulation
is normal narrow-band FM (l6oooF3).

I asked about automatic computer IDing of the kind used
in packet radio. The commission didn't seem to be wild over
this idea, however, it isn't ruled out as of this writing.

The ID frequency was also a sore point. Right now the
theory is that a national ID frequency will be identified by
some group (ARRL perhaps) for each band. All identification
would happen on this frequency. Lastly, what kind of pre
amble would be authorized? Currently, only the falling edge
of a 10 second or so tone will be used but there are a lot of
other possible schemes that can be used. At this writing, only
the falling edge synchronization (FES) technique is allowed.

Well, so much for the current FCC thinking on amateur
spread spectrum. Some of the thinking is good, some needs
further refinement, but it is at least a start in the right
direction.

As a result of the new interest on the part of the FCC,
we at AMRAD have started to put together an ad-hoc
standards group which will include people from all around
the country. I have a names list from past correspondence
which I have receivedfrom various people and will try to select
interested parties from it. In addition, I have spoken very
informally with the ARRL about their possible participation
in this group. They seemed positive about the idea. If you
would be interested in participating in this ad hoc standards
group, please drop me a line. I promise to answer all cor
respondence on this subject as SOOn as I can.

In summary, it seems that there is a new effort to push
spread spectrum into regulatory form. Because of ways the
regulators are trying to model regulation on conventional
modulation, the attempts are awkward and cumbersome. It
is not that the methods are wrong, the methods for regulating
spread spectrum do not currently exist and must be created.
In reality, this is empirical rulemaking.

January 1985

RULE MAKING UPDATE

In last month's column we spoke about the pending rule
making for ham radio spread spectrum operations. The talk
around Washington these days is that the Commission will
consider a minimum of rules for amateur spread spectrum.
The lengthy identification procedure and other cumbersome
rules are out, just a minimum set of rules.

The spread-spectrum rules will probably require an iden
tification, either in a conventional narrow-band modulation
method, or by keying the spread-spectrum carrier off and on!
Yes, you need only send your call signs by keying the carrier
off and on. This applies to both types of spread spectrum:
direct sequence and frequency hopping. Time hopping and
the combination of two or more forms of spread spectrum
(called hybrid systems) will not be permitted. In addition, if
you identify yourself by this carrier keying method, you don't
have to identify yourself by conventional modulation!

The carrier keying method was first used by a precision
radio location system which is used on site in oil drilling rigs
in the Gulf of Mexico. The system uses a form of chirp (linear
FM) spread spectrum which sweeps its carrier many times a
second over a specified band segment. The system operates
in the 420-MHz amateur band and has not been a source of
interference to local harns. This systemshould not be confused
with one used by a different manufacturer on the West Coast
of the US. The West Coast system operates on a different
principle and has caused substantial interference.

The Gulf of Mexico positioning system is not typically
heard by amateur receivers. In order to identify, the chirp rate
is slowed so that tone is produced in a conventional receiver's
bandpass. This isused to send a short Morse code identification
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sequence. The technique has found its way into the amateur
rules for spread spectrum.

The properties of this form of identification are interest
ing. First it appears that the identification tone will be heard
only near the transmitter, not at a distance. This is ideal for
resolving interference problems but doesn't provide much help
for a ham listening at a distance. A narrow-bandidentification
will probably be needed to allow hams to work each other.

A second interesting property is how this form of identifi
cation will apply to other types of spread-spectrum, especially
since chirp is not authorized. Would frequency hopping
stations be required to produce this swept tone? How might
this be done? This same question is open for direct sequence;
however, direct sequence could simply key the entire carrier
off and on, since it would probably be heard in the near field
across the entire spreading width.

The rules also will probably restrict spread-spectrum
communications to stations under FCC jurisdiction. This
means no international spread spectrum will be permitted
unless both governments agree beforehand. In addition, all
spread-spectrum operations will be in VHF, consisting of 50
MHz, 144 MHz and 220-MHz bands. As reported in earlier
columns, only three shift register sequences will be permit
ted. The longest of these is a nineteen stage register sequence
which should be long enough for general communications.

Modulation of the spread-spectrum carrier can be done
with any of the conventional techniques and can include such
information as packet, digitized voice, digital television as well
as AM, CW, SSB and FM. There is some speculation that
many forms of phase shift keying will be permitted such as
QPSK and MSK which is a new form of digital modulation
for hams to experiment with.

There will be a down-side to all this however, stations
running spread spectrum will be required to keep a logbook
of such operations. If there is any question as to what you
are doing with spread spectrum, the Commission may require
you to record all your spread-spectrum contacts. Your tape
should hopefully match the one which the Commission can
make independently. In addition, the rules clearly call for use
of plain language, publicly known codes and common
protocols. The ground work for this type of "coded" message
was laid when the Commission approved the use of ASCII
and other codes by amateurs.

Lastly, a channel table will probably be called for
frequency-hopping transmission. The channel table will
consist of those channels which you choose to visit during a
transmission. The table-must be in ascending order and will
be addressed by the parallel run of bits taken from one of
the three authorized shift registers. Channel tables are useful
to avoid hopping onto repeater and low-signal user areas and
to have the channel available in a code format needed by the
synthesizer, for example BCD.

While some of the rules do restrict experimentation, there
are some good things here too. For example, the proposed
rule restricting spread spectrum to Advanced and Extra Class
hams has been dropped. There is the possibility that many
new forms of modern modulation techniques will be made
available to hams and of course spread-spectrum experi
mentation will be permitted.

For those interested in experimenting with different types
of spreading codes, the Special Temporary Authorization
(STA) is open to licensed hams. The whole rule-making
package is slated to go before the Commission in February.
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Spread spectrum may be legal by the time you read the next
newsletter!

May 1985

NEW SPREAD-SPECTRUM GROUP

I have a letter from Dick Bingham, W7WKR, Everett,
Washington who tells me that his group will be applying for
an STA to operate direct sequence. The group already has
the system bench tested and is awaiting the STA to begin their
experiment. They are planning a 2-meter repeater in which
the uplink to the repeater will be spread (maybe on 2 meters)
and the downlink from the repeater will be NBFM.

SPREAD SPECTRUM IS APPROVEDI!

On Thursday, May 8 the FCC met and approved amateur
spread-spectrum emissions for use in amateur bands 420 MHz
and above. The approval gives amateurs the ability to experi
ment with both direct-sequence and frequency-hopping
methods as well as various kinds of digital modulation
techniques such as Bi-phase shift keying and QPSK (4 phases).
While there is plenty of good news there is some bad news too.

There is a one-year delay before amateurs can actually
use spread spectrum. During this time the FCC field
engineering people will be gearing up to handle any ancillary
enforcement problem that may crop up. Also, it looks like
our effort to get on 220 has been deflected by the Commission.
The reason stated in the rule hand-out prepared by the FCC
states that there is not enough spectrum space to effectively
spread a signal out. Let's examine this a bit: first, spreading
the signal out is just one factor affecting spectral density;
power is another and perhaps a better way to limit spectral
density. Second, the rationale ignores the way frequency
hopping can control its energy distribution and that FH can
use small amounts of band and still preserve the desired low
profile transmission characteristics. Try to puzzle out for
yourself why the Commission wants to limit more amateur
activity on 220. I asked a lot of people at the Commission
why, and didn't receive a satisfactory answer. To me this is
an omen of what's to come. It's common knowledge around
Washington that there are powerful lobbies at work trying
to gain 220 for the land mobile people. Like a land-mobile
industry friend of mine said recently: "Hal, you gotta realize
something: MONEY is MONEY."

As much as I dislike the insider maneuverings over 220,
I cannot support the ad hominen attacks coming from some
amateur circles.

We also didn't get 2 meters or 6-meter operations either.
In part, this was due to two factors: first, some broadcast
lobbies were against 6-meter amateur spread spectrum
ostensibly to prevent amateur spread-spectrum signals from
spilling out into TV Channel two. However, in reality many
TV receivers are incapable of effectively rejecting legal signals
anywhere near their assigned bandpass. Hence, most amateur
6-meter operations have been chased out of the higher end
of 6 meters because of TV!. In fact the broadcasters have
enjoyed a kind of 2-3 MHz wide guardband between 52 and
54 MHz.

Amateur frequency hopping and direct sequence would
take advantage of the entire 4 MHz and this wrecks the
gentlemen's agreement guardband.

Now, on two meters the Comntission felt that it is already
quite crowded and perhaps amateur spread spectrum might



be the cause of interference. The interference angle domin
ated the decision on two meters. Now some good news, the
Commission's original idea to limit spread-spectrum experi
ments to Advanced and Extra Class holders only was dropped.

Well, this is certainly a milestone for Amateur Radio.
I know that there are a lot of folks who opposed these rules
and a progressive group that was always for amateur spread
spectrum. There is already interest in the commercial sector
since in many cases amateur experimentation is a precursor
to commercial uses of the technology.

Be sure to see the new rules. Remember that there is a
one-year delay before they go into effect.

November/December 1985

SPREAD-SPECTRUM COMMITTEE MEETS

On December 14, 1985, the ARRL Ad Hoc Committee
on spread spectrum met at the home of David Borden,
K8MMO. AMRAD members presented a strong showing at
the meeting, signing up to write papers on a variety of "Inter
operability" topics. Our somewhat limited experimentation
in the spread-spectrum area allows us to contribute some
knowledge to the general amateur community which will be
allowed spread-spectrum privileges on June I, 1986. The
papers will be brought together to form an interim standards
document to be published by the June I deadline. While we
realize it is a bit early to hammer standards in concrete (like
AX.25l, the general ham community needs some guidance on
how to communicate using this new mode and can learn from
our limited experience. The committee should provide a
framework from which to produce standards of spread
spectrum communication.

BAD DAY AT BLACK ROCK

There is good news and bad news in the world of amateur
spread spectrum. The good news is we have discovered the
world of direct sequence devices thanks to Dick Bingham,
W7KWR. Dick has sent an ingenious design for direct
sequence which takes 2-meter FM in and puts FM direct
sequence out. The whole thing has about 8 modules (prebuilt
from minicircuits labs) and is not too complicated.

The mixed news is that the ARRL has formed an ad-hoc
committee on spread spectrum to produce interoperability
rules. Do we need interoperability rules? Like a bad cold!
More on this later in the column.

Now the bad news. Totally unexpected the FCC has
yanked our spread-spectrum STA privileges for any frequency
below 420 MHz. What made them do this? It seems we inter
fere with the current Private Radio Bureau concept of what
amateurs are all about. Why the hell should we experiment
anyway? I can't think of a good reason to stay within the
overregulated and constrained world of amateur regulations.

This sort of treatment is totally unjustified and convinces
us that our experimentation will continue to be interrupted
in the future. What is even more annoying is the clear lack
of rationale in the letter. No explanation was given but some
thinly reasoned and incomplete references to the new spread
spectrum rules. What does this have to do with our STA
program? Nothing at all. Our experiments include investiga
tion of the overlay concept in a crowded band-2 meters.
Where else to test overlaying with crowded band conditions?
It seems the reading coming from the FCC Private Radio
Bureau is that 2 meters is a common carrier band and deserves

protection against even occasional controlled experiments. Is
this what ham radio is all about?

Of course the 220-MHz band will be carved up and given
to the commercial interests as soon as politically convenient.
In the meantime let's hope that amateur usage doesn't make
it politically inconvenient. Do not authorize new amateur
usage of the band because who knows where that will lead.

No 6 meters either, why?-heck if I know. HF is, of
course restricted by treaty. No cryptography permitted. The
problem is most people wouldn't know a real cryptographic
system if it hit them in the face at 40 miles per hour. So no
wonder everything that is "coded" scares the heck out of
them. Look how long it took to get that most secret code
ASCII into the amateur regulations.

No doubt, some FCC official will read this and create
some rationale for this decision. After all, we don't know why
the FCC took the action they did. We have found in official
Washington that things are often done without the benefit
of full information. After all, it's what your agency lawyers
can make stick in court or before a trial board that counts;
not understanding. To speculate that FCC actions are based
on solid understanding of the issues would be to ignore the
reality of how Washington is run.

We deeply regret the FCC's decision and wonder what
light this casts on the basic premise of Amateur Radio. The
message is that experimenters must look outside the frame
work of Amateur Radio in order to pursue our basic interest
in experimentation. It is indeed sad that we have arrived at
this juncture so soon in amateur spread spectrum's brief
history.

Mixed news. The ARRL has formed an ad-hoc commit
tee to invent interoperability standards. What are inter
operability standards? They allow hams to "communicate"
naturally. In doing so they also limit innovation. Consider
that spread spectrum is new in the civilian domain. To date,
only police and commercial development houses have been
doing interesting things with it. This is a very new modulation
technique for us and deserves time before it is calcified into
a common carrier.

The complaint one used to hear about ham radio is that
there was no innovation. In the 1940's hams were experi
menters, in the 1960's they were "communicators," in the
1980's they have become consumers; something the FCC
finally understands. Counter to what everyone was expecting
from ham radio, digital techniques sneaked through and then
came spread spectrum. The ARRL did a good thing in pro
viding a standard for packet radio. The nature of packet is
networking and networking requires agreement among many
people.

To cast spread spectrum in this light is to misunderstand
both the use of protocol standards and that spread spectrum
is not inherently a networking art. In fact, spread spectrum is
like other RF modulation techniques but with a wide diversity
of possible characteristics. Rather than take the unintelligent
way of calcified standards which impose minimal sets of
common attributes; a sort of forcedlowestcommon denominator;
the ARRL committee should concentrate on providing a
common experimenter vocabulary for spread spectrum,
characterize measurements and show how they can be made
on simple gear, describe the various signal waveforms and
techniques, explore overlay and other spectrum management
concepts and investigate different aspects of interference to
conventional users-something the AMRAD spread-spectrum
group has been doing for a few years now.
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When a small group of FCC people got together to push
through spread spectrum, they wentagainstthe common grain
of opposition at the FCC. Since then this small group has
essentially moved on and in their wake the regime anciente
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has reasserted itself. There is an unexpectedand bizarretwist
however. With deregulation, the FCC does not care to exercise
detailed control; instead it relies on its alter ego-the ARRL.
to provide this scrutiny.



Chapter 2

The ARRL Perspective
As spread-spectrum experimentation progressed, the League
tracked its evolution in its membership journal, QST, and in
its "experimenter's exchange," QEX. The first issue ofQEX

QST, May 1981

appeared in December 1981. its editor, Paul Rinaldo, W4RI,
continued his deep involvement with AMRAD's spread
spectrum work.

Conducted By W. Date Clift, WA3NLO

[H]Cill~~@IT1J0IT1J@@
AMRAD Gets Special Waiver for Spread-Spectrum
Experiments

FCC Private Radio Bureau Chief Carlos V, Roberts (2nd from right), presents a Special Temporary
Authority to experiment with spread-spectrum transmissions to Hal L. Feinstein, WB3KDU (far
left) and Paul L. Rinaldo, W4Rl. Dr. Michael J. Marcus (far right), chief, Technical Planning Staff of
the Commission's Office of Science and Technology, witnesses the ceremonial occasion at the
Commission's offices. Messrs. Feinstein and Rinaldo are two of the amateurs affiliated with the
Amateur Radio Research and Development Corporation granted the STA. (FCC photo)

The Federal Communications Commission has
granted 28 Amateur Radio stations permission
to conduct spread spectrum (55) experiments
on Amateur Radio frequencies. The radio
amateurs involved arc members of the
Amateur Radio Research and Development
Corporation (AMRAD), a nonprofit corpora
tion and ARRL affiliated club comprised of
over 350 members whose primary interest is
developing skills and knowledge in radio and
electronic technology, Spread spectrum is an
unconventional form of modulation that uses
10 to 100 times the bandwidth needed to carry
the same information via more conventional
modes. However, its advantage lies in the fact
that an SS signal's energy is spread throughout
a band of frequencies so that the amount of
energy at any particular frequency is much less
than that produced by conventional narrow
band signals.

There arc four basic ways an S5 signal can be
"spread": direct sequence, which is produced
by modulating a carrier with a digitized code
stream; frequency hopping, which is produced
by jumping the signalto a number of different
frequencies in an agreed sequence; putse-fm
(chirp), where the carrier frequency sweeps
over a wide band of frequencies at a known
rate; and time hopping, which is a form of
pulse modulation using a time-coded sequence
to control the pulse. Hybrid spread spectrum
systems usc a combination of the four basic
systems.

AMRAD's application to the Commission
for the special temporary authority (STA) em
phasized that spread-spectrum modulation
techniques can conserve radio spectrum
because different 55 code sequences, or syn
chronizing SS signals at various points within
one long code sequence, will permit many
simultaneous communications free of in
tcrfcrcncc from each other. Spread-spectrum
receivers with the wrong code and conventional
narrow-band receivers, will be unable to
demodulate the 55 signal and may not even be
able to detect the presence of the signal. In
fact, depending on the transmitter power level

See "Spread Spectrum and the Radio Amateur,"
by Paul L. Rinaldo, in November 1980 OST,
p. 15.

and the receiver's distance from the transmit
ter, the spread-sped rum signal may be below
the noise level.

The FCC's STA gives AMRAD the authority
to conduct four experiments. The first experi
ment will be conducted with commercially
available hf frequency-hopping transceivers so
that the group can quickly gain on-the-air ex
perience with the technique. Test paths will be
between Washington, DC, and Rochester. New
York, on 3675-3775 kHz, 7050-7150 kHz and
14,100-14,200 kHz. Because of the crowding
on these bands, particularly at certain times of
the day, AM RAD plans to make prior
announcements of the tests on these bands.
W IA W will carry these announcements to the
general Amateur Radio community.

The second experiment involves 10-meter
frequency-hopping tests. To keep the costs
Jow, the AMRAD group plans to modify
several Citizens Band single-sideband
transceivers for frequency hopping in the 28.1
to 29.3-MHz frequency range. The group will

also investigate frequency hopping of the Inoue
Communications Equipment Corporation
(lCOM) IC·701 bf transceiver, one of a few
amateur transceivers capable of external digital
comrol. Because more spectrum is available in
the 10-meter band than in those bands .pro
posed for the first experiment, AMRAD will
not have to make prior announcements of its
tests via W IAW~'

The third experiment involves the 420- to
450-MHz pO-em) band for direct-sequence
spread-spectrum tests. The group's initial plan
is 10 usc inexpensive television color-burst
crystal modulators as the foundation for pro
ducing a phase-shift keyed (PSK) signal with
shifts of 0° and 180°. One part of the ex
perimentation, in coopcrarion with the
Metrovision Amateur Television (ATV) Club
in Alexandria, Virginia, is to operate 55 con
currently with ATV transmissions to assess
mutual interference potentials. Another part is
to determine the feasibility of using an ATV
repeater to pass 55 signals, thereby obtaining
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the range advantage of a repeater. Also, the
wide bandwidth of an ATV repeater assures
small time delays for synchronizing SS signals
sent through iL

The fourth and final experiment involves
spread-spectrum techniques for enhancing
earth-moon-earth (moonbounce) communica
tions. Under the supervision of David Phillips,
W3P JM, AMRAD will use an 84-ft parabolic
dish antenna located at Cheltenham,
Maryland. The AMRAD group believes that by
spreading signal information over many dif
ferent frequencies, it will eliminate the deep
nulls that occur over narrow-band channels.
The 55 receiver, it is hoped, by correlating the
55 transmitter's signal contributions across the
band, will deal with the problems of libration
fading and fading caused by wide-space reflec
tions from the moon, rapidly adding to and
then cancelling the reflected signal.

The Federal Communications Commission
took the occasion of its granting the ST A to
AMRAD to encourage other 'Amateur Radio
experimenters. In a news release, the Commis
sion stated that it realized that in certain in
stances proposed experiments may conflict
with existing amateur rules. It emphasized that
it is willing to grant rule waivers for many dif
ferent experiments, including: spread spec
trum, packet-switching networks. radio
teleprinter codes (other than ASCII and
Baudot, which arc already permitted under the
present rules), beacons for propagation
studies, medium-scan television, frequency
and/or amplitude compandoring , digitized
voice techniques, digitized video techniques,
trunked repeater systems and EME com
munications.

According to the Commission, radio

amateurs wishing to conduct experiments
within the amateur bands should first refer to
the Commission's rules to determine if a rule
waiver is required. If a proposed experiment
will conflict with any of the Commission's
rules, the licensee conducting the experiment
must write to the Commission requesting a
waiver of the specific rule(s), Waiver-request
letters should be addressed to: Federal Com
munications Commission 334 York St.,
Gettysburg, PA 17325, Attention: Technical
Section.

The waiver-request letter should cover com
plete details of the proposed experiment, in
cluding all technical parameters, specific fre
quencies to be used and a justification for the
project. The Commission will approve or deny
any request in writing, and no experimentation
may begin until the written approval is rc
ccivcd.

QEX, June 1982

SPECIAL TEMPORARY AUTHORITY

As an experimenter, the existing FCC Rules give you con
siderable latitude in which to conduct on-the-air experiments.
However, there are limits to the Rules as written, and you may
need special authorization to conduct certain experiments. So
long as the tests you propose fit inside the frequency bands
allocated to the Amateur Radio Service and generally follow
the Rules for that service, you can request a Special Temporary
Authority (STA) from the FCC.

Some recent examples of STAs are:
AMSAT's phase-shift keying tests on 10 meters.
AMRAD's spread-spectrum experiments.
AMTOR RTTY tests.

In order to apply for an STA, submit your request in
letter form to the FCC, Gettysburg, PA 17325. Your request
should be complete within itself so that the FCC approving
official, (normally Richard H. Everett, Chief, Licensing
Division) can get the entire story from the application. For
more information or assistance, you can call the Licensing
Division in Gettysburg on 717-337-1511. Here is the type of
information usually needed:

Name, call and address of the applicant.
Purpose of the proposed tests.
Description of on-the-air tests.
Sections of the Rules to be waived.
Locations involved.
Operating frequency limits.
Types of emission.
Transmitter power (whether input/output).
Antennas, types, gain, height above ground.
Before submitting your STA request, it is a good idea

to carefully check the FCC Rules to see if an STA is necessary.
It is prudent to coordinate your tests with other amateurs who
may also want to participate. A brief item in QEX is an
effective way to get to many experimenters to see who would
like to join in. Also, it will be useful for you to get in touch
with amateur organizations that are already involved in such
experimentation. It is worthwhile to contact Perry F. Williams,
WIUED, the ARRL Washington Area Coordinator, tele
phone 203-666-1541, prior to finalizing your STA proposal,
and certainly drop him a copy at ARRL Hq, 225 Main St,
Newington, CT 06111.
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Oh, there's a catch. At the end of the STA grant period,
usually one year or less, you will need to submit a test report
to the FCC.

In addition to notices of pending STA applications,
please send copies of all STA proposals, grant letters and test
reports to Editor, QEX. That will ensure that the Amateur
Radio experimenters get a chance to give you some informa
tion and to share in your results.

EXPERIMENTAL RADIO SERVICES

There are occasions where proposed tests may involve
transmissions which do not fall under the Amateur Radio
Service, even with an STA. A recent example of this was in
the case of beacon tests conducted in the new WARC bands,
which are not yet allocated to the Amateur Radio Service.
In such cases, the FCC can grant an experimental license.

The Experimental Radio Services are governed by Part
5 of the FCC Rules. You can purchase a copy from the
Superintendent of Documents, Government Printing Office,
Washington, DC 20402. FCC Form 442 (Application for New
or Modified Radio Station Authorization Under Part 5 of
FCC Rules Experimental Radio Services (other than Broad
cast)) can be obtained from the Federal Communications
Commission, 1919 M St NW, Washington, DC 20554.

If you would like to discuss the technical aspects of an
experiment with someone at the FCC, you might try Dr.
Michael J. Marcus, Office of Science and Technology, 2025
M St NW, Washington, DC 20554. Another helpful contact
on experimental licensing is H. Franklin Wright, also in
FCC/OST.

Again, coordination with the people in the Amateur Radio
community mentioned under STAs is also recommended.

QEX, June 1984

SECOND SPREAD-SPECTRUM STA

The FCC just granted a second special temporary
authority (STA) for experimentation in spread spectrum
to the Amateur Radio Research and Development Corp.
(AMRAD). This STA covers VHF frequency hopping. Look
for more details in QEX.



QEX, July 1984

FCC GRANTS SPREAD-SPECTRUM STA

As mentioned in last month's QEX, the FCC has granted
a second special Temporary Authority for spread-spectrum
tests to the Amateur Radio Research and Development Corp.
(AMRAD). Named in the STA are: Terry Fox, WB4JFI;
David Borden, K8MMO; Robert Bruninga, WB4APR;
Charles Phillips, N4EZV; Jim Elliott, K5KSY; Scott Schaefer,
WR4S; Ted Seely, N4GFQ; Hal Feinstein, WB3KDU; William
Hickey, WA5FXE; Joseph Crecente, KA3CHM; William
Howard, KILNJ; and Douglas Hardie, WA6VVV.

All tests proposed under the STA will use frequency
hopping. Experiments I and 2 will use the bands 3675-3995,
705()"7295, 14100-14345,21100-21345, and 28100-29300 kHz
with servicefrequenciesof 3725,7100, 14150,21150and 28360
kHz, ± 10 kHz for establishing communications and technical
coordination. Prior announcements of tests on all bands
except 10 meters will be made via WIAW bulletins.

Experiment I will use equipment designed by N4EZV.
Experiment 2 may use the sarne equipment or the Yaesu
FT-980 with external frequency control and will test a
selective-addressing procedure where a unique frequency
hopping sequence is derived from a station's call sign.
Experiment 3 will operate on the 144,220and 42()"MHz bands
and use an N4EZV transceiver as well as ICOM hand-held
radios modified for external computer control.

FCC PROPOSES PART 15 AND 90 SPREAD SPECTRUM

The FCC has requested comments on its proposal to
authorize spread-spectrum systems under Parts 15 and 90 of
its rules. The FCC proposes to allow spread-spectrum systems
to operate on any range of frequencies above 70 MHz without
any restriction on their occupied bandwidth. The proposed
rules are designed to minimize the likelihood of harmful
interference so that it is comparable to that of existing Part
15 devices. The Commission also proposes that under Part
90 the Police Radio Service be able to use spread spectrum
for physical surveillance, stakeouts, raids and other such
activities on a secondarybasisto operations of licensees regu
larly authorized on these frequencies.

The entire FCC Notice of Proposed Rulemaking is
printed in this issue of QEx' This notice is recommended read
ing for all amateurs interested in (particularly weak-signal)
operation at VHF and above. If you wish to comment to the
FCC, your comments must be filed by September 14, 1984
and reply comments on or before October 12, 1984. As
always, well-researched, logical and nonemotional comments
willhave much more impact than emotional hyperbole. Please
send a copy of your comments to ARRL Hq.

QEX, May 1985

SPREAD-SPECTRUM DAY AT THE FCC

May 9 may be the day that the FCC authorizes limited
use of spread spectrum under Parts 15 and 97 of the rules.

That afternoon, John P. Costas, K2EN, will give a talk
on spread spectrum as part of the FCC Office of Science and
Technology tutorial series.

QEX, June 1985

SPREAD-SPECTRUM DAY AT THE FCC

May 9 was indeed spread-spectrum day at the FCC. The
Commission approved limited spread-spectrum operation in
the Amateur Radio Serviceunder General Docket No. 81-414.
Permission to operate is delayed for one year "to give the
amateur community time to develop initial voluntary inter
operability standards as they have done recently in packet
radio." The Washington, DC-based Amateur Radio Research
and Development Corporation (AMRAD) has been the core
group in spread-spectrum experimentation. They have already
held an exploratory meeting about formation of a standards
committee. League participation in, or sponsorship of, a
spread-spectrum standards committee is a matter to be decided
by the ARRL Board, which meets next in late July.

Spread spectrum will be limited to amateur frequencies
above 420 MHz. Only frequency-hopping and direct-sequence
modes are authorized. Hybrid techniques (involving both
spreading techniques) or other spreading modes are pro
hibited. Power output is limited to 100 watts. Only certain
code sequences which are authorized must be from the output
of one binary linear-feedback shift register (which may be
implemented in hardware or software). Only the certain code
sequences specified in the Report and Order may be used.

AMRAD has been experimenting with spread spectrum
since 1981 under SpecialTemporary Authority (STA) granted
by the FCC. They have reported good results frequency hop
ping the Williams frequency synthesizer (QST, April,
1984).-W4RI

QEX, September 1985

ARRL SPREAD-SPECTRUM COMMITTEE

Are you interested in writing standards for Amateur
Radio spread-spectrum communications? If so, send a letter
addressed to Dr. Larry E. Price, W4RA, President, ARRL,
225Main Street, Newington, CT 06111outlining your qualifi
cations. Be sure to mark the envelope "Spread-Spectrum
Committee" and to get it in the mail as soon as possible.

The FCC has authorized spread spectrum in Amateur
Radio bands above 420 MHz. In writing the new rules, the
FCC specified only what they thought necessary to guarantee
their ability to monitor such transmissions. They did not
provide any technical standards needed for interoperability
that's a $10 government word for radios being able to talk
to each other. They decided to delay the effective date of the
rules until June I, 1986 to give amateurs enough time to
develop standards. So, at the July 1985 ARRL Board Meeting,
an ad hoc committee on Amateur Radio spread-spectrum
standards was established for a period of two years.

Here are the type of the standards to be considered by the
committee: frequencies of operation, chip rate, the code, code
rate, spreading function, transmission protocol(s) including
the method of achieving synchronization, modulation type,
type of information transmitted, and method/frequency(ies)
for identification.

The ARRL Perspective 2-3



QST, April 1986

Happenings

Our New Spread-Spectrum Rules

Conducted By David Newkirk, AK7M

Taps used in
feedback
(7,IJ
[t3,4,3,t)
[19,5.2.IJ

When we go on the air with conventional AM
and FM emissions, the energy in each resul
tant signal is concentrated narrowly around
a center frequency. Signal bandwidth usually
increases with information rate. The hassle
with such compact signals is that they're quite
vulnerable to other similar signals at or near
the same center frequency. (We bet you've
already experienced somebody else calling
CQ, or thebleatings of a "test pest," right
atop the station you're working, for example.)

Spread-spectrum signals don't follow this
rule of concentrating signal energy around a
center frequency. Their bandwidth is not
necessarily tied to data rate. The idea behind
spread-spectrum work is the intentional
spreading of signal energy over such a wide
bandwidth that the signal's energy isn't very
great at anyone frequency for very long.
What's the point? Great immunity to non
spread signals-like CW, SSB, RTTY-for
one thing, and little likelihood of "collision"
with other spread-spectrum signals spread ac
cording to differing binary sequences. And
these techniques really work: Spectrum
spreading is a popular antijamming technique
used by the military, for instance, because it's
hard for anyone to interfere with a spread
spectrum signal who doesn't have its binary
sequence "key."

Radio amateurs are going to have their shot
at spread-spectrum work as of June I, 1986.
That's when the rule amendments specified
in FCC's Report and Order in GEN Docket
81-414, "Amendment of Parts 2 and 97 of
the Commission's Rules and Regulations to
authorize spread-spectrum techniques in the
Amateur Radio Service," go into effect.

FCC had some ticklish questions to address
in allowing us spread-spectrum operating
privileges. For instance, since one of the main
uses of spread-spectrum techniques has so far
been the hiding of signals (implicit in the
antijamming use of spread-spectrum tech
niques by the military), we couldn't just bring
up our spread-spectrum rigs under present
rules without transgressing prohibitions
against use of codes and ciphers. FCC has
specified the methods to be used-in amateur
spread-spectrum work closely enough so that
the Commission is assured of being able to
perform its monitoring and enforcement
duties even when an amateur spread-spectrum
station might be inaudible to those of us
listening with "conventional" receivers. We
will have to reaquaint ourselves with our old
friend the logbook; FCC wants complete
documentation of how and what we'll be
doing.

There was also the concern that since
authorized spread-spectrum signals might ap
pear as broadband noise, spread-spectrum
work should be limited to amateur bands of
fering plenty of "wide-open spaces" to keep
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intraservice interference possibilities to a
minimum-especially while we're getting our
feet wet with the new techniques. FCC con
curred, and limited spread-spectrum work to
bands 420 MHz and above.

We'll still have to identify our spread
spectrum transmissions with narrowband
emissions, as FCC puts it, "so that CW, SSB
and/or' narrow-band FM receivers, which
might be victims of interference, can receive
the station identification." Frequencies used
for such IDs will have been chosen to
minimize interference to, while facilitating
identification by, other operators.

Right off, spread-spectrum work will be
limited to domestic communication (not in
ternational work), as other national ad
ministrations will have had to satisfy
themselves of the achievement of proper
safeguards against encryption and intraservice
interference before their amateurs jump into
the spread-spectrum swim.

This is really new ground for Amateur
Radio-so new, in fact, that we have a
number of decisions to make about exactly
how to go about spread-spectrum work in
ways guaranteeing station-to-station com
patibility (see League Lines, December 1985
and January 1986 QS7). FCC has not limited
our choice of spread-spectrum options so nar
rowly that we can just press the button and
go, although the final rules limit spreading
methods to frequency hopping and direct
sequence only.

The new Fifth Edition of The FCC Rule
Book includes the following Part 97 changes.
As of June 1,1986, Section 97.3 will include
a new paragraph (cc) as follows:

(cc) Spread spectrum transmission. An in
formation bearing transmission in which in
formation is conveyed by a modulated RF
carrier and where the bandwidth is
significantly widened. by means of a
spreading function, over that needed to
transmit the information alone.

Add a new Section 97.71 as follows:

Sec.=tion 97.71 Spread spectrum
communications

(a) Subject to special conditions in
paragraphs (b) through (i) of this section,
amateur stations may employ spread spec
trum transmissions to convey information
containing voice, teleprinter, facsimile,
television, signals for remote control of ob
jects, computer programs, data, and other
communications including communication
protocol elements. Spread spectrum
transmissions must not be used for the pur
pose of obscuring the meaning of, but only
to facilitate transmission.

(b) Spread spectrum transmissions are
authorized on amateur frequencies above
420 MHz.

(c) Stations employing spread-spectrum
transmissions shall not cause harmful in
terference to stations of good engineering
design employing other authorized emis
sions specified in the table. Stations employ
ing spread spectrum must also accept all in
terference caused by stations of good
engineering design employing other
authorized emissions specified in the table.
(For the purposes of this subparagraph,
unintended triggering of carrier operated
repeaters is not considered to be harmful in
terference. Nevertheless, spread spectrum
users should take reasonable steps to avoid
this situation from occurring.)

(d) Spread spectrum transmissions are
authorized for domestic radio communica
tion only (communication between points
within areas where radio services are
regulated by the U.S. Federal Communica
tions Commission), except where special ar
rangements have been made between the
United States and the administration of any
other country concerned.

(e) Only frequency hopping and direct se
quence transmissions are authorized.
Hybrid spread-spectrum transmissions
(transmissions involving both spreading
techniques) are prohibited.

(1) Frequency hopping. The carrier is
modulated with unciphered information and
changes at fixed intervals under the direc
tion of a high speed code sequence.

(2) Direct sequence. The information is
modulo-2 added to a high-speed code se
quence. The combined information and
code are then used to modulate a RF car
rier. The high speed code sequence
dominates the modulating function, and is
the direct cause of the wide spreading of the
transmitted signal.

(f) The only spreading sequences which
are authorized must be from the output of
one binary linear feedback shift register
(which may be implemented in hardware or
software).

(I) Only the following sets of connections
may be used:

Number of stages
in shift register
7

13
19

(The numbers in brackets indicate which
binary stages are combined with modulo-2
addition to form the input to the shift
register in stage I. The output is taken from
the highest numbered stage.)

(2) The shift register must not be reset
other than by its feedback during an in
dividual transmission. The shift register
must be used as follows.

(i) For frequency hopping transmissions
using x frequencies, n consecutive bits from
the shift register must be used to select the
next frequency from a list of frequencies
sorted in ascending order. Each consecutive



frequency must be selected by a consecutive
block of n bits. (Where n is the smallest in
teger greater than /OK2 x.)

(ii) For a direct sequence transmissions
using m-ary modulation, consecutiveblocks
of log2m bits from the shift register must
be used to select the transmitted signal
during each interval.

(g) The station records shall document all
spread spectrum transmissions and shall be
retained for a period of one year following
the last entry. The station records must in
clude sufficient information to enable the
Commission, using the information con
tained therein, to demodulate all transmis
sions. The station records must contain at
least the following:

(1) A technical description of the
transmitted signal.

(2) Pertinent parameters describing the
transmitted signal including the frequency
or frequencies of operation, and, where ap
plicable, the chip rate, the code, the code

rate, the spreading function, the transmis
sion protocol(s) including the method of
achievingsynchronization, and the modula
tion type;

(3) A general description of the type of
information being conveyed, for example,
voice, text, memory dump, facsimile, televi
sion, etc.:

(4)The method and, if applicable, the fre
quency or frequencies used for station
identification.

(5) The date of beginningand the date of
ending use of each type of transmitted
signal.

(h) When deemed necessary by an
Engineer-in-Charge of a Commission field
facility to assure compliance with the rules
of this part, a station licensee shall:

(1) Cease spread spectrum transmissions
authorized under this paragraph;

(2) Restrictspread spectrum transmissions
authorized under this paragraph to the ex
tent instructed;

(3) Maintain a record, convertible to the
original information (voice, text, image,
etc.) of all spread spectrum communications
transmitted under the authority of this
paragraph.

(i) The peak envelope power at the
transmitter output shall not exceed 100
watts.

In Section 97.84(g), Station IdentificatioD,
add new subparagraph (5) as follows:

(5) When transmitting spread spectrum,
by narrow band emission using the method
described in (1) or (2) above; narrow band
identification transmissions must be on only
one frequency in each band being used.
Alternatively, the station identification may
be transmitted while in spread spectrum
operation by changing one or more
parameters of the emissionin a fashion such
that CW or SSB or narrow band FM
receivers can be used to identify the sending
station.

QST, May 1989

SPREAD·SPECTRUM SYSTEMS IN 902-928 MHz

A number of inquirieshavebeenreceived
from members concerning the local-area
network (LAN) use of spread spectrum in
the 902-928 MHz band as offered by
Telesystems,Don Mills, Ontario,-Canada;
PA Consulting Group, Hightstown, New
Jersey; and possibly other suppliers.

Spread-spectrum systems, for LANs or
other purposes, are permitted at a I-watt
power level in the 902-928 MHz band as
authorized under section 15.126 of the
FCC's rules. Such operation is also
permitted under this section in the
2400-2483.5 MHz and 5725-5850 MHz
bands. Of concern to amateurs is the
potential interferencefrom such operations
to amateurs operating in the 902-928.
2390-2450 and 5650-5925 MHz bands.

The rules place a number of limitations

on spread-spectrum operation in these
bands. The main point to bear in mind is
15.126(c), which requires that the spread
spectrum systems not cause harmful inter
ference to any other operations which are
authorized the use of these bands under
other Parts of the Rules. Also, they must
accept any interference from these sources.
As far as the FCC is concerned, the
Amateur Service, and the Amateur-Satellite
Service whereapplicable,both havepriority
over the spread-spectrum systems despite
our secondary status relative to a number
of other services in these bands.

On the practical side, it is unlikely that
these spread-spectrum devices will cause
harmful interference to amateurs except
when the amateur is physicallyclose to the
spread-spectrum transmitter. Interference

from spread-spectrum devices, watt for
watt, willbe at least an order of magnitude
less than from narrowband transmitters in
the same frequency bands. Because the
modulation rate of these transmitters is
much higher than the audible range (66
kbitls in the case of the PA Consulting
system), any interference should not result
in an audible output of an amateur radio
(voice) receiver. Desensing could occur, but
only in the near zone.

Spread-spectrum system designers are
cautioned by FCC to keep the potential
high EIRP emanations from government
radars in mind when developing their
designs for these bands, and are also cau
tioned that the I-watt power limit on
9tJ2·928 MHz operation may bereduced in
the future.
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Chapter 3

The Regulatory Process

This chaptercontains the complete text ofthe FCC documents
that led to the authorization of spread spectrum emissions
in the amateur bands. Reply comments filed separately by
ARRL and AMRAD appear at the end of the chapter.

NOTICE OF INQUIRY IN GENERAL DOCKET
NO. 81-413, "AUTHORIZATION OF SPREAD
SPECTRUM AND OTHER WIDEBAND EMISSIONS"

Before the Federal Communications Commission FCC 81-289
Washington, D.C. 20554 29440

NOTICE OF INQUIRY

Adopted: June 30, 1981 Released: September 15, 1981
By the Commission: Commissioner Jones absent

Introduction
1. The Federal Communications Commission is initiat

ing this Inquiry to gather information that will assist it in for
mulating policy regarding the use of wideband emissions. The
Commission has before it a number of requests, both formal
and informal, to authorize systems employing wideband
modulation techniques for such diverse services as commu
nications, radio location and telemetry operations. Because
of the fundamental differences between wideband and nar
rowband types of modulation, the present Commission Rules
and Regulations do not appear to provide the proper mechan
isms for dealing with these requests. Indeed, our present niles
implicitly forbid the use of some new technologies in this area.

2. Basically, a system employing wideband modulation
takes an information signal of a small bandwidth and after
modulation of a radio carrier I produces a radio frequency
(RF) signal of a much larger bandwidth. Although conven
tional amplitude modulation (AM) and frequency modula
tion (FM) do result in spreading the information signal's
bandwidth, the resultant RF bandwidth is still comparable
to the bandwidth of the baseband signal. The modulation
technique used in the FM broadcasting service increases the
baseband signal's bandwidth by approximately a factor of six
teen. Although this is an example of wideband modulation,
the FM broadcast signal's bandwidth still remains less than
240 kilohertz. In the context of this Inquiry, we shall concern
ourselves with modulation techniques in which the baseband
signal's bandwidth is greatly expanded; in some cases expan
sions of 1000will be typical. This may result in RF bandwidths
of many megahertz.

3. This inquiry is designed to serve two purposes. We
hope to gather information to: (I) assist us in identifying
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specific radio services presently authorized by the Commis
sion, as well as ideas for new services, where the authorization
of wideband modulation techniques would serve the public
interest; and (2) identify the technical parameters which
characterize a wideband emission, including procedures used
to measure these parameters, and identify technical standards
necessary to insure operation on a minimum interference
basis.

Spectrum Management Philosophy

4. Historically spectrum management policy has evolved
around narrowband communication systems. In the early days
of radio, there were few radio systems and much spectrum
in which to operate. Users were assigned a carrier frequency
and their transmissions were required to remain in a small
band of frequencies (bandwidth) about the carrier. As time
progressed more users wished access to the spectrum. Advanc
ing technology provided relief in two ways: (I) it increased
the upper limit of usable spectrum; and (2) it provided the
means for reducing the bandwidth occupied by existing
stations. So as the Commission's frequency allocations were
pushed higher and higher, users were required to "consume"
less and less of the spectrum. In the land mobile services,
allotted bandwidths were actually halved a number of times.

5. The environment of advancing technology leading to
smaller and smaller bandwidths has established a trend among
radio regulatory agencies, including the Commission, of
reducing bandwidths to achieve higher spectrum efficiency. I

Obviously, reducing bandwidth is at least one way of increas
ing spectrum efficiency, but it may not always be the best way.
In a 1959paper, J. P. Costas showed the somewhat surprising
result that decreasing bandwidth does not always increase
spectrum efficiency. but that under certain communication
conditions very large bandwidths are needed for efficient spec
trum use.? Wideband modulation techniques in certain
applications may actually increase spectrum efficiency over
narrowband techniques, due to both natural interference and
interference caused by other users.

Spread Spectrum Modulation
6. One class of bandwidth expansion techniques which

is of particular interest is spread spectrum modulation. It was
originally developed for military applications concerning
covert communications and/or resistance to jamming. Gener
ally spread spectrum systems transmit an information signal
by combining it with a noiselike signal of a much larger band
width to generate a wideband signal. The spreading of the
information signal over a wide bandwidth has obvious military
advantages in that the resultant emission is more difficult to
detect or jam than narrowband emissions.

7. Although basic spread spectrum theory was developed
in the early 1950's and the military today is developing a
number of operational systems, there are few civilapplications
of this technology. However, much of the earlier government
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funded research has now been de-classified and is available
for the general public.' Moreover, new advances in device
technology, such as large scale integrated circuits, charged
coupled devices, and surface acoustic wave devices, give
promise to lower-cost spread spectrum systems. Current FCC
Rules, however, implicitly forbid spread-spectrum's use in
most services." This alone may be inhibiting research and
development in civil applications.

8. The CCIR defines a spread spectrum system as "one
in which the averageenergyof the transmitted signal is spread
over a bandwidth which is much wider than the information
bandwidth.t'J Actually it appears that this definition could
apply to any wideband modulation scheme. R. C. Dixon, in
his book entitled Spread Spectrum Systems, narrows this
definition by adding the requirement that "some signal or
operation other than the information being sent is used for
broadbanding (or spreading) the transmitted slgnal.:"

9. There appear to be three basic types of spread spec
trum techniques of interest to the Commission: a) direct
sequence modulated, b) frequency hopping, and c) pulsed
FM. Hybrid systems may be formed from the combination
of two or more of these basic types. A brief description of
each type follows; more detailed information is available in
an IEEE press publication entitled Spread Spectrum Tech
niques and an FCC funded report by the MITRE Corpo
ration."

10. Direct sequence systems, sometimes called pseudo
noise systems, employ a key generator to produce a high speed
binary code sequence. An information signal is combined with
this code sequence. This composite signal is then used to
modulate an RF carrier. The code sequence determines the
RF bandwidth, resulting in a spread spectrum signal. At the
receiver another key generator produces a replica of the trans
mitter's code sequence, and the incoming RF signal is multi
plied with this sequence. This collapses the RF bandwidth into
a bandwidth which is commensurate with the information
alone. Conventional narrowband demodulation techniques
are then used to recover the information signal from the RF
carrier. The critical problem in direct sequence systems is to
synchronize the key generators in the transmitter and receiver.

II. Frequency hopping systems also use key generators
at the transmitter and receiver. However, here the binary code
sequence is used to control a frequency synthesizer. At the
transmitter, the RF carrier is modulated in a conventional
manner by the information signal. The carrier frequency is
determined at any given moment by the code sequence; hence
the carrier "hops" around in the frequency domain. Again
the receiver and transmitter key generators are synchronized,
and the receiver local oscillator tracks the changing frequency
of the carrier. Conventional demodulation techniques are used
at the receiver. Frequency hopping systems can be
programmed to miss selected frequencies as they hop. They
require only moderate accuracy in synchronization, as the
speed of the code sequence generator is much less than in
direct sequence systems.

12. Pulsed-FM or chirp systems are similar to frequency
hopping systems in that the carrier frequency is varied. Fre
quency hopping systems shift the carrier among discrete fre
quencies, whereas in pulsed-FM systems the carrier varies
smoothly across a band of frequencies. The transmitted sig
nal is a swept-frequency pulse, similar to a signal produced
by a laboratory sweep generator. This type of signal is rela
tively easy to generate today using a voltage controlled oscil
lator. Conventional narrowband modulation of the sweeping
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carrieris used to convey the information signal. At the receiver
a dispersive filter accumulates and sums the transmitted energy
received over a certain interval. By releasing this energy in
one coherent burst, the filter compresses the signal into a nar
row time slot and the signal behaves like a high power, narrow
pulse.

Advantages and Applications of Spread Spectrum
in the Civilian Environment

13. Spread spectrum modulation offers radio users a
number of unique advantages. Only a receiver employing the
same code sequence as the transmitter will be capable of
decoding the transmitted signal and recovering the informa
tion signal. By assigning each receiver in a network a different
code, the user may selectively address a particular receiver
by employing the corresponding code at the transmitter.

14. By assigning different code sequences to different
systems, i.e, the transmitters and receivers of each licensee,
many such systems may be able to share a common frequency
allocation. This could be done without the explicit coordina
tion necessary for trunking, time division multiple access or
frequency division multiple access. Transmitters will only be
able to communicate with their intended receivers; in fact,
each system should be unaware of the operation of other sys
tems. This uncoordinated channel sharing is called code
division multiple access (CDMA).

15. Selective addressing and code division multiple access
could prove attractive to both radio users and the Commis
sion. The message privacy and security inherent with coded
transmissions would certainly be attractive to law enforcement
agencies, mobile telephone users and perhaps some business
users. If the Commission chooses to allocate new spectrum
for a personal radio service, spread spectrum modulation with
CDMA techniques could be used to restrict the allocation to
its originally intended use; i.e. users could only communicate
with units employing the same code structures. This would
facilitate the use of the allocation for "personal business"
and prohibit the transformation of the band into a "hobby
service" as has happened in the 27 MHz Citizens Radio
Service. Because each discrete address code is essentially a
new channel, spectrum efficiency may be improved over
conventional systems. This has been theorized in a number
of papers, particularly in regards to cellular land mobile
communications.!

16. In 1978 the FCC funded a study by the U.S. Depart
ment of Commerce, National Telecommunications and
Information Administration (NTIA), on the spectrum effi
ciency of multiple independent spread spectrum land mobile
radio systems. The study concluded that in this application
spread spectrum was not as efficient as conventional FM
modulation." The report determined that in a band allocated
exclusively to spread spectrum systems, base stations and
mobile stations would have to operate on separate frequencies
to prevent interference. When two mobile stations are trans
mitting at the same time, the station that is closest to the
receiving station can saturate the front end of the receiver
thereby preventing the far station from being received. As with
conventional systems, this problem can be reduced by con
trolling the output power of all mobiles. But in the absence
of power control, the "near-far" problem limits the spectrum
efficiency of spread spectrum systems. However, in our
opinion the report's conclusions apply only to direct sequence
or fast frequency hopping systems, not all spread spectrum
systems.



17. Another inherent property of spread spectrum modu
lation is the low power density of the transmitted signal.
Because the transmitter output power is distributed across a
wide band of frequencies, the power density (watts/hertz) is
very small. In fact some spread spectrum systems can oper
ate with the desired signal below the noise level at the receiver.
This power density reduction can be used to advantage in
applications involving covertcommunications, prevention of
interference to other users, and privacy.

18. In Private Radio Docket 80-9 the Commission has
considered the use of spread spectrum trailing devices.'?
These devices would allow law enforcement personnel to track
moving vehicles without visual contact and their low power
density would make them virtually undetectable to all others.
Although the Commission has formally endorsed the concept
of spread spectrum trailing devices. their use at this time is
not permitted because the Commission has not addressed the
issue of technical standards. Considering the low interference
potential of these devices, it may be appropriate for the Com
mission to adopt only inband/out-of-band emission limita
tions. We invite comments indicating what standards will be
necessary for the implementation of spread spectrum systems
in covert trailing operations.

19. Spread spectrum systems also provide an interfer
ence rejection capability not possible with conventional nar
rowband systems. The strength of interfering signals at the
receiver output is reducedbythe system's "processing gain."
This gain is approximated by the ratio of the transmitted RF
bandwidth to the original information signal's bandwidth.
Processing gain may suppress interfering signals by as much
as 40 dB.

20. The low power density and interference suppression
capability of spread spectrum systems suggests a unique
application, that of band overlay. It may be possible in some
circumstances to overlay spread spectrum systems on spec
trum used by conventional services with little or no mutual
interference. Obviously this would increase the spectrum ef
ficiency of the affected band and could release additional spec
trum for allocation to other services. Short range systems,
such as cordless telephones, might prove ideal for such an
application. Many of these telephones are carrier current
devices operating on frequencies adjacent to the AM broad
cast band. Current demand may already exceed the spectrum
available for these telephones. If the United States decides
to implement a WARC '79 decision to reallocate 1605 to
1705 kHz to the Broadcasting Service, cordless telephones will
lose these frequencies. It may be impossible to find suitable
additional spectrum to offset this loss. However, spread spec
trum modulated telephones could possibly be overlaid on
another frequency band. Not only would this relieve the
problem of spectrum scarcity, but the orthogonal codes used
in spread spectrum systems should prevent interference be
tween neighbors' telephones without specific coordination.
Surface acoustic wave devices, already employed in a num
ber of television receivers, might be used to generate and
receive spread spectrum signals at an affordable price.

21. Although theoretically band overlay is possible, more
consideration must be given to interference from spread spec
trum systems to conventional communications systems. The
CCIR examined interference from direct sequence and fre
quency hopping systems to conventional AM voice, FM voice
and FDM/FM voice signals." The report gives signal to
interference protection ratios for the cases considered and con
cludes that a potential for sharing exists, but further

examination is required to determine detailed sharing criteria.
The lIT Research Institute examined the performance of voice
communications systems in the presence of spread spectrum
interference in a report prepared for the Department of
Defense.P The report concludes that a direct sequence inter
fering signal affects system performance similar to white
Gaussian noise and a frequency hopping signal results in inter
ference similar to that produced by a periodic pulsed signal.

22. NTIA has conducted several studies on the feasibil
ity of overlaying spread spectrum systems on communication
bands. The FCC funded a study to determine the effects of
spread spectrum interference on TV. The study concluded that
the amount of interference caused by a constant amplitude
spread spectrum system should be about the same as that
caused by a narrowband FM land mobile signal, as long as
the spread spectrum RF bandwidth is less than 2 MHz." If
the spread spectrum RF bandwidth is greater than 6 MHz,
the spread spectrum signal should have some advantage be
cause of the out-of-band rejection capability of a TV receiver.
This study suggests the possibility of overlaying very wide
bandwidth spread spectrum signals on existing television
bands.

23. Another study performed by NTIA examined the
compatibility of spread spectrum and FM land mobile radio
(LMR) systems.P It concluded that it would not be possible
to overlay a spread spectrum LMR system onto a frequency
band already occupied by conventional FM LMR systems
without causing interference. The definition of overlay in this
study was interpreted to mean the unrestricted operation of
both spread spectrum and FM mobiles throughout the same
service area. According to this report, the extreme range of
propagation conditions encountered in a LMR environment
can not be overcome by the reduction in interference obtained
with a spread spectrum system. Interference can be reduced
by increasing the RF bandwidth of the spread spectrum sys
tem but this reduction is not sufficient to compensate for the
wide range of signal conditions in the LMR environment.
However, the report did indicate that if a frequency hopping
system was programmed to avoid frequency channels already
in use, the signal suppression necessary for unrestricted opera
tion might be achieved.

24. In 1978 the lIT Research Institute prepared another
report on spread spectrum for the Department of Defense,
this time developing procedures for analyzing interference
caused by spread spectrum signals. IS The report presents
mathematical procedures for predicting interference condi
tions when conventional receiving systems are subjected to
offending signals from spread spectrum transmitters. The
procedures are generally applicable to all types of spread spec
trum signals. This report seems to be a good foundation on
which Commission procedures to analyze spread-spectrum
interference could be based. We specifically request comments
on the appropriateness of using this report as a basis for rule
making.

25. An interesting characteristic of wideband systems is
their ability to provide high resolution range measurements.
Because the velocity of propagation of a radio signal is known,
the distance between a transmitter and a receiver can be
determined by measuring the time it takes a signal to
propagate between them. A precise measurement of the sig
nal's arrival time at the receiver is necessary. Because the
uncertainty in measuring the arrival time is inversely propor
tional to the signal's bandwidth, wideband signals provide
greater resolution than narrowband signals.
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26. Del Norte Technology, Inc. a manufacturer of radio
location equipment, has designed a radiolocation system
which uses pulsed-FM technology. The system operates in the
420-450 MHz band and can determine dIstances up to 50
kilometers with an accuracy of plus or minus 2 meters. Del
Norte has petitioned the Commission to amend its Rules to
permit the marketing and use of this system." A radio
location system such as this could improve the accuracy of
both aircraft and ship navigation.

27. A major concern with the use of spread spectrum
is the Commission's ability to monitor and locate stations
using this modulation technique. Because the emitted signal
is both wideband and encoded, specialized receivers are neces
sary to demodulate it. The numberof virtual "channels" real
ized with spread spectrum modulation may be very large,
further limiting the Commission's ability to detect and
monitor all transmissions. This problem is not necessarily
restricted to spread spectrum systems; any system employing
digital modulation techniques, whether for privacy or merely
to facilitate communications, will pose a complex monitor
ing problem for the Commission. However, there are regula
tory approaches that will mitigate this problem. Monitoring
the technical parameters of a spread spectrum signal certain
ly poses much less of a problem than monitoring the same
signal for message content. The Commission may choose to
restrict the number of authorized user codes, assign them to
licensees on a permanent basis or require that user codes be
registered with the Commission. Spread spectrum systems
could be authorized in services which had few enforcement
problems. Only spread spectrum techniques which can be
decoded with a conventional wideband receiver might be
authorized. Finally, considering the low interference poten
tial of spread spectrum emissions, it should be noted that
spread spectrum signals strong enough to cause interference
will probably be strong enough to locate.

Matters to be Addressed in this Inquiry

28. In December of 1979, the FCC issued a contract to
the MITRE Corporation for the purpose of researching the
potential use of spread spectrum techniques in non
government applications. MITRE has completed its study and
submitted its report to the Commission." The report
presents a view of the potential benefits, costs and risks of
spreadspectrumcommunicationsand examines in detail many
of the concepts briefly discussed in this Inquiry. Two exam
ples of hypothetical implementations are considered: a slow
frequency hopping system with FM voice and an intrusion
detector using fast frequency hopping. We wish to direct
attention to this report in the hope that it will stimulate fur
ther discussion and specifically request comments on it.

29. The Commission would also like to inquire about
the measurementtechniques used to evaluate spread spectrum
systems. The Electromagnetic Compatibility Society (EMCS)
of the Institute of Electrical and Electronics Engineers has
written the Chief Scientist expressing their concern about
broadband RF measurement and analytical techniques that
may be required to evaluate the interference potential of
broadband emissions to electronic equipment." They are
concerned about establishing a technical standardto promote
good engineering practice in this area. The EMCS has sug
gested some basic steps to represent a model for evaluating
the interference potential of broadband emissions. They
believe that a model should be developed to, or in consonance
with, the development of measurement and analytical tech-
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niques. This model would help define the technical charac
teristics that need to be considered. This Inquiry will afford
an opportunity for all parties to assist in addressing our con
cerns regarding the measurementtechniques that will be neces
sary to describe the interference potential and technical
characteristics of spread spectrum and other wideband
systems.

30. Comments are also invited on all of the issues dis
cussed in this Inquiry. Suggestions of services which might
benefit with the allowance of wideband modulation techniques
are specifically requested. Comments on analytical procedures
which the Commission could employ to evaluate the inter
ference potential of wideband systems would be particularly
helpful. In this regard, we again ask for comments on using
the llT Research Institute's report (reference 15) as a basis
for Commission rule making. All parties interested in the
development of wideband systems are urged to file comments
in this proceeding.

31. The questions listed below are not exhaustive. They
merely typify the Commission's areas of concern. Informa
tion not directly responsive to these questions but relevant to
the general subject matter of the Inquiry is welcome and
invited. To facilitate staff review each response should clear
ly state the precise topic or question being addressed.

32. Please provide answers and supporting data to the
following questions:

(a) What services can be accommodated by the use of
spread spectrum systems? Can they be implemented
by band overlay or will they require dedicated fre
quency allocations?

(b) In the case of band overlay, should a spread spec
trum system be required to operate on a non
interference basis with conventional systems?
Should spread spectrum systems accept any inter
ference they receive from other spread spectrumor
conventional systems without protection from the
Commission?

(c) Should each wideband modulation technique be
considered on its own merits as to its spectrum use
and efficiency?

(d) How should the power levels of spread spectrum
systems be expressed? What power levelsare neces
sary for operation? How can this power be
measured?

(e) What narrowband receiver characteristics should
be considered in determining the interference
potential of spread spectrum systems to conven
tional narrowband emissions? Do these characteris
tics affect the possibility of having spread spectrum
systems and conventional systems co-exist in the
same frequency band?

(f) Will special test equipment be necessary to evalu
ate spread spectrum emissions? What type of
detector, peak, quasipeak, or average, is best suited
for measuring the interference potential of spread
spectrum emissions?

(g) Can systems which use different wideband modu
lation methods be evaluated by the same measure
ment techniques and the results?

(h) If the Commission chooses to authorize spread
spectrum systems, will detailed technical standards
be needed? If so, what standards? Would estab
lishing inband/out-of-band emission limitations be
sufficient?



(i) Should the Commission consider authorizing
spread spectrum modulated cordless telephones?
How much more expensive than present cordless
telephones would these units be?

U) From a spectrum utilization standpoint, are there
any capabilities or efficiencies which spread spec
trum or other wideband systems possess that would
allow the transmission of more information for a
given frequency band than is now possible using
conventional systems?

The following questions generally refer to ideas developed in
the MITRE Corporation's report.

(k) Should the Commission authorize spread spectrum
systems only if they utilize the spectrum more
efficiently than conventional techniques or should
spectrum efficiency be weighed along with the
potential benefits of spread spectrum such as selec
tive addressing, uncoordinated use, and secure
communications? In such a case should spectrum
efficiency be defined in terms of either instantane
ous users/MHz, total users/MHz, or total
users/MHz/square kilometer?

(I) Because the spectrum efficiency of spread spectrum
appears to be high when transmitting low-rate data
at microwave frequencies. what services could be
implemented with this type of system?

(m) Which ISM bands might be suitable for spread
spectrum overlay? How detrimental would this be
to existing users? What sort of services could use
ISM band overlay?

(n) Would the increased cost of spread spectrum equip
ment prohibit its acceptance by users? How much
would equipment cost be expected to increase?

(0) Is it necessary for the Commission to monitor the
message content of all types of transmissions? If
spread spectrum is authorized, should the Commis
sion require that equipment not have the capabili
ty of multiple user codes? Should user codes be
assigned by the Commission? On a permanent
basis? Should spread spectrum stations be required
to identify themselves at some point in their trans
missions with conventional modulation techniques,
or some other means?

(p) Considering spread spectrum's low power density,
would it be possible to design a police radar that
could not be readily detected by motorists with
monitors? How much more expensive than conven
tional police radars would such a unit be? What
bandwidth would be required?

(q) Should the Commission consider a slow frequency
hopping system with FM voice for any new per
sonal radio service allocation? Could such a sys
tem be implemented today? At what increased cost
over conventional systems? Would the potential
advantages, such as privacy and uncoordinated
channel access, outweigh the potential disadvan
tages, such as increased enforcement problems, if
such a service was authorized by the Commission?

(r) In Appendix C of the MITRE Corporation's
report, a model simulating the Citizens Band Ser
vice is developed. Is this model suitable for analyz
ing slow frequency hopping in the land mobile

services? If not, what modifications would be
necessary to make it suitable?

Procedural Matters
33. In view of the foregoing, we seek to obtain infor

mation from interested members of the public in order to
assist the Commission in resolving the regulatory problems
presented by wideband modulation techniques. We specifi
cally request respondents to address the questions in para
graph 32.

34. Accordingly, pursuant to Sections 4(i), 4Gl, 403 and
404 of the Communications Act of 1934, as amended, IT IS
ORDERED that the aforementioned Inquiry IS HEREBY
INSTITUTED.

35. In accordance with the provisions of Section 1.415
of the Commission's Rules, interested parties may file com
ments on or before March 15, 1982. Reply comments must
be filed on or before June 30, 1982. Pursuant to the proce
dures set forth in Section 1.419 of the Commission's Rules,
an original and five copies should be filed by formal part
icipants with the Secretary of the Commission. Participants
wishing each Commissioner to have a copy should include
six additional copies. Members of the general public who wish
to express their interest by participating informally may do
so by submitting one copy. All comments are given the same
consideration, regardless of the number of copies submitted.
All comments should be clearly marked General Docket No.
81-413, and will be available for public inspection in the Public
Reference Room at the Commission's headquarters. All writ
ten comments should be sent to: Secretary, Federal Commu
nications Commission, Washington, D.C. 20554. For further
information on this proceeding, please contact Michael
Kennedy at (202) 632-7073. For general information on how
to file comments, please contact the FCC Consumer
Assistance and Information Division at (202) 632-7000.

FEDERAL COMMUNICATIONS COMMISSION

William J. Tricarico
Secretary

NOles
1Although there is no universally accepted measure of spectrum

efficiency, itcanbe defined ingeneral terms asthe ratio ofcom
munications accomplished to spectrum used.Theseterms are
USUally difficult toquantify, butthey mayinvolve parameters such
as: information delivered, users satisfied, radio frequency band
width occupied, geographical area covered and the time the
spectrum is denied tootherusers. Fora detailed discussion of
metrics in this area see D. Hatfield, "Measures of Spectral Effi
ciency in Land Mobile Radio," IEEE TransacOOns on Electromag
netic Compatibility, Vol. EMC-19, No.3, Aug. 1977, p. 266 and
D. R. Ewing and L. A. Berry, "Metrics for Spectrum-Space
Usage," Officeof Telecommunications, OT Report 73-24, 1973.

2J. P. Costas, "Poisson, Shannon, andthe Radio Amateur," Proc.
IRE, Vol 47, pp. 2058-2068, December 1959.

3Current published searches of Federally funded research on
spread-spectrum techniques include: "Spread Spectrum Com
munications," May1980, PB 80-809726and "Spread Spectrum
Communications," May 1980, PB 80-809734. These and all
otherreports cited herein with "PSt! or "AD" accession num
bers are available from the U.S. Department of Commerce,
NationalTechnical Information Service, Springfield,VA 22161.

'On March6,1981 the PrivateRadio Bureau issued a Special Tem
porary Authorization (STA) to the Amateur Radio Research and
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Development Corporation (AMRAD) forthepurpose ofconduct
ing experiments onspread spectrum modulation. Inorder toper
mit spread spectrum, the STA waived two sections of the
Commission's Rules. Thus, even the Amateur Radio Service,
which is dedicated "to the advancement of the radio art," im
plicitly forbids spread spectrum modulation.

51nternational Telecommunication Union, International Radio Con
sultative Committee, Recommendatronsand Reports of the CCIR,
1978, XIVth Plenary Assambly, Kyoto, 1978, "Spread Spectrum
Modulation Techniques," Report 651, Volume 1, pp. 4-14.

oR. C. Dixon, Spread Spectrum Systems, New York, Wiley
Interscience, 1976, p. 3.

'Spread Spectrum Techniques, ed, Robert C. Dixon, New York,
IEEE Press, 1976. Walter C. Scales, "Potential Use of Spread
Spectrum Techniques in Non-Government Applications," the
MITRE Corporation, PB 81-165284, December 1980. The report
by Mr. Scales will be Inserted In the record of this proceeding.

'George R. Cooper, Ray W. Nettleton, and David P. Grybos,
"Cellular Land Mobile Radio: Why Spread Spectrum?," IEEE
Communications Magazine, Vol. H, No.2, pp. 17-24, March
1979: Robert P. Eckert and Peter M. Kelly, "Implementing
Spread Spectrum Technology in the Land Mobile Radio Serv
ices," IEEETransactions onCommunications, Vol. COM-22, pp.
867-869, August 1977.

9L. A. Berry and E. J. Haakinson, "Spectrum Efficiency for Multiple
Independent Spread-Spectrum Land Mobile Radio Systems,"
U.S. Department of Commerce, National Telecommun
ications and Information Administration, Report 78-11,
PB-291539, November 1978.

"Report and Order, PR Docket 8D-9, adopted January 8, 1981,
FCC 81·1. For information concerning the ability of spread spec
trum systems to share spectrum with conventional systems, see
the following submissions:
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Comments of Del Norte Technology, Inc. dated 3/31/80.
Reply Comments of Hewlett-Packard Company dated 5/15/80.
Reply Comments of American Telephone and Telegraph

Company dated 5/16/80.
Copies ofthesedocuments will be inserted inthe record ofthis
proceeding.

11International Telecommunication Union, International Radio
Consultative Committee, Recommendations andReports tothe
CCIR, 1978, XIVth Plenary Assambly, Kyoto, 1978, "Consider
ations of Interference from Spread Spectrum Systems to Con
ventional Voice Communications Systems," Report 652, Volume
1, pp. 14-22.

"Leonard Farber and J. Cormack, "Perfo,rmance of Voice Com
munications Systems in the Presence of Spread Spectrum In
terference," liT Research Institute, Report No. ESD·TR·77· 005,
AD A050844, December 1977.

13J. R. Juroshek, "A Preliminary Estimate of the Effects of Spread
Spectrum Interference on TV," U.S. Department of Commerce,
National Telecommunications and Information Administration,
Report 78-6, PB·286623, June 1978.

14J. R. Juroshek, "A Compatibility Analysis of Spread-Spectrum
and FM Land Mobile Radio Systems," U.S. Department of Com
merce, National Telecommunications and Information Adminis
tration, Report 79-23, PB·300651, August 1979.

15Paul Newhouse, "Procedures forAnalyzing Interference Caused
by Spread Spectrum Signals," liT Research Institute, Report
No. ESD-TR-77-003, AD A058911, February 1978. This report
will be inserted in the record of this proceeding.

16Del Norte Technology, Inc. Petition for Rulemaking, General
Docket 80-135, filed May 10, 1979.

"Walter C. Scales, Supra.
16Letter,dated September 12, 1979 to Dr. Stephen J. Lukasik from

Jacqueline R. Sanoski. A copy of this letter will be inserted in
the record of this proceeding.
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Introduction

1. The Federal Communications Commission is init
iating this proceeding to propose changes in its Rules and
Regulations to permit the use of spread spectrum modula
tion in the Amateur Radio Service. Although this modula
tion technique is not explicitly prohibited in the Amateur
Service, its wideband spectral characteristics result in it being
implicitly forbidden by the rules. The Commission feels that
spread spectrum modulation is technically compatible with
the present modes of operation in the Amateur Service.
Allowing amateur experimentation with this relatively new
modulation technique is therefore in harmony with the basis
and purpose of the Amateur Radio Service.' Therefore, the
Commission is proposing to amend Parts 2 and 97 of its Rules
and Regulations to authorize the use of spread spectrum
modulation techniques.

2. Although we feel comfortable proposing the authori
zation of spread spectrum modulation in the amateur service
at this time, we recognize that its use may confront the Com
mission with a number of problems. In spread spectrum sys
tems a coding process is generally used to spread the signal's
energy across a wide band of frequencies. It is necessary to
know the code sequence in order to demodulate the signal and
recover its content. Wideband receivers may be required to
make technical measurements on the transmitted signal. There
is a potential for interference in overlaying wideband emis
sions on amateur bands already occupied with conventional
narrow band signals, although this is limited due to the low
power density of spread spectrum signals. For these reasons,
this Notice also requests comments on problems associated
with the enforcement and interference issues raised by
authorizing spread spectrum modulation in the Amateur
Radio Service.

Background

3. Spread spectrum techniques were originally developed
for military applications concerning covert communications
andlor resistance to jamming. The radio frequency (RF) sig
nal transmitted in a spread spectrum system occupies a very
large bandwidth, perhaps many megahertz, as compared to
the information signal's bandwidth. This widebandwidth pro
vides for the military a signal that is very hard to detect or
jam. Spread spectrum emissions possess qualities, however,
that may also be desirable to civil users of the spectrum.?

4. All spread spectrum systems employ some function
other than the information signal to spread the RF band
width.' Direct sequence modulated and frequency-hopping
systems both use a high speed pseudorandom code sequence
to achieve a large RF bandwidth. In direct sequence systems
this code sequence is combined with the information signal
and this composite signal is used to modulate an RF carrier.
The code sequence is used in frequency hopping systems to
control a frequency synthesizer which generates the transmit
ter's many carrier frequencies. In pulsed-FM systems, a volt
age function is used to sweep the transmitter's carrier over
a wide frequency range. Although somewhat different in de
sign, all three of these systems result in an RF signal with a
very wide bandwidth. More detailed descriptions of the opera
tion of these systems may be found in an IEEE press publi
cation entitled Spread Spectrum Techniques.t

5. The Commission recognizesthat spread spectrum may
offer the communications user some unique advantages.
Today the Commission adopted a Notice of Inquiry in the
matter of wideband modulation techniques, including spread
spectrum." The Inquiry explores some possible civil uses of
spread spectrum modulation and indicates some of the
advantages associated with it. The coding techniques used in
spread-spectrum systems, for example, allow message priv
acy, selective addressing and code division multiple access.
These last two advantages provide the user the ability to
selectively access only one or a fraction of the total number
of receivers having the same spectrum. Spreading the signal
at the transmitter and collapsing it at the receiver result in
a low signal power density while simultaneously providing the
ability of the system to reject interference. These features sug
gest the feasibility of overlaying spread spectrum systems on
occupied spectrum. While the Commission is investigating the
general question of spread spectrum desirability under that
Inquiry, it may be that spread spectrum can be introduced
into the Amateur Service with minimum potential for inter
ference.

6. Spread spectrum techniques have not gone unnoticed
in the amateur community. An article published in QST, the
official publication of the American Radio Relay League,
cited spread spectrum as a technology ripe for amateur
experlmentation." The article indicated that the Amateur
Radio Research and Development Corporation (AMRAD)
would soon petition the Commission for Special Temporary
Authorization (STA) to conduct tests using spread spectrum
modulation. In March of this year the Private Radio Bureau,
acting under delegated authority from the Commission,
granted AMRAD an STA allowing the specific tests outlined
in their petition." Upon expiration of the STA, AMRAD
must submit its findings to the Commission. The reports reo
quired by the STA will be inserted in the record of this
proceeding and will be considered before final action is taken.
If the results of the STA and the aforementioned NOI are
favorable, the Commission will consider expanding the
authorization of spread spectrum techniques. Now, however,
the Commission proposes rule changes to permit broader
experimentation with spread spectrum techniques in three
bands.

Discussion and Proposal
7. Spread spectrum systems are inherently more complex

than narrowband systems. Amateurs wishing to experiment
with spread spectrum techniques will almost certainly have
to construct their own equipment, due to the lack of com-
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mercially available equipment. The principal technical
problem will be constructing devices which maintain their
parameters over wide bandwidths. Incorrectly or poorly
designed equipment will increase the possibility of both intra
service and inter-service interference. It is for this reason the
Commission feels that authorization to use spread spectrum
techniques should be restricted to Amateur Extra and
Advanced Class licensees only. Amateurs presently licensed
in these two classes have been tested in the advanced phases
of radio electronics; material covering spread spectrum tech
niques will be added in the future to the appropriate exami
nation syllabuses.

8. The Commission proposes to authorize spread spec
trum modulation in the following three frequency bands:
50-54 MHz, 144-148 MHz, and 220-225 MHz. The Interna
tional Telecommunications Union (ITU) Regulations require
that "transmissions between amateur stations of different
countries . .. shall be made in plain language. "8 Since this
might restrict the international transmission of spread spec
trum signals, we propose frequency bands above 50 MHz so
as to naturally limit propagation. Most of the frequency bands
allocated to the Amateur Service above 225 MHz are shared
with government users." Amateurs operating in these bands
must not interfere with government systems. Rather than
coordinate spread spectrum systems with government users
in these bands at this time, the Commission proposes restrict
ing spread spectrum transmissions to frequencies below
225 MHz.tO However, we welcome requests for STA's to
perform limited spread spectrum experiments in the amateur
bands above 225 MHz and will consider these on a case by
case basis.

9. The Table of Frequency Allocations prohibits the use
of pulsed emissions in a number of frequency bands includ
ing 50-54 MHz and 144-148 MHz." It appears that this pro
hibition is no longer necessary, so we propose to discontinue
it by deleting footnote US I. Because WARC '79 adopted new
emission designators, the use of which will be addressed in
another proceeding, we will not at this time assign a designa
tor to spread spectrum modulation. Until the Commission
implements the decisions of WARC '79, we will use a foot
note in the rules to indicate the authorization of spread spec
trum modulation in a particular frequency band.

10. In order to allow amateurs maximum flexibility in
the design of spread spectrum systems, the Commission
intends to permit direct sequence modulated, frequency
hopping, pulsed-FM, and hybrid systems." We propose only
that a system's authorized RF bandwidth be equal to or less
than the width of the amateur band that the system is oper
ating in and retained within that band. Therefore, amateurs
may spread their transmitted energy across the complete band
they are using. Although we do not anticipate interference
problems, considering our limited operational experience with
spread-spectrum transmissions we are proposing that the local
Engineer in Charge be allowed to require stations transmit
ting spread spectrum signals to take whatever steps are neces
sary to resolve cases of interference, including terminating
operation. We request comments on our belief that the inter
ference potential in overlaying spread spectrum on the three
bands proposed here is low.

II. Amateurs are presently forbidden to transmit coded
messages in either domestic or international communica
tions." Because of the previously cited lTV regulation, in
ternational transmission of spread spectrum signals will not
be allowed. However, we shall exempt spread spectrum trans-
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missions between domestic stations from this prohibition.
12. In order to facilitate the demodulation of spread

spectrum emissions, we propose to require that any pseu
dorandom sequence used in generating the spread spectrum
signal must be the output of one of a number of specific linear
feedback shift registers." We propose specific shift registers
in the appendix because they provide the minimum level of
coding necessary to spread the signal. We realize that more
sophisticated coding procedures could be employed, but their
use would further obscure the meaning of the communica
tions. This would appear to violate the intent of Section 97.117
of the present rules. Additionally, we will require that
amateurs log the technical characteristics of their transmit
ted signal and that identification be given in telegraphy on
the center frequency of their signal.

13. A major concern of the Commission in allowing
amateur use of spread spectrum techniques is the Commis
sion's, and the amateur's own, ability to monitor and locate
stations transmitting wideband emissions. Presently the Field
Operations Bureau (FOB) monitors the content of amateur
transmissions to insure that amateurs are not transmitting
communications which are prohibited by our rules. IS This
monitoring, coupled with the self policing afforded by the
amateurs themselves, assures the bands remain usable for
amateurs and are not usurped by business or clandestine
activities. However, FOB currently has no capability to
monitor spread spectrum emissions. We propose to amend
Section 97.117 to include provisions to facilitate monitoring
both by FOB and by other amateurs. We have precluded the
use of esoteric encryption schemes and instead required that
spreading codes be generated by linear shift registers. This
will result in signals which may be received with only reason
able effort. This should facilitate self-monitoring, which has
historically been very effective in the Amateur Radio Serv
ice. Additionally, we have proposed that amateurs log the
technical characteristics of their signals and identify their
transmissions in telegraphy. Considering that the characteris
tics of spread spectrum, e.g. low power density, are such that
its transmission will not be disruptive to other users and the
experimental nature of the Amateur Radio Service, we feel
that we have imposed sufficient safeguards against its mis
use. However, we request comments on these and other con
ditions the Commission could require to mitigate enforcement
problems.

Questions

14. The questions listed below are not exhaustive. They
merely typify the Commission's areas of concern. Informa
tion not directly responsive to these questions but relevant to
the general subject matter of the Inquiry is welcome and
invited. To facilitate staff review each response should clearly
state the precise topic or question being addressed.

15. Please provide answers and supporting data to the
following questions:

(a) Are the emission limitations specified in the pro
posed amendment to Section 97.73 of the rules
sufficient to prevent interference from spread spec
trum systems to users in adjacent bands?

(b) Will interference to conventional amateur commu
nications be a major problem? If so, what steps can
the Commission take to mitigate this problem?
What types of other communications will be most
vulnerable?



(c) Is it necessary for the Commission to have the capa
bility to monitor the content of all amateur com
munications? If not, how can we enforce the
limitations on the use of the amateur service and
detect unlicensed transmission?

(d) Will the specific shift registers proposed in the
amendment to Section 97.117 of the rules facilitate
self-monitoring by the amateur community?

Procedural Matters

16. Accordingly, the Commission adopts this Notice of
Inquiry and Proposed Rule Making (NOI/NPRM) under the
authority contained in Sections 4 (i) and 303 of the Commu
nications Act of 1934, as amended. The proposed amend
ments to Part 2 and Part 97 of the rules are set forth in the
appendix.

17. Pursuant to Section 605 (b) of the Regulatory Flexi
bility Act, the Commission finds that this NOI/NPRM will
have no effect on small businesses. The frequencies involved
are assigned to the Amateur Radio Service, which by defini
tion is used for non-business communications only. To the
extent that organizations such as amateur radio clubs hold
amateur licenses, the only effect of the proposed action will
be to enable these clubs to experiment with spread spectrum
techniques, presumably for wider dissemination to the
amateur community.

18. For purposes of this non-restricted notice and com
ment rule making proceeding, members of the public are ad
vised that ex parte contacts are permitted from the time the
Commission adopts a notice of proposed rule making until
the time a public notice is issued stating that a substantive
disposition of the matter is to be considered at a forthcom
ing meeting or until a final order disposing of the matter is
adopted by the Commission, whichever is earlier. In gener
al, an ex parte presentation is any written or oral communi
cation (other than formal written comments/pleadings and
formal oral arguments) between a person outside the Com
mission and a Commissioner or a member of the Commis
sion's staff which addresses the merits of the proceeding. Any
person who submits a written expartepresentation must serve
a copy of that presentation on the Commission's Secretary
for inclusion in the public file. Any person who makes an oral
exparte presentation addressing matters not fully covered in
any previously-filed written comments for the proceeding
must prepare a written summary of that presentation; on the
day of oral presentation, that written summary must be served
on the Commission's Secretary for inclusion in the public file,
with a copy to the Commission official receiving the oral
presentation. Each ex parte presentation described above must
state on its face that the Secretary has been served, and must
also state by docket number the proceeding to which it re
lates. See generally, Section 1.1231 of the Commission's
Rules, 47 C.F.R. §1.1231. A summary of Commission proce
dures governing ex parte presentations in informal rule
making is available from the Consumer Assistance and
Information Division, FCC, Washington, D.C. 20554.

19. Pursuant to the procedures set forth in Section 1.415
of the Commission's Rules, interested persons may file com
ments on or before March I, 1982 and reply comments on
or before April 15, 1982. All relevant and timely comments
will be considered by the Commission before final action is
taken in this proceeding. In reaching its decision, the Com
mission may take into consideration information and ideas
not contained in the comments, provided that such informa-

tion or a writing indicating the nature and source of such in
formation is placed in the public file, and provided that the
fact of the Commission's reliance on such information is
noted in the Report and Order.

20. In accordance with the provisions of Section 1.419
of the Commission's Rules, formal participants shall file an
original and five copies of their comments and other mater
ials. Participants wishing each Commissioner to have a copy
of their comments should file an original and II copies. Mem
bers of the general public who wish to express their interest
by participating informally may do so by submitting one copy.
All comments are given the same consideration, regardless
of the number of copies submitted. All comments should be
clearly marked General Docket No. 81-414, and will be avail
able for public inspection during regular business hours in
the Commission's Public Reference Room at its headquarters
in Washington, D.C. All written comments should be sent
to: Secretary, Federal Communications Commission,
Washington, D.C. 20554. For further information on this
proceeding, contact Michael Kennedy at (202) 632-7073. For
general information on how to file comments, please contact
the FCC Consumer Assistance and Information Division at
(202) 632-7000.

Federal Communications Commission

William J. Tricarico
Secretary

Notes

'Section 97.1(b) of the FCC Rules and Regulations illustrates in
part the basis and purpose of the Amateur Radio Service as
the "continuation and extension of the amateur's proven abili
ty to contribute to the advancement of the radio art."

'See, for example, the following FCC funded report: Walter C.
Scales, "Potential Use ofSpread Spectrum Techniques in Non
Government Applications," the MITRE Corporation, Report No.
MTR-BOW335, December 1980.This report is availablefrom the
National Technical Information Service, Springfield,VA 22161,
Accession No. PB81·165284.

3R. C. Dixon, Spread Spectrum Systems, New York, Wiley
Interscience, 1976, p. 3.

'Spread Spectrum Techniques, ed. Robert C. Dixon, New York,
IEEE Press, 1976.

'Notice oflnquiry, General Docket81-413,adopted June 30,1981,
FCC 81-289.

6Paul L. Rinaldo, "Spread Spectrum and the Radio Amateur,"
OST, November 1980, pp. 15-17.

Tfhe STA was issued on March6, 1981 for a period of one year.
Although it permits spread spectrum modulation, only those
techniques necessary toperform theindicated experiments were
authorized. Also, theauthorization is limited to those amateurs
that were included in AMRAD's petition.

'Article 41, Section 2(1),Radio Regulations Annexed to the Inter
national Telecommunication Convention (Geneva, 1959). (See
FCC Rules and Regulations, Part 97, Appendix 2).

'FCC Rules and Regulations, Part 97, Section 97.61 (b)(5).
"The 220 to 225 MHz band is also shared withgovernment users.

However, the InterdepartmentRadioAdvisory Committee(I RAG)
has already indicated that they would not object to amateur use
of spread-spectrum modulation in this band. Government radio
location systems will still be the primary users in this band.

"FCC Ruias and Regulations, Part 2, Section 2.106, footnote US 1.
12Hybrid spread spectrum systems are created by combining two

or more of the basic spread-spectrum techniques, e.g. a fre
quency hopping, direct sequence modulated system.

"FCC Rules and Regulations, Part 97, Section 97.117.
14For more information on linear codegenerator configurations,

see R. C. Dixon's discussion inSpread Spectrum Systems, New
York, Wiley·lnterscience, 1976, pp. 60-64.

"See FCC Rules and Regulations, Part 97 Subpart E-Prohibited
Practices and Administrative Sanctions.
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(c) The limitations specified in paragraph (b) of this sec
tion shall also apply to spread spectrum modulated signals
except that for this purpose, "carrier frequency" is defined

(d) Technician Class. All authorized amateur privileges,
except spread spectrum techniques, on the frequencies
50.0 MHz and above. Technician Class licenses also convey
the full privileges of Novice Class licenses.

'" • * ...

'Spread spectrum techniques for domestic communications only are
authorized in this band,

In §97.73, Purity of emissions, redesignate existing paragraph
(d) as paragraph (e), revise existing paragraph (c) and redesig
nate it as paragraph (d), and add a new paragraph (c) to read
as follows:

SO.0-S4.0'- - - - AI - - - - - - - - - - - - - - - - - - - - - - - _
SO.I-S4.0 - - - - A2, A3, A4, AS, FI, F2, F3, FS - - - --
SI.0-S4.0 - - - - AO - - - - - - - - - - - - - - - - - - - - _
144-148'- - - - - AI - - - - - - - - - - - - - - - - - - _
144.1-148.0 - - - AO, A2, A3, A4, AS, FO, FI, F2, F3, FS
220-22SI - - - - - AO, AI, A2, A3, A4, AS, FO, FI, F2,

F3, F4, FS - - - - - - - - - - - - - - - - - __

'" '" '" *

as the center frequency of the transmitted signal, and "mean
power of the fundamental" is defined as the total emitted
power.

(d) Paragraphs (a), (b), and (c) of this section notwith
standing, all spurious emissions or radiation from an amateur
transmitter, transceiver, or external radio frequency power
amplifier shall be reduced or eliminated in accordance with
good engineering practice.

(e) If any spurious radiation, including chassis or power
line radiation, causes harmful interference to the reception
of another radio station, the licensee may be required to take
steps to eliminate the interference in accordance with good
engineering practice.

* '" ... '"
In §97.84, Station identification, add a new paragraph (h) to
read as follows:

'" '" * '"
(h) When an amateur radio station is modulated using

spread spectrum techniques, identification in telegraphy shall
be given on the center frequency of the transmission. Addi
tionally, this identification shall include a statement indicat
ing that the station is transmitting a spread spectrum signal
and the upper and lower frequency limits of that signal.

In §97.103, Station log requirements, revise existing paragraph
(g) and redesignate it as paragraph (h), and add a new para
graph (g) to read as follows:

... of< '" *
(g) In addition to the other information required by this

section, the log of a station modulated with spread spectrum
techniques shall contain information sufficiently detailed for
another party to demodulate the signal. This information shall
include at least the following:

(I) A technical description of the transmitted signal. If
the signal is modeled after a published article, a copy of the
article will be adequate.

(2) The dates that the signal format is changed. Chang
ing the center frequency of the signal does not constitute a
change in signal format.

(3) The chip rate (rate of frequency change), if ap-
plicable.

(4) The code rate, if applicable.
(S) The method of achieving synchronization.
(6) The center frequency and the frequency band over

which the signal is spread.

(h) Notwithstanding the provisions of §97.IOS, the log
entries required by paragraphs (c), (d), (e), (I), and (g) of this
section shall be retained in the station log as long as the
information contained in those entries is accurate.

Revise §97.1I7, Codes and ciphers prohibited, to read as
follows:

(a) The transmission by radio of messages in codes or
ciphers in domestic and international communications to or
between amateur stations is prohibited. All communications
regardless of type of emission employed shall be in plain
language except that generally recognized abbreviations esta
blished by regulation or custom and usage are permissible as
are any other abbreviations or signals where the intent is not
to obscure the meaning but only to facilitate communications.

(b) Spread spectrum transmissions between amateur sta
tions of different countries are prohibited. However, for the
purpose of the spread spectrum transmissions authorized be
tween domestic stations in §97.7 and §97.61, pseudorandom

•

•

Limitations
(See para
graph (b)

•

•

•

•

•

•

•

Emissions

•

•

Frequency
band

•

(aa) Spread spectrum techniques. Any of a number of
modulation schemes in which, (I) the transmitted radio fre
quency bandwidth is much greater than the bandwidth or rate
of the information being sent and, (2) some function other
than the information being sent is employed to determine the
resulting modulated radio frequency bandwidth.

In §97. 7, Privileges of operator licenses, revise paragraphs
(a) and (d) to read as follows:

(a) Amateur Extra and Advanced Class. All authorized
amateurprivilegesincludingexclusiveuse of spreadspectrum
techniques and exclusive frequency operating authority in
accordance with the following table:

'" ... ... *

APPENDIX

Part 2 of the Commission's Rules and Regulations is proposed
to be amended as follows:

In section 2. I06, remove footnote US I and all
references to it in the Table of Frequency Allocations.

Part 97 of the Commission's Rules and Regulations is pro
posed to be amended as follows:

In §97.3, Definitions, add a new paragraph (aa) to read as
follows:

In §97.61, Authorized frequencies and emissions, add foot
note number I to the SO-S4 MHz, 144-148 MHz, and 220-22S
MHz frequency bands as follows:

(a) The following frequency bands and associated emis
sionsareavailable to amateur radio stations for amateur radio
operation, other than repeater operationand auxiliaryopera
tion, subject to the limitations of §97.6S and paragraph
(b) of this section:
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sequences may be used to generate the transmitted signal
provided the following conditions are met:

(I) The sequence must be the output of a binary linear
feedback shift register.

(2) Only the following shift register connections may be
used:

Number of Stages in Taps Used in
Shift Register Feedback

7 [7,1]
13 [13,4,3,1]
19 [19,5,2,1]

(The numbers in brackets indicate which binary
stages are combined with modulo-2 addition to form
the input to the shift register in stage I. The output
is taken from the highest numbered stage.)

(3) For direct sequence modulation the successive bits
of the highest stage of the shift register must be used
directly to modulate the signal. No alteration or
other data may be used for the direct sequence
modulation. For frequency hop modulation, succes
sive regular segments of the shift register sequence
must be used to specify the next frequency, and no
alteration or other data may be used for frequency
selection.

(4) The shift register(s) may not be reset other than by
its feedback during an individual transmission.

In §97.131, Restricted operation, redesignate existing para
graph (b) as paragraph (c) and add a new paragraph (b) to
read as follows:

• • • •
(b) If the operation of an amateur station using spread

spectrum techniques causes interference to other licensed sta
tions, the Commission's local Engineer in Charge may im
pose conditions necessary to resolve the interference, including
termination of operation, on the offending station.

(c) In general, such steps as may be necessary to minimize
interference to stations operating in other services may be
required after investigation by the Commission.

CONCURRING STATEMENT OF COMMISSIONER
ABBOTT WASHBURN

re: Notice of Inquiry and Proposed Rule Making to Amend
Parts 2 and 97 of the Commission's Rules and Regula
tions to Authorize Spread Spectrum Modulation in the
Amateur Radio Service

The second paragraph of this item states: "we feel com
fortable proposing the authorization of spread spectrum
modulation." I do not share this feeling of comfort when the
same document includes the following language: IIA major
concern of the Commission in allowing amateur use of spread
spectrum techniques is the Commission's, and the amateur's
own, ability to monitor and locate stations transmitting wide
band emissions." So there is no real control. While new tech
nology is to be encouraged, especially that which allows more
use of the spectrum, this should not be at the price of inter
ference. There must be assurance that expanded use of this
technology will contribute to the effective and efficient use
of the spectrum while at the same time not adding interfer
ence to the detriment of other technologies and spectrum users
in general.

In a related Notice of Inquiry adopted today, the Com
mission initiated a proceeding seeking information regarding
the future authorization of spread spectrum and other wide
band emissions not presently provided for in our Rules. That
inquiry requests information and data regarding the techni
cal characteristics, efficient use of spectrum, possible
standardization, potential applications of this technology, etc.
It also raises questions regarding the measurement of inter
ference potential, emission testing and the necessity for Com
mission monitoring. With issues such as these still in the initial
and infant stage of information gathering, the Commission
seems to be prejudging important issues by rushing to
Rulemaking. A more prudent approach would be first to
obtain the facts on monitoring and interference via the NOI,
assess these facts, and then move to Rulemaking. However,
we are assured by the staff that the risks involved will be
minimal. I hope this proves to be the case.
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ARRL COMMENTS IN GENERAL DOCKET
NO. 81-414

Before the
FEDERAL COMMUNICATIONS COMMISSION

Washington, D.C. 20554

In the Matter of )
)

Amendment of Parts 2 and 97 )
of the Commission's Rules )
and Regulations to authorize )
spread spectrum techniques )
in the Amateur Radio Service. )

To: The Commission

COMMENTS OF THE AMERICAN RADIO RELAY
LEAGUE, INCORPORATED, IN RESPONSE TO

NOTICE OFINQUIRYAND PROPOSED RULEMAKING

The American Radio Relay League, Incorporated (the
League), the principal spokesman for the over 400,000
licensed amateur radio operators nationally, submits the fol
lowing comments in response to the Notice of Inquiry and
Proposed Rule Making released September 18, 1981 (FCC
81-290,46 Fed. Reg. 49617 et seq.) in the above-captioned
proceeding. With respect to the Commission's proposal to per
mit spread spectrum modulation in the Amateur Radio Serv
ice. the League states as follows:

1. The League is gratified at the showing of support of
the Amateur Service. reflected in the Commission's proposal
to permit spread spectrum techniques to be used by amateurs
by other than Special Temporary Authorization. Indeed, the
Commission has exhibited an extremely cooperative and en
couraging attitude towards the Amateur Radio Service with
respect to the interests of amateurs in experimenting with
spread spectrum modulation, especially in the context of
issuance of Special Temporary Authority to conduct spread
spectrum experiments. I It is this type of cooperative en
couragement which permits amateurs to remain at the fore
front of technology pursuant to Section 97. I(b) of the Rules.

2. At this time, the interest of the amateur community
in spread spectrum techniques is primarily experimental.
While those techniques are of considerable interest to inquir
ing amateurs now that advances in technology have brought
them within practical reach of individual experimenters, their
major advantages do not particularly promote the commu
nications objectives of the Amateur Service. Looking at the
matter from the point of view of the amateur qua communi
cator, message privacy is not a desired feature of amateur
communication. To the contrary. as the Commission has
noted, techniques which provide privacy raise difficulties in
monitoring and enforcement. Selective addressing and mul
tiple access are desirable in certain situations. but may be
achieved more easily by other means and with presently
authorized modulation techniques. Thus, the primary moti
vation for amateur utilization of spread spectrum techniques
is simply the desire to better understand and develop the con
cepts which make spread spectrum a useful communications
medium. While it is unlikely that these techniques will be
widely used in the Amateur Service in the near future, even
a modest level of experimentation in this service will signifi
cantly expand the body of knowledge about spread spectrum
techniques in non-government applications. For this reason.
the League supports the introduction of spread spectrum tech
niques in the Amateur Service if accompanied by suitable
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safeguards. These safeguards should (1) minimize the possi
bility that amateur bands will be used for business or other
non-amateur communications, and (2) minimize the possibil
ity of interference to other amateur stations and other users
of the radio spectrum.

3. Given that interest in spread spectrum techniques is
primarily experimental in nature, the Commission's forward
looking proposal to include provisions for spread spectrum
modulation in its Rules may, in fact, be somewhat premature.
Owing to the limitations inherent in any program staffed by
volunteers, the spread spectrum experiments already author
ized by the Commission by Special Temporary Authority are
incomplete. It is entirely possible that the number of amateurs
presently interested in, and able to equip themselves for,
spread spectrum experiments is sufficiently small that the
Commission would assume a lesser administrative burden by
simply issuing Special Temporary Authority on a case-by-case
basis rather than by undertaking revisions to its Rules and
Regulations. As the Commission itself has noted, adoption
of the proposed Rules will not obviate the necessity for STA's,
which will still be needed for experiments in other bands and
for modulation techniques and coding sequences other than
those proposed to be authorized.e Operation by Special
Temporary Authority does have the advantage of placing the
results of the work in the public record, in the form of the
report which must be filed with the Commission at the con
clusion of the operation. The STA also places other amateurs
on notice that they may encounter interference from an un
usual source, and gives them recourse if the interference
proves to be harmful. It would be beneficial from the point
of view of the Commission's Field Operations Bureau to have
specific data on location, frequencies and modulation type
of individual experimenters. The Commission is in a better
position than the League to assess the relative merits of
authorizing spread spectrum operation by STA or by changes
to its Rules. The League encourages such experimentation
either way. It merely wishes to point out, however, that the
STA may have certain advantages at this time which tend to
offset the fact that it is more burdensome to the individual
experimenter. Should the Commission decide that the time
is right to adopt specific rules governing spread spectrum tech
niques in the Amateur Service, certain safeguards will be
required.

4. The Commission proposes to limit the use of spread
spectrum techniques to Advanced and Amateur Extra Class
licensees. While it is true that holders of these two classes of
license have passed a more difficult technical examination than
have the holders of Technician and General Class licenses,
this does not in itself ensure that the licensees are more
responsible or that they better understand spread spectrum
techniques. As the Commission has observed," up to now the
amateur examinations have not included material on spread
spectrum. Even if such material were added to the Advanced
Class examination syllabus today, for the foreseeable future
the vast majority of Advanced Class licensees (those who have
already taken and passed the examination) would not have
been exposed to spread spectrum in studying for the exam.
Given the breadth of the material which must be covered in
the Advanced Class syllabus, it is unlikely that more than one
or two questions on the subject could be included on the
50-question exam. Furthermore, the Commission in Docket
80-252 noted that slow-scan television and facsimile privileges
did not appear to be appropriate incentive devices, and
expanded the privileges of its General Class licensees to in-



elude those modes on the high-frequency bands. There is even
less of an argument for exclusivity at vhf, where the scarcity
value of the spectrum is less than at hf. In the instant Notice,
at Paragraph numbered 7, the Commission states:

Amateurs wishing to experiment with spread spectrum
techniques will almost certainly have to construct their
own equipment, due to the lack of commercially avail
able equipment.

The League agrees with this observation, and wishes to point
out that if this indeed proves to be the case, the very process
of construction will provide a much better education than
could ever be provided through the examination process.
Finally, it should be noted that the Technician Class license
was originally created to encourage uhf amateur experimen
tation, and that many present Technician Class licenseescon
tinue to pursue the original objectives of the license. It would
serve no useful purpose to deny them the opportunity to
experiment with spread spectrum should they choose to do
so. Thus, the League supports making spread spectrum tech
niques available equally to Technician, General, Advanced,
and Amateur Extra Class licensees.

5. The Commission asks" whether it is necessary for it
to have the capability to monitor the content of all amateur
communications. The League's comments in Docket 81-699,

. concerning the use of additional digital codes in the Amateur
Radio Service, are also appropriate here:

The League is sympathetic to, and generally shares the
Commission's reservations about any reduction in the
Commission's ability to monitor coded transmissions for
content, or the amateur's ability to monitor for purposes
of self-enforcement. A combination of several factors
should be sufficient to minimize the potential for abuse,
however. First, the primarily local nature of communi
cations on the vhfand uhf frequencies involved should
limit the potential ability of unscrupulous business users
to utilize the amateur bands to transmit data of a com
mercial nature, circumventing existing common carriers.
Second, the vigor with which amateurs protect their
allocated frequency bands against unauthorized inter
lopers, together with well-polished direction finding tech
niques, will in most cases result in investigation by
amateurs of the source of repeated unusual or suspicious
.. . transmissions. The requirement of open identification
procedures is a significant litmus for distinguishing legiti
mate amateur use from unlawful misuse of amateur
frequencies . . .
6. The Commission proposes to require identification by

telegraph on the center frequency of the spread spectrum emis
sion. The problem with such a requirement is that it would
be extremely difficult for someone monitoring with a narrow
band receiver to determine the "center frequency" of a spread
spectrum emission. Therefore, the League proposes that no
more than two specific frequencies per band be designated
for identification, and that either Morse code telegraphy or
telephony be permitted.' While most experimenters may
choose to use some means of automatic identification by tele
graphy, as is the practice with radio-teleprinter emission,
others may prefer to use voice and should be permitted to
do so. The specific frequencies should.not be in those por
tions of the 50 and 144 MHz bands which are allocated
exclusively for type AI emission. While the Commission may
wish to designate these frequencies, the League prefers
language in the Rules which would permit these frequencies

to be designated by "commonly accepted band plans." This
would permit greater flexibility, particularly if a selected fre
quency later proved to be undesirable for some reason not
originally anticipated.

7. While the interference potential of spread spectrum to
conventional modes is less than that of co-channel, narrow
band emissions, there is some legitimate concern in the amateur
community about its effects. There is also some room for con
cern with respect to services occupying bands adjacent to the
amateur bands, because of the stringent filtering requirements
which must be met if broadband emissions are to be confined
in-band. Whereas two amateurs may operate in the same band
in close physical proximity to one another if their narrowband
equipment is of good design, if one of them were to use spread
spectrum modulation, the other might well be unable to detect
any but the strongest signals in the band. While the proposed
Section 97.131(b) gives the Commission the authority to
alleviate any interference which may occur, the League believes
that a stronger statement of the responsibility of the spread
spectrum operator is appropriate, particularly in view of the
lack of available Commission field enforcement personnel.
Thus, the Leagne proposes the following wording for proposed
footnote number I in Section 97.61(a):

'Spread spectrum techniques for domestic communica
tions only are authorized. Stations using spread spec
trum techniques shall not cause harmful interference to
stations of good engineering design employing other per
mitted emissions specified in the table.

The rationale for placing the burden of avoiding interference
on the spread-spectrum operator is that the interference which
may possibly be created cannot be avoided simply by select
ing another operating frequency in the same part of the band.

8. The Commission proposes to permit operation in the
50, 144, and 220 MHz amateur bands. The League believes
it is appropriate to exclude the narrow exclusive telegraphy
segments, 50.0-50.1 and 144.0-0-144.1 MHz, from the range
of permitted frequencies. This restriction would place no sig
nificant additional limitation on spread spectrum operation,
as both segments are at the band edge and would have to be
avoided in any case to avoid interfering with services in ad
jacent bands. Because of the practical limitations of filters
which are available to amateurs, spread spectrum operation
other than slow frequency-hopping systems will have to occur
near the center of each band; this, coupled with the provisions
proposed in the preceding paragraph, should provide suffi
cient protection for weak-signal amateur communication
which normally takes place in the lowest several hundred kilo
hertz of each of the three bands. While of the three amateur
bands proposed, the potential for interference is greatest in
the 144 MHz band, because operation utilizing narrowband
modes is greatest in this band, it is also true that equipment
for experimentation with spread spectrum is most widely avail
able for this band; thus, a flat prohibition on spread-spectrum
operation in this popular band might have a chilling effect
on amateur experimentation.

9. The Commission proposes to limit spread spectrum
communication to domestic use. The League has no objec
tion to this restriction at this time and understands the policy
basis therefor. However, it is hoped that the Commission will
permit international experimentation, should such prove to
be desirable, and should both administrations concerned be
agreeable to a limited waiver of the restriction. Such an agree
ment is permitted by virtue of paragraph 2734 of the 1982
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edition of the ITU Radio Regulations.
In conclusion, the League supports and appreciates the

Commission's efforts to introduce the radio amateur com
munity to spread spectrum techniques. Should the Commis
sion determine that it is time to provide for spread spectrum
techniques by amendment of Parts 2 and 97 of its Rules, the
League believesthat the safeguards discussed herein are suffi
cient to protect the interests of other users of the radio spec
trum, includingamateurs using conventional techniques. The
League believes that its comments and those of other inter
ested amateur organizations and individuals will be a suffi
cient guide to the Commission in this proceeding despite the
limited experience with spread spectrum techniques which the
amateur community has amassed to date.

Respectfully submitted,

225 Main Street THE AMERICAN RADIO RELAY
Newington, CT 06111 LEAGUE, INCORPORATED

By -,----,--__-,--- _
Christopher D. Imlay
Its Counsel

Booth & Freret
1302 18th Street, N.W.
Suite 401
Washington, D.C. 20036
(202) 2%-9100

March I, 1982
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Notes
'See paragraph 6 of the Notice.
'See Paragraph 8 of the Notice.
'See Paragraph numbered 7 of the Notice.
'See Paragraph numbered 14(e) of the Notice.
5This would benogreat difficulty, inasmuch asa separate, narrow

band transmitter would have to be utilized for identification in
any event in a multiplex arrangement.



ARRL REPLY COMMENTS IN GENERAL DOCKET
NO. 81-414

225 Main Street
Newington, CT 06111

By
Christopher D. Imlay
Its Attorney

amateur television operation. Those tests were repeated with
essentially identical results at the Commission's Laurel
Maryland laboratory. Given the compatibility of spread:
spectrum emissions and co-channel wide-band amateur tele
vision o~eration, MST's speculative concern about adjacent
channel Interference commands little credence indeed.

3. MST appears to believe that the bandwidth of a
spread-spectrum amateur transmission is inevitably broader
than the 50-54 MHz amateur band. Such is hardly the case.
The ~ulses of spread-spectrum emissions can be shaped by
RF filtering, Similar to the way keying is shaped in narrow
band transmitters to eliminate key clicks. It is not likely that
amateur spread-spectrum transmissions would be at fault in
any adjace~t-cha.nnel interference situation. Indeed, perhaps
what MST IS trying to say, without actually admitting it is
that television receivers presently on the market have such
poor selectivity and such a striking lack of adequate filtering
that the receivers cannot discriminate between desired and
undesired (i.e. adjacent channel) signals. If this is the case,
th~n amateur spread-spectrum emissions are hardly the cui
pnt. The League has tried for years to impress upon the Com
mission and the Congress the need for improvement in
selectivity and filtering of home electronic devices, including
television receivers, in the face of persistent resistance from
home electronic equipment manufacturers. If amateur spread
spectrum or narrow-band transmissions are confined, in
accordance with good engineering practice, to the 50-54 MHz
band as per Section 97.73 of the Rules, there is no reason to
expect adjacent-channel interference to television channel 2
in receivers of reasonable quality design.

4. Nor, despite MST's argument, need there be any
difficulty in detection and identification of an interfering
spread-spectrum amateur signal, should such a phenomenon
ever exist. The League's comments suggested open identifi
cation procedures on two specific frequencies per band to
facilitate rapid detection of the source of spread-spectrum
emissions. Narrow-band telegraphy or telephony identifica
tion were suggested.

5. In summary, the League, following tests by its own
technical department and at the Commission's Laurel Labora
tory of the co-channel interference potential of spread
spectrum emissions to standard television reception, finds little
merit to MST's speculative concern over adjacent-channel
spread-spectrum interference.J Present emission purity rules
for amateurs are sufficient to preclude interfering spurious
radiation outside amateur frequencies. Identification of any
amateur station using spread-spectrum emissions is possible,
should any individual station not be operating in accordance
with the rules.

Wherefore, the American Radio Relay League respect
fully requests that, should spread-spectrum emissions be per
mitted for the Amateur Radio Service, such emissions not be
precluded on the 50-54 MHz amateur band.

Respectfully submitted,

THE AMERICAN RADIO RELAY
LEAGUE, INCORPORATED

Gen. Docket 81-414

Before the
FEDERAL COMMUNICATIONS COMMISSION

Washington, D.C. 20554

In the Matter of )
)

Amendment of Parts 2and 97 )
of the Commission's Rules )
and Regulations to authorize )
spread spectrum techniques )
in the Amateur Radio Service. )

To: The Commission

REPLY COMMENTS OF THE AMERICAN
RADIO RELAY LEAGUE, INCORPORATED

The American Radio Relay League, Incorporated (the
League), the principal spokesman for the over 400 000
licensed amateur radio operators nationally, submits the' fol
lowing reply comments pursuant to the Nolice ofInquiry and
Proposed Rule Making released September 18, 1981 (FCC
81-290,46 Fed. Reg. 49617 et seq.) in the above-captioned
proceeding. The League's reply comments are limited to the
concern expressed in the Comments! of the Association of
Maximum Service Telecasters, Inc. (MST) that there is a
significant risk of interference to television channel 2
(54-60 MHz) from amateur use of spread spectrum techniques
in the 50-54 MHz band.

I. MST's concern, "supported" by the engineering study
attached thereto, is speculative in the extreme, and fortunately
unfounded for a number of reasons. First of all, as the con
cern of MST is limited to out-of-band amateur operation at
54-54 MHz, it ignores existing Commission rules which require
signal purity. These rules are just as applicable to spread
spectrum emissions as they are to any narrow band technique.
Section 92.73 requires that, as to most transmitters, the mean
power of any spurious emission or radiation from an amateur
transmitter, transceiver, or external radio frequency power
amplifier being operated with a carrier frequency above
30 MHz but below 235 MHz shall be at least 60 decibels below
the mean power of the fundamental. Paragraph (c) of that
Section requires that, notwithstanding the above, all spurious
emissions or radiation from an amateur transmitter, trans
ceiver or external radio frequency power amplifier shall be
reduced or eliminated in accordance with good engineering
practice. Finally, paragraph (d) of that Section places the bur
den of eliminating interference caused by spurious radiation
on the amateur licensee. Thus, ample rules exist to protect
television channel 2 viewers from out-of-band amateur spread
spectrum interference. These rules are just as applicable to
spread-spectrum emissions as they are to narrow-band
amateur emission modes.

2. Further, despite MST's speculative arguments to the
contrary, there should be no interference to television recep
tion, on channel 2 or otherwise, from amateur spread
spectrum operation, as a matter of fact. The League, in test
ing the co-channel interference potential of non-government
radiolocation use of spread-spectrum modulation techniques
against various forms of amateur radio and television, dis
covered that, in general, 420-450MHz spread-spectrum modu
lation techniques did not disrupt co-channel wide-band
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Booth & Freret
1302 18th Street, N.W.
Washington, D.C. 20036

April IS, 1982

Notes
1MST's Comments were filed in the captioned docket March 1,

1982.
'See Commentsof Del NorteTechnology in FCC Docket 80·135,

flied on or about October 21, 1981.
3MST admits that very little data exists about interference from

spread-spectrum signals and thatquestions as to spectrum-use
efficiency of the techniques remain unanswered. This isone of
the best reasons why the techniques should be permitted In the
Amateur Radio Service, which has the best potential for
experimentation and advancement of the radio art.
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AMRAD REPLY COMMENTS IN GENERAL DOCKET
NO. 81-414

be shared between spread spectrum and conventional types
of modulation and has been, called the overlay concept. In
it, the spread spectrum users would maximize their bandwidth
to the largest available. With the signal rarification that occurs
spectral densities should fall below the natural noise floor ex
cept for those receivers in the near area. With such a low spec
tral density, conventional narrow band users should enjoy
interference-free communications. Indeed, this concept can
work but only if the number of spread spectrum signals is
not excessive and that the proper spectral densities are main
tained.

3. The near/far effect may be a considerable problem
in areas where there may be a high usage of spread spectrum.
If stations are located close to a spread spectrum emitter, then
interference could be received from the spread spectrum emit
ter. Depending on the type of spread spectrum modulation
used, the potential interference may fall off more rapidly with
increased distance than for conventional narrow-band
emitters.

4. If we consider three spread spectrum user densities,
low, medium and high, we believe that low density spread
spectrum will present little problem. Medium usage may add
some interference to conventional users, but we find it hard
to justify the comments of Mr. John Carrol referring to the
prospect of communications degrading to the point of becom
ing a "nondeterministic" phenomena. Under high spread
spectrum usage, we are aware of simulation studies which
predict severe interference, and we must be candid in saying
that we know of no actual operating experience which would
either prove or disprove these studies. Again, any measure
of user density should also include a near/far effect distinc
tion to be meaningful.

5. We note some comments about the possibility of
spread spectrum interfering with the following existing two
meter activities:

a. Fm voice repeater operations.
b. Long-distance communications in the 144.0-144.5

MHz portion of the band using ssb and which is character
ized by weak-signal conditions.

c. Moonbounce in the 144.0-144.5 MHz subband.
d. Amateur Satellite Service operations in the 145.8

146.0 MHz portion.
6. These will be taken up below.

a. Repeater Interference-AMRAD has run some
short-distance tests, under dummy-load conditions, using a
frequency hopper in the two-meter band. Several receivers,
with antennas, were tuned to repeater frequencies. The fre
quency hopper used a group of discrete frequencies which in
cluded the repeater channels. The result was that the frequency
hopper did not break squelch on the normal fm receivers,
though the receivers would always activate when the repeater
came on the air. This was due to design of normal fm receiver
squelch circuits which require a certain strength of signal on
for a certain length of time before the squelch is opened. Even
when the receiver's squelches were opened (as a result of the
repeater coming on the air or simply readjusting the squelch
controls), little or no interference was noted. When it was,
it was in the nature of quieting of the receiver for a time much
shorter than a spoken syllable. We concluded that it is possi
ble to operate a frequency hopper on the inputs of a number
of area repeaters and never cause them to come on the air
or to cause noticeable interference to repeater users except
for an occasional syllable lost to quieting or a faint heterodyn
ing. The actual on-the-air tests to finally put this matter to

GEN
DOCKET

NO. 81-144

)
)
)
)
)
)

REPLY COMMENTS OF THE AMATEUR RADIO
RESEARCH AND DEVELOPMENT CORPORATION

Before the
Federal Communications Commission

Washington. DC 20554

In the Malter of

Amendment of Parts 2 and 97 of the
Commission's Rules and Regulations to
authorize spread spectrum techniques
in the Amateur Radio Service.

SPECTRUM MANAGEMENT COMMENT REPLIES
2. We find much to think about in the comments regard

ing compatibility of spread spectrum and conventional users
in the 144-MHz amateur band. In this case, the band would

I. The Amateur Radio Research and Development Corp
oration (AMRAD) had read the comments filed under Gen.
Docket No. 81-414 (and related Gen. Docket No. 81-413) and
continues to support the FCC's proposal to authorize spread
spectrum techniques in the Amateur Radio Service. A sum
mary of our reply comments follows:

a. Although not a panacea, spread spectrum has a
definite, if limited, place in nonmilitary radio applications.

b. The "near/far" effect of spread spectrum is key to
understanding where it will work (and enhance spectrum
management) and where it will not work (cause interference).
Many comments failed to either understand this or to recog
nize its significance.

c. Applications where there are no receiving stations
using the same frequency band within the near area of the
spread spectrum transmitting station are particularly suited
to spread spectrum. Off-shore, isolated land, and aerospace
transmitter applications fit this case.

d. More experimental data is needed concerning civilian
applications of spread spectrum. The Amateur Radio Service
is an excellent experimental test bed. Spread spectrum
experiments can be carried on in the amateur bands with
minimal interference to other radio amateurs. The conten
tion that amateur spread spectrum will somehow cause more
interference to other services than existing amateur operations
is without foundation.

e. As for the administrative question of whether to (I)
amend the Rules to permit spread spectrum or (2) liberally
permit Special Temporary Authorities (STAs), we feel that
both are required to gain the necessary experimental results.

f. Neither the FCC nor the comments pointed out the
differences in on-the-air behavior between the various types
of spread spectrum modulation. It is likely that both direct
sequence (DS) and frequency hopping (FH) modulation
schemes would be good candidates; however, time hopping
(TH) and chirp modulation schemes also exist and could be
used. The behavior of each of these modulation techniques
is so vastly different as to make the difference between inter
fering and not interfering with other users of the same band.

g. Most of the comments were "worst-case," thus
predictably negative and calling for tight control. The fact
is that we need more experience. In this respect, we agree with
the comments of John Maran, W2EM, that to make an omelet
one must first crack eggs.

The Regulatory Process 3-17



rest were not done due to delay in obtaining a critical part
prior to expiration of our STA. However, we intend to request
a new STA from the Commission in the near future. Neverthe
less, the dummy-load tests were impressive-these were con
ducted in the near area.

b. Weak Signal and Moonbounce-It is the nature of
weak-signal communications to want to hold the noise to the
lowest possible. We agree that some type of interference pro
tection is needed for these users but feel that the proper way
to assure this is through time-proven self-policing of the
Amateur Radio Serviceusing "band plans," not through FCC
Rules.

c. Amateur Satellites-Because the spacecraft are a
considerable distance from the spreadspectrumemitters, spec
tral density at the spacecraft should be small. Therefore, we
do not expect any problems on the uplink side of satellite com
munications. However, the amateur ground station may
experience interference if there are nearby spread spectrum
emitters in the same band. Again. mutual interference can
be controlled within the self-policing of amateurs, and FCC
enforcement will not generally be needed.

7. We wish to point out that certain technical actions can
be taken to resolve spread spectrum interference in the event
of a conflict with satellite or weak-signal users.

a. Mutual interference can be reduced or eliminated by
use of directional antennas and judicious selection of antenna
polarizations.

b. It is possible to inhibit transmissions of a frequency
hopper on certain specific frequencies by including a feature
in the frequency-control logic to eliminate any use of those
channels.

c. Another technique is spectral shaping, which is more
applicable to direct sequence and hybrid spread spectrum sys
tems. A sharp rf filter is placed in the transmitter output cir
cuitry to reduce the amplitude of selected frequency
components.

8. In view of the above, we must disagree with those
comments that request the Commission to severely limit pro
posed operation of spread spectrum in the two-meter band
or, in some cases, request that it not be allowed at all. We
also do not agree with the call for specific spread spectrum
suballocations such as the ones proposed by Mr. J. Carrol
in his comments. However, the growth of spread spectrum
could produce some unexpected side effects. Therefore, the
Commission should consider the idea advanced by Mr. Carrol
of authorizing spread spectrum subject to an additional
NOI/NOPR in two years. A "sunset" clause might be consi
dered, however five years may be needed to gather the depth
of information needed for meaningful changes.

ENFORCEMENT AND SELF POLICING

9. Enforcement (by the Commission) and self policing
(by radio amateurs) is important to both the Commission and
radio amateurs. In light of this, we agree with the comments
of John Maran to the effect that the Commission should con
centrate on the interference aspect of spread spectrum.

to. Some comment has centered around the Commis
sion's ability to monitor the content of all amateurradio com
munications. A capability to monitor the content of all
messages would be an inefficient use of FCC resources if such
resources were available, which they are not, even without
spread spectrum. However, the ability to monitor selected
transmissions for investigative purposes is not unreasonable.

II. There are several different factors which affect the
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ability to detect and recover spread spectrum transmissions.
We note that the techniques used to detect and recover spread
spectrum signals are known and can be applied when there
is a need.

12. Factors which influence the ability to detect and
recover spread spectrum signals depend upon the type of
spread spectrum used. We would like to point out that the
signal-hiding quality of spread spectrum rapidly decreases as
one approaches the transmitter site. This is a direct result of
the near/far effect. As spectral density rises, the spread spec
trum signal can be detected with standard equipment.

13. It may be difficult to receive frequency hopping sig
nals with conventional equipment. However. it is feasible to
devise special wideband monitoring/direction finding equip
ment, with a directive antenna array. which can receive the
frequency-hopping signal without knowledge of the hopping
sequence.

14. Direct sequence provides a more difficult content
monitoring problem. A wideband receiver and directional
antenna array can be employed to provide accurate direction
finding information. However, the information transmitted
may be difficult to recover without knowledge of the key
stream. If the cycle length of the keying stream is short, it
may be possible to separate the key stream from the infor
mation stream with simple techniques. If the key stream is
of moderate length and a number of cycles are available,
statistical treatment may also be used to reveal the informa
tion content. Long codes may pose problems in recovery of
content.

15. The code problem is central to spread spectrum
enforcement and self policing. In Mr. Carrol's comments, he
points out the usefulness of open experimentation with codes.
He notes, for instance, that the NOPR does not propose the
use of Gold codes which are very well known in the profes
sional community.

16. We have noted some bounds to the detection and
recovery of spread spectrum signals for amateur use. We wish
to disagree with the comments offered by Mr. E. Miles Brown
when he states that spread spectrum would be used for
encrypting message contents in the Amateur Radio Service
and that this practice would be significant. He also states that
monitoring would be impossible. In practice, if unauthorized
codes were used, that fact could be determined by the Com
mission whenever there is cause to monitor. If the amateur
station is otherwise following the Rules, Morse code identifi
cation will be sent every 10 minutes. Also, the Commission
possesses the direction-finding equipment necessary to locate
the transmitter whenever it can be received.

17. Mr. Brown also states that "jammers" will use
spread spectrum as a way to jam amateur signals and not be
identifiable or will be provided with an excuse for these
activities. We are uncertain as to the rationale Mr. Brown
used. However, jammers can be located by techniques dis
cussed above. Good engineering practices called for in the
Rules can be policed by the Commission. Other amateurs,
carrying out self policing, can see to it that offensive operat
ing practices be curtailed. Failing these, the Commission can
implement administrative or legal action against the jammer.

OUT-OF-BAND EMISSIONS

18. Some comments centered on the ability of amateur
spread spectrum systems to maintain low out-of-band emis
sions. The comments of Maximum Service Telecasters seem
to imply that significant energy will fall outside the amateur



bands thus causing interference to television broadcast chan
nel 2. Mr. Luther Schimpf states that enforcement effort must
increase at a rate which exceeds the rate of increase of the
number of users of spread spectrum in the Amateur Radio
Service.

19. In both of these comments, we are uncertain of the
degree of consideration given by both parties as to good
engineering practices which are already requiredby the Com
mission with respect to out-of-hand emissions. The addition
of spread spectrum does not in any way negate these require
ments. We are confident that amateurs will continue to com
ply with these Rules.

20. There are a number of engineering techniques which
can reduce or eliminate out-of-band emissions. One is rf filter
ing. Another is to shape the pulses much in the same way that
amateurs now shape cw keying to remove key clicks.

21. Maximum Service Telecaster makes an interesting
comparison between interference originating from a spread
spectrum emitter and weak signal reception of broadcast tele
vision. The premise under which Maximum Service Telecaster
is operating is that some energy from an amateur radio spread
spectrum station will spill out into the frequency authorized
for TV channel 2. Their conclusion is that because spread
spectrum is "noise like," it will introduce "snow" into the
TV picture, and the viewer will decide that it is due to weak
signal.

22. The above contention is incorrect on two counts. As
for the amateur signal spilling out into TV channel 2, we have
already pointed out that this is prohibited by the Commis
sion's Rules. It is much more likelythat the home TV receivers
when tuned to channel 2 are so inadequately filtered that they
will intercept amateur transmissions which are occurring
totally within the 6-meteramateur band. On the second count,
it is not possible to make a broad statement as to the extent
or appearance of a spread spectrum signal on a TV screen
without fully characterizing the spread spectrum signal as well
as the TV signal field intensity and the adjacent-channel
interference susceptibility of the receiver. A similar assump
tion was made prior to laboratory tests which were conducted
by the American Radio Relay League. The assumptions were
not borne out in laboratory tests. To make the tests a worst
case, the Del Norte Technology, Inc. spread spectrum trans
mitter was operating on the same frequency as a TV trans
mitter, not on an adjacent band which concerns Maximum
Service Telecasters. Results of these tests were sent to the
Commission under General Docket No. 80-135, Comments
of the American Radio Relay League in Response to Further
Notice of Proposed Rule Making, September 18, 1981.

23. Thus we cannot agree with the comments of Maxi
mum Service Telecasters which recommend that six-meter
amateur spread spectrum be disallowed.

MEASUREMENTS AND CALIBRATION

24. Mr. Luther Schimpf comments on the need for com
plex test equipment for proper maintenance and adjustment

of the spread spectrum station equipment. Our experience
with adjusting (and constructing) spread spectrum equipment
indicates that much can be accomplished with traditional test
equipment or simple instruments built for specific needs.

25. For example, the total output power can be measured
with a filtered wattmeter. An oscilloscope provides visual
indications of the information and keying sequences. A spec
trum analyzer or "homebrew" panoramic adapter can dis
play the level of in-band vs. out-of-band energies. As the
individual problems surface, amateur ingenuity willbe applied
to effect the appropriate fixes. Amateurs will thus experiment
and make contributions to the state of the art.

WENTIFICA TION

26. Because spread spectrum is difficult to receive on
conventional receivers, the Commission has proposed tele
graphic identification be made every 10 minutes as now done
for radio-teletype operations. Mr. Brown raises an objection
to the telegraphic identification proposed by the Commission.
His suggestion is that the spread spectrum carrier be keyed
on and off (in addition to the spreading keying or hopping)
in a slow Morse code. We have not been able to discover the
technical advantages to this form of identification procedure.
On the contrary, it does not guarantee reception and!or
accurate recognition on a conventional receiver, depending
upon the type of spread spectrum used.

27. Mr. Carrol commented on the desirability of includ
ing some identification of the spreading algorithm used. This
would be in addition to the identification proposed by the
Commission. We feel that this suggestion has some merit and
would endorse amateur spread spectrum operators adding this
to their i-d transmission. However, we see this as an area
within the competence of amateurs to police themselves, not
one requiring more specific Rules issued by the Commission.

CONCLUSION

28. We feel that the Commission is to be congratulated
for its forward-looking proposals to permit spread spectrum
experimentation in the Radio Amateur Service. We believe
that this proposal should go forward irrespective of the cur
rent disposition of General Docket No. 81-413 which deals
with spread spectrum in the land mobile bands. In many
respects, the experimentation in the amateur bands is needed
to acquire the experimental base needed to fully utilize spread
spectrum in other radio services in such a way as to enhance,
rather than degrade, spectrum management.

Respectfully submitted,

AMATEUR RADIO RESEARCH AND
DEVELOPMENT CORPORATION

1524 Springvale Avenue
McLean, Virginia 22101
703-356-8918

Paul L. Rinaldo, W4RI
President

April 14, 1982
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Chapter 4

AMRAD's Contributions

During the early 1980s, AMRAD-afflliated experimenters
worked to bring amateur spread spectrum techniques from
the blueprint to the feasibility stage. These experiments were
documented in the AMRAD Newsletter.

June 1981

USING MICROPROCESSOR-CONTROLLED RIGS FOR
FREQUENCY HOPPING

By Hal Feinstein, WB3KDU

A number of people have expressed interest in the idea
of using microprocessor-controlled ham rigs as the basis of
a spread spectrum frequency hopper. The idea is both interest
ing and appealing. In this article some of the requirements
for such a setup will be examined.

First, let's take a closer look at what a frequency hopper
does. The frequency hopper may employ standard modulation
such as single sideband (SSB)in the primary information path.
Other types of modulation are okay but may not provide the
same level of interference to other users. Care must be taken
to avoid creating another Russian woodpecker. The Russian
woodpecker is an over-the-horizon radar which emits a train
of short pulses. These pulses are very wideband and bother
a large number of users.

Modulation techniques such as ew, AM or FM all have
the capability to be a woodpecker if care is not taken. In this
respect, 8SB has advantages such as no carrier and an average
amplitude of much less than maximum.

Some ham rigs get very sensitive about being mistuned.
This may not bea great problem with some rigs that are either
broadbanded or autotuned. Some antenna systems have very
similar problems in that they must be peaked before you start
operating. Of course, all this depends on the power you are
running, sensitivity of your equipment and the limits of
hopping frequencies.

In the AMRAD Special Temporary Authority (STA), the
Fee allowed us to experiment with frequency hopping only
within the U.S. amateur bands on a non-interference basis.
Specifically, we are permitted to use 80, 40, 20 and 10 meters
for frequency hopping tests. Ten meters seems prime for
experiments because there is more room than in the lower
frequency bands.

Another thing that should be kept in mind is the so-called
near Ifar effect. When you are operating a spread spectrum
station, a receiver at a moderate distance should not hear
anything unusual. The signal strength at this particular
receiver will be low, and only a short piece of the signal can
be heard every now and then. But suppose that the receiver
was loaded into a vehicle and was driven in your direction.
What would be the result? The signal strength of the spread
spectrum signal would rise as the receiver approaches the
QTH. When the receiver is very close it will receive a very
strong pulse every so often and probably cause the automatic

gain control (AGC) to reduce the receiver's gain. There could
also be some desensing of the front end due to overload. (Note
that the exact action of the near Ifar effect will vary according
to the specific type of spread spectrum modulation used.)
Your spread spectrum signal would hardly be invisible to that
receiver. But the receiver's operator might not be able to tell
what it is. If you cause television interference (TVI), the TV
set owner will unlikely know the source of the interference.
Some hams say that SSB is better for TVI because "they"
can't tell who it is. With AM modulation, your voice might
come clearly through the TV set. In any event, TVI is no
blessing even if the victim can't tell who's talking.

What about all this invisibility stuff? It is true that normal
receivers won't be bothered by your signal if you do it right.
That means that your hopping pattern must appear to be very
random and that the speed of hopping should be less than
about IISth of a second. This is considered a minimum for
invisibility and yet presents a problem for some standard
synthesizers. There are two ways of generating a frequency
for a frequency hopper. Both involve the synthesizer approach
to life. The first uses a phase locked loop or PLL. In this
approach, the local PLL oscillator is driven by an error
voltage. The error voltage is produced by dividing down the
veo oscillator frequency and comparing that with a standard
reference oscillator. By doing the veo division right, the error
voltage will trick the veo into oscillating on a different
frequency. The frequency in this case will be set by the divider
circuit within the PLL. The divider is what you control from
the frequency knob of the rig.

If your rig uses a synthesizer, you should investigate and
verify that the time it takes the synthesizer to lock onto a given
frequency is much less than 200 ms. For the hopping rate of
Shopsls (or chips) your synthesizer must lock up much faster
than this. Still, many say that 10 hopsls is the smallest that
you should use, but this requires even faster synthesizer
lock-up time.

How can you determine the lock-up speed? Many
synthesizers have a transmit inhibit lead which is used to kill
the transmitter when the rig is moved in frequency. This is
required so that the veo doesn't cause the transmitter to
operate outside the band or put out a signal on an undesired
frequency. The exact setup on your rig must be investigated.
You can get a ball-park idea by just rotating up a bunch of
frequencies and checking how much time is spent in an
unlocked condition. Many synthesizers cannot be used because
of the slow locking speed. eB sets, for example, usually don't
do well in this respect.

Preamble and sync are the next things to think about.
Let's take sync first. Synchronization is the process by which
your rig and the other station's rig stay at the exactly right
place in your hopping code pattern. Ifyou or the other station
fall out of sync no signal will be acquired. This means that
some way is needed to keep the hopping code generators in
the two rigs together. How can this be done? It can be
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difficult. The militaryapproach is to use very expensivetiming
sources. An amateur approach, which has yet to be tried out,
is to use the rise and fall of the signal (as the hopper switches
frequencies) as a correction signal. You must have a timing
source at your station and at the station that you are talking
to. Because the timing source will be used to trigger a hop
at your station, both stations must be synced. If you see that
the other station's signal falls and you have not hopped then
you can assume that your timing is a little slow. You can speed
it up a little or slow it down depending on what is happening.

This is the first place that a microprocessor may be use
ful. The sync algorithm and clocking(using real-time interrupt
facility) could be controlled in a very intricate manner with
software. Some people expect that sync problems will stand
in our way. Will it?

For two frequency hoppers to start a contact, they need
a method that lets the other know that one has fired up. This
may be done with a preamble. A preamble is simply a signal
which the transmitter sends to alert the receiver to start hop
ping. The preamble can be a simple set hopping pattern which
everyone uses. If this were used, every receiver would hear
the preamble and make ready to hop. When the receiver is
switched to its normal hopping code, only the receiver with
the same hopping code of the calling station would acquire
a signal. The other receivers would not acquire because they
are set to a different hopping code. Perhaps the standard
hopping code which follows the preamble should start with
a few tenths of a second tone to indicate that the receiver is
now locked. A receiver which did not acquire a tone after the
preamble would resync to the preamble and wait for the next
calling station.

There are some procedural problems that need to be dealt
with, such as how two stations should act if they lose one
another. Should they automatically retransmit the preamble?
Should they go to some prearranged place in the hopping code
and try again to achieve sync? These questions are open, and
solutions are welcome.

The three areas mentioned above (sync processing,
preamble processin- and handling fadeouts) all require
complex decision making in real time. This is a place where
microprocessors can be used with good effect.

Coding of the frequency hopper is something that in
terests people. There are several possibilitieshere for different
codes, but some form of standardization is needed. Without
standardization, only a limited number of hams could
communicate with each other. Remember that each code
sequence is a new "channel."

AMRAD has decided to use the popular Gold codes for
controlling the hopping pattern. Gold codes are easily gener
ated and provide for a large number of possible channels to
be generated.

There are two popular schemes for hopping, and both
depend on the following idea. If you have several stations
hopping around in (say) the 40-meter band, you would like
to avoid hopping to the other station's frequency if you are
trying to talk to someone else. In other words, you don't want
to use a frequency in your hopping pattern if someone else
has hopped there. How can you control this? The hopping
codes (called PN codes) are designed to avoid collisions by
using only those codes which have a small amount of collisions
to start with. The Gold codes are one of these. M-Iength are
another. Both codes are generated with linear feedback shift
register circuits which can be loaded by the microprocessor.
See CMOS Cookbook or TTL Cookbook for details.

4·2 Chapter 4

Well, in this informal article we have explored some of
the requirements of spread spectrum using microprocessor
controlled rigs. As you can see, many of the processes are
complex and best implemented in software, with the exception
of a shift register for code generation. Please let me know
your comments.

July 1981

By Hal Feinstein, WB3KDU

Well, I can report some new things this time around for
the spread spectrum effort.

EXPERIMENT #1

First, we had a series of very successful frequency hop
ping experiments carried out by Paul Rinaldo, W4RI, Dick
Kessler, K2SZE (in Rochester, NY) and Olaf Rask,
WA3ZXW (in Annapolis, MD). Experiment #1 of the
AMRAD Special Temporary Authority (STA) called for tests
with a commercial/military frequency hopper in the 80-, 40
and 20-meter bands. These rigs are capable of a frequency
range of 2 to 15 MHz and hopping speeds adjustable from
about I hop/s (I chip for you units buffs) to about 20 hops/so
The hopping sequence was assumed to be nonlinear because
this rig was meant for military purposes. Normal linear
sequences of short duration are not useful for military
applications.

Using these rigs is somewhat different from a standard
single sideband (ssb) transceiver, but enough of the operations
are the same that an amateur would feel right at home with
this mode. I was able to sit in on a session that Paul had one
evening and will describe what I heard.

First, both stations made contact using ssb (this was on
75 meters) on a servicejrequency. The next major item was
making sure that the hopping sequence generators on both
rigs were set the same way. The rig has a set of thumb wheels
on the front panel which are used to control the hopping
sequence. Both stations set the wheels the same way. If the
wheels had been set differently, the hopping sequences would
be different, and the two stations couldn't talk to each other.

Now that the hopping sequences were set the same way,
one station would transmit a special fsk signal which the other
station would receive. This fsk signal serves to alert the other
station to start hopping as soon as the fsk signal stops. The
fsk signal was generated by using the SEND SYNC switch
on the rig. To set up the second station to use this fsk sync
signal, there was a FAM (frequency-agile mode) switch
position to enable the second station to lock on to the fsk
signal.

When the fsk signal stopped, both rigs were in the
hopping mode. The speed at which the hopping took place
was 5 hops/s, which is slow as hopping goes but has many
interesting features. The mode of transmission was ssb, and
Dick's signal came in very well. I was surprised that the rig's
synthesizer was right on each hop, which meant that the ssb
signal was very clear. No "duck talk" was present, such as
comes from being a little off with an ssb signal.

One of the main advantages of spread spectrum was the
so-called antijam or interference avoidance feature which
happens becausethe background QRM is being changed every
hop. We were hopping at 5 hops/s with this rig, and I was
able to observe this effect. Dick's voice was more readable
than when in (non-hop) conventional ssb mode. We made a
few experiments by moving the hopping sequence up a little



to see what it would do against solid, congested ssb.
In the first part of the experiment, we were in the

80-75-meter band, which resulted in the hopping sequence
varying mostly in the cw portion, but it would visit phone
stations now and then. What did this sound like? Well, all
the sounds that hams are used to were present, but everyone
fifth of a second the sound would change! What you would
hear was a snatch of RTTY, a small burst of cw, a few sounds
from some ssb station and some snap of QRN, each lasting
only a fifth of a second.

It was easy to hear Dick's voice with this ever-changing
background noise because Dick's signal was strong. There was
some fading now and then, and this let us see what a weaker
signal would sound like. When K2SZE's signal became weak,
it was still readable even when it started to fade into the
strange background sounds. MyoId cw training came back
to me, and I mentally started to try and shut out the back
ground, just as you do when receiving a weak cw station in
heavy QRM. But this time the background sounds were
changing!

I would say that there were about 30"1. ssb sounds in the
mix with most being cw and RTTY. There was an advantage
over normal ssb with this mix. Then we moved the hopping
sequence into the 75-meter phone band. Both stations had to
reset the service frequency higher and then go through the
sync process again, which is not hard. This time we had a
mix of 80% ssb and 20% cw and RTTY. With this mix Dick's
signal was hard to hear. Because there was such a high
percentage of ssb in the background, it was difficult to pick
out Dick's signal from the rest. We tried to lock onto Dick's
voice and ignore the rest. But this was difficult. Things were
much better with more cw and RTTY in the mix and down
right hard with a high percentage of ssb.

What conclusion can be drawn from this? With slow hop
ping (5 hops/s), ssb frequency hopping does well against
cw-like signals and poorly against voice-type signals. The fact
that we were hopping at 5 hops/s didn't allow us to take
advantage of a property that fast hopping has. If we were
hopping faster (say 25 times a second) very short snatches of
the background noise would be received. As the frequency
is changing so fast, the sound of each of these snatches would
just meld together and form a kind of buzz. The ssb voice
signal would still sound like an ssb voice signal, but the back
ground would sound very constant. With the right filters to
treat the background buzz, the voice signal should be readable.
This would happen even with a strong mix of ssb signals in
the background because the amount of signal from each
frequency would be very small. This is what we would like
to try a little later with Experiment If2 which allows us to build
our own frequency hopper rig out of old CB sets.

As part of the experiment, Paul turned on his !COM
IC-701 so that we could hear what a conventional receiver
would hear with the other rig transmitting in the frequency
hopping mode. Paul picked out a place on 80 meters where
it was quiet and let the receiver stay there. We didn't hear
K2SZE's signal on this receiver, partially because it wasn't
connected to an antenna. When we went to transmit mode,
every once in a while you would hear a snatch of sound like
"aup" or "thu," but it would be gone as quickly as it came.
This was the result of the rig hopping in a random way.

EXPERIMENT #2

A few of the AMRAD Spread Spectrum Special Interest
Group have been interested in doing something with old CB

transceivers. Allan Kaplan, WIAEL in Richardson, TX has
a bunch of good ideas. The last time I spoke with him, his
group was in active search of a number of Hy-Gain surplus
CB boards to use as the basis of a lO-meter frequency hopper.

I was able to get hold of two ssb CB transceivers which
were modified for 200 channels and had seen extensive use
in another "service. II Both of these rigshave almost identical
internals and use the standard uPD858C synthesizer chip. This
chip has a number of components for a synthesizer built right
onto the chip. External to the chip is an activebandpassfilter,
a main YCO chip (which produces the output frequency) and
a number of mixers and oscillators used to mix the yeO
output for use in the CB transmitter and receiver.

In orderto frequency hop, therearethreethings that need
to be done: (l) change the mixer crystals so that the rig
operates in the 10-meter band (this is in progress now), (2)
modify the feedback filter so that the synthesizer will lock
up faster, and (3) hook the BCD frequency programming lines
to a controller board.

The controller board will have a linear feedback shift
register which has parallel output and will gate an IC which
has 8 spst (single-pole single-throw) switches implemented in
solid state. This IC will do the actual switching of the
synthesizer programming lines for isolation's sake.

A second stage of the board will be used to sense/send
a tone which will be used the same way that the special fsk
signal is used by the commercial rig mentioned above. When
the signal appears, the clocking associated with the shift
register will go into a make-ready-to-hop state. Then, when
the signal ends, hopping will start and continue until the stop
hopping switch is pressed. Lastly, a timing source is needed,
and this will be supplied by a high stability crystal oscillator
which will be on board as well.

K2SZE points out that timing is critical with fast
frequency hopping. For now, we don't plan to hop very fast.
Only when we have gained more experience with slow hopping
will we try the faster stuff.

One problem being researched is that of how to get the
loop filters of the synthesizer to react faster. The loop filter
sits between the output of the phase comparator/charge pump
and the YCO. Its job is to filter the correction voltage to the
YCO to eliminate high-frequency components. So, the output
of the phase comparator/charge pump goes through a low
pass filter before being applied to the YCO.

This loop filter in the two CB rigs consists of an active
filter which is part of the uPD858C and a second filter which
is an bandpass filter implemented as an active discrete
transistor amplifier. The feedback network for the active filter
within the uPD858C is via a resistor-capacitor combination
attached to some of the 858's pins.

Both CB rigs are slated to be modified in the same way
so that there will be two rigs which do the same thing right
off. Differences in the synthesizer design or the controller
board will probably produce a different hopping sequence.
So, if you plan to do this als ays get at least two rigs of the
same kind.

In Fig. I you will find a proposed logic sequence for the
frequency hopper control board and a block diagram showing
the basic functions.

SPREAD SPECTRUM INVADES PACKET RADIO

Recently, the packet gang at AMRAD have learned that
some experimental packet radio systems use spread spectrum.
The primary one is DARPA's (Defense Advanced Research
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Projects Agency) PRNET. Now, what can spread spectrum
offer?

Well, all packet radio nodes transmit and receive on the
same frequency. Each node tries to get its packets out as
quickly as possible and then listen for packets addressed to
it. As you might expect, sometimes two or more nodes try
to send packets at the same time. The result is a collision. If
a collision happens, both nodes will try again later. Some
experiments revealed that when these nodes wildly try to
transmit their packets, very few packets get through. So a
number of plans have been cooked up to rule the channel and
give order to an unordered universe of nodes. These plans
go by different names like Aloha (yes, this was named by the
University of Hawaii), Slotted Aloha, CSMA (carrier sense
multiple access which is now in use by AMRAD), LWT, etc.
All these plans try to get as little collision as possible while
maximizing the number of packets transmitted.

Now spread spectrum can help this collision problem.
Spread spectrum allows a station to lock out interference from

all sourcesexceptthe one which has the propercode sequence.
Suppose that we assign a different code sequence to each
packet node. In this case, a node would scan the list of
sequences assigned to the other nodes and if it heard a
transmission, it would quickly find the sequence of the node
transmitting to it. Then it would lock onto that sequence and
exclude any other node trying to interfere. There would be
no collisions except whentwo stationsstarted to sendalmost
at the very same time.

Besides providing this anti-collision property, spread
spectrum also provides privacy (in addition to a bitwise trans
position cipher in PRNET for the data). As you ntight suspect,
this technique has a four-letter acronym SSMA (spread
spectrum multiple access).

I should point out that AMRAD has no plans to add
spread spectrum to our packet networking planning. The main
reasons are that spread spectrum would complicate things as
well as increase the cost of getting packet radio going.
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August 1981

By Hal Feinstein, WB3KDU

There has been some new activity at the FCC regarding
spread spectrum. The Commission has taken a step forward
with the idea of integrating spread spectrum techniques into
civilian radio technology.

10-METER FREQUENCY HOPPING

Experiment #2 has been progressing at a good rate. The
two CB transceivers that were acquired by Hal, WB3KDU
have been modified for 10 meters, and some work has started
on the hopping controller board.

A review of the divider capabilities of the 858 synthesizer
chip leads us to believe that about 467 separate channel
frequencies are possible. There is also a pin which is used for
establishing a channel separation reference. Usually this is set
for 10 kHz separation which is used in CB. Five kHz is also
available from this chip, which may be better for hopping
purposes.

While adjusting the synthesizer stage we ran into an
interesting kind of feedback. When the synthesizer stages are
not tuned properly, sometimes you would get motorboating
sounds in the audio. As you increased the frequency I the pitch
of the motorboating would increase. In transmit mode, with
a frequency counter hooked to the transmitter, we found that
these motorboating sounds were a result of the synthesizer
being out of lock. The results read on the frequency meter

showed that the transmitter output was jumping all over the
hf spectrum.

There is a special circuit in most synthesized CB rigs
which will kill the transmitter if the synthesizer selects a
frequency outside the normal CB channels or if the synthesizer
is out of lock as would happen when you are changing
channels. This circuit is supposed to prevent out-of-band
operation. One of the first steps in some conversion pro
cedures is to cut out this circuit. Some people want to use these
things out of band.

The direction that manufacturers have taken in the newer
synthesizer chips for CB is to build a ROM (read-only
memory) with the correct channel settings directly on the
synthesizer chip. Then if there is an unlocked or out-of-band
signal generated, an on-chip shutdown circuit is activated to
cut the output of the chip.

This motorboating can be cured completely by simply
adjusting the various tuned stages in the synthesizer to their
proper values. Then the circuit operates without any motor
boating over the entire range of ten meters.

One of 'the members of our group, Chuck Phillips,
N4EZV (ex-K5LMA) has been playing around with a small
range frequency hopper that has a dozen or so channels in
it. It was designed to hop on the 2-meter band and uses
standard tone decoder-encoder chips for much of the pre
amble and control work. The unit itself is small, and Chuck
says that it doesn't draw much power. He also has a receiver
that goes along with it. More later.
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Joe, K4IHP sent in a circuit for dealing with the problem
of "hard age" which crops up in conventional superhet
frequency hopping rigs. See Fig. 2. Dick Kessler, K2SZE says
that it resulted from the fact that the AGC is sensitive to strong
QRM on some channels. On one channel there is strong QRM
and the age responds by lowering the gain. When you hop
to another charmel without QRM the age is too slow to recover
in time. This results in the loss of an audible signal for a few
hops, until the age recovers. K4IHP has devised a solution
to this problem for frequency hopping rigs where the number
of channels is low.

Notes

'Buckets can be expanded cheaply in multiples of 16.
'To conserve the number of buckets, closely spaced frequencies

can use the same bucket. This will happen automatically ifyou
use just the high-order address lines of the synthesizer address
lines.

'Cheap CMOSanalog multiplexer chips can be used. (Try RCA.)
4Make sure that the maximum age voltage does not exceed the

plus powersupply nor the minimum age voltageexceed the nega
tive power supply voltage.

5The principleof operation is that each of the capacitors (C1-C16)
operates as an analog storage device. When multiplexer A is
active itselects one of the linksbetween the two multiplexer chips
and connects it to input 1 (the age source). The result is that the
capacitor connected to that linkis charged up to the age source
voltage. When chip A's enable goes low it resembles an open
circuit with just a charged capacitor on it. Then, when the chip
is enabled, the age voltage level Which is stored in the charged
capacitor is made available to the receiver via the 741 op amp
and capacitor C17.

September 1981

SS CODES

Codes are an essential part of spread spectrum (SS)
communication systems. In fact, many of the more interesting
qualities of SS can be traced to properties of the code used.
With so many important features dependent on proper selec
lion of a code a closer look may be useful.

Many of you know that a good SS code must be "ran
dom" and have good "cross-eorrelation properties," but what
do these terms mean?

A code may be thought of as a string of numbers
generated by some process. In the case of SS we will consider
only strings of numbers in which the numbers assume two

clues: one and zero. This then is a binary code with digits
called bits.

Many processes can be used to generate a binary stream
of bits. They can be divided into two kinds. First the bit stream
may be random. That is there is no way to predict from a
knowledge of the generating device or its past output what
the next value it produces will be. This is a critical require
ment for a truly random stream.

If you stop to think about it you'll find that any machine
that you devise to produce truly random numbers (bit streams
in our case) must have a source of natural randomness in it.
Natural randomness means that the noise from a diode or the
time that the next particles will be ejected from the nucleus
ofa radioactive atom are random. Why? Because no one has
yet devised a way to calculate the values for these quantities.

There are a number of uses for pure randomness such
as cryptography, simulation and measuring the characteristics
of a communications system, but not in spread spectrum.

SS requires that both the transmitter and the receiver
must have a copy of the random bit stream to command the
synthesizer or modulate a direct spread carrier. This brings
us to the next type of randomness which is not really random.
In fact, this is a basic problem which mathematicians ran up
against in defining randomness. Our first type of randomness
uses a pure natural random source. We would expect it to
pass any tests originally devised to check randomness, and
it does. But, mathematicians also discovered a type of process
which produces a stream of numbers which pass these
randomness tests as well!

To this second type of randomness, the term "pseudo
random" was created. Another popular name in engineering
circles which arose because pseudo-random numbers look so
much like noise is "pseudo-noise" or PN sequences.

Anyway, PN sequences are not generated by a pure
natural random source but by a physical device which has well
understood rules. What is this magical device? It is the shift
register (see Fig. 3). This little circuit implements what
mathematics people call a recurrence system because some of
the output is fed back to generate the next input. Thus the
output continually is fed back and "recurs." You will also
find this circuit called the linear feedback shift register (LFSR)
because the two taps taken on the third and fifth cells are
combined using exclusive-Oking (a linear operation) and then
fed back.

Just as an aside from our main topic there are two more-
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Fig. 3-A live-stage linear feedback shllt register.
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Correlation can take on any value between 1 and - 1,
and that value can be used to measure likeness of the two
sequences.

One interestingform of correlationis when you correlate
a sequence with all phase shifts of itself. This results in a table
of correlation values for the different shifts. This technique
is called auto-correlation and is one of the tests used to
measure how random a given sequence is. Pure random data
should have a correlation equal to 1 for a perfect match with

4. N-Run Property. For a maximal sequence generated
by a N stage LFSR, every run of N consecutivebits is different
from every other run of N consecutive bits in the sequence.

5. Decimation property. If you take every jth bit out of
the original maximal sequence which has maximum length L,
then:

(a) if j (the sampling rate) cannot divide L without
leaving a remainder, the new sequence formed by selecting
every ith bit out of the initial maximal sequence will also be
maximal.

(b) if j is an odd number and can divide L without
leaving a remainder, the new sequence will be nonmaximal.

(c) if j is an even number and can divide L without
leaving a remainder, then the resulting sequence will be a
shifted version of the original.

6. Impulse response property. For a nonmaximal setup
several different sequences will be produced. One of these
sequences will be longer than the others. This sequence can
always be produced by loading the initial seed to be all zeros
except for the first or last cell which is set to I. Now the length
of any of the smaller sequences will always divide the length
of this biggest impulse response sequence evenly.

7. Superposition property. By detailed mathematical
analysis it can be shown that every maximal sequence is
composed of the exclusive-OR of several small nonmaximal
length sequences.

8. Cycle property. Because every sequence repeats itself
after a given number of times, it is called a cycle. If any
starting position of this cycle is chosen, the shift register will
continue generating values which normally come next in that
cycle. This is known as a phase difference because it is very
much like choosing a sine wave at some advanced phase
position on its curve. For example, if we select a value at
random, say 26, and put this value in the generator, the
generator will pick up by producing the next values which are
13,6, 19 and so on. The same values are produced over and
over again but from a different starting point.

Correlation techniques are essential tools in the study and
characterization of random processes.

To understand some of the properties which SS derives
as a result of using a coded carrier, we need to examine some
correlation tools.

Basicallycorrelation is the idea of determining how much
likeness one set of data has with another. Correlation usually
is measured between -1 and I. These values have a well
defined meaning.

or-less familiar uses for recurrent systems that amateurs may
have bumped into:

(I) Fibinocci numbers generated by the equation:

Fn = Fn_1 + Fn _ z
Next ~ Last + Next-to-last

This simply says take any two numbers for Fn_ 1 and Fn- z
starting values. Then add them together to find Fn. To con
tinue, use the current value of Fn-zas your output then Fn- z
+ Fn_l; Fn-l + Fn. Repeat this loop by performing the
next addition. Keep going; you are producing Fibinocci
numbers! Fibinocci by the way, got these numbers named
after him by cleverly solving a problem in which you put two
rabbits in a cage and come back to count the number of
offspring some time later!

As fate would have it, forms of Fibinocci number
generatorsarethe heartof most computer "random" number
generators. These types of algorithms are one of the best
known uses of Fibinocci numbers.

(2) Ie noise generators-Some manufacturers have
recently produced an IC chip which acts as an audio noise
generator. The internals of the chip use a feedback shift
register to produce noise-like voltages.

Now let us returnto our discussion of SS codes. Because
the shift register will be our generating device for these codes,
what are some of its properties?

I. A shift register sequence repeats after a fixed number
of outputs. The largest you can get this number to be is related
to the feedback taps and the number of cells. The longest
possible is found by length = 2N -I where N = the number
of cells. The taps must be connected to form a maximal
sequence. Some maximal tap settings are given in Table 1.

2. A given maximal connection setup will produce a
single long repeating sequence. A non-maximal setup will
produce several sequences, depending on the initial load
(called the seed). The summed length of all these shorter
sequences will be equal to the length of a maximal sequence
with the same number of shift register cells.

3. (For mathematicians only) How many maximal tap
connections are there for a given size register? Answer is
related to an important idea in mathematics called Euler's phi
function (pronounced OILER's). Let us skip the calculation
step and just list a few results:

Table 1
# of Possible Length of Sample
Stages Maxima/s Sequence Maximal Taps

2 1 3 1,2
3 2 7 2,3
4 2 15 3,4
5 6 31 3,5
6 6 63 5,6
7 18 127 6,7
8 16 255 4,5,6,8
9 48 511 5,9

10 60 1023 7,10
15 1800 32767 14,15
20 2400 1048575 17,20

The table gives the number of stages in the shift register, the
number of different tap combinations which will produce a
maximal sequence, the length of the longest sequence for that
number of registercells and one maximal tap setting for each
value.
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itself and a value close to zero for all auto-correlations with
a phase shift other than zero. It turns out that most shift
register sequences have this property and so pass this test for
random data even if they are deterministic.

Correlation must always be done against two batches of
data, to tell how much one is like the other. For autocor
relation, the same batch is measured against all phase shifts
of itself. This results in a table of values, one value for each
phase shift.

Crosscorrelation is a tool which measures the likeness of
two sequences. One is considered a reference copy, while the
other sequence will undergo various phase shifts. Like the
autocorrelation, crosscorrelation results in a table of values,
one for each phase shift of the nonreference sequence.

As we progress in our study of spread spectrum codes,
we will see that crosscorrelation forms the heart of many SS
properties. Codes are studied and chosen based on low cross
correlation properties. Because the SS carrier is coded, the
carrier takes on similar crosscorrelation characteristics. In
fact, crosscorrelation is used by some SS receivers to choose
or reject the properly coded carrier.

A very useful tool for measuring goodness of a sequence
is the crosscorrelation function. This tool is easy to calculate
and what it does is to report on the likeness of one sequence
with another for all phase shifts.

This process can be done by this procedure:
1. Line up the two sequences, one under the other.
2. Find the number of places that the lower bit matches

the upper bit, count these and save the count in a table.
3. Now shift the lower sequence by sliding it back one

position and bring the last bit up to the front.
4. Perform steps 2 and 3 until the entire lower sequence

has been shifted all the way around. The table you build by
this process from step 2 is the output and result.

How can we use these tools to discover properties of SS?
Let's examine some of the important properties of SS:

1. Interference rejection. The action of a SS receiver is
like the crosscorrelation process described above. The receiver
has a locally generated copy of the code which the transmitter
also is using. Signals which don't look like the code are
averaged out by the correlation process. This includes noise,
cw and fm signals or other SS setups using a different code.
lf the code is secret, then jamming will also be reduced because
the jammer cannot determine the code used.

2. An abstract channel (code multiplexing). A code can
be considered as a channel because the correlation action is
interested in receiving only the signal with the same code it
has. Two users each using the same code can talk to each
other. Different codes are rejected.

3. Privacy. Because receiving an SS signal requires that
the receiver know the code, specifically chosen codes can
provide privacy channels.

4. Overlaying. There is a theoretical ability to overlay
other users with wide-band SS signals. To the conventional
user, the SS signal would appear to be noise because of the
random property of the PN streams. The less randomness a
code shows, the more signal energy starts to collect in various
places in the user spectrum. As randomness goes still lower,
the wideband noise signal starts to take on the appearance
of a simple high-speed digital signal which will interfere with
conventional users.

Conclusion: Codes are essential to spread spectrum for

many of its properties. We have listed several of the better
known properties and note that many others exist which rely
on more advanced math.

Now that the foundation has been laid, the next issue
of this newsletter will explain some of the more important
SS codes such as the Gold, lPL and M-Iength sequences.

A good write up on shift registers appears in the TTL
Cookbook and CMOS Cookbook, both by Lancaster and
published by Sams.

December 1981

MOBILE FREQUENCY HOPPER

A member of the AMRAD STA group, Chuck Phillips,
N4EZV has been quietly working on design of a mobile fre
quency hopper. Now word comes that the unit is built and
that some dummy-load testing has been completed.

As Chuck describes it, it is about as big as a Drake TR-22.
It hops on setups which are multiples of 16 discrete frequen
cies. This means that the unit can be set to hop on 16, 32 or
other multiples of 16 channels. Dwell time on any channel
is 90 ms.

Power output is 2 watts. Synchronization between the
two units has a simple form. There is a home channel where
both units start. When the transmitter is activated on one unit,
it sends an audio burst which the receiving unit decodes. This
tells both units to start hopping. Hopping takes place Over
the channels to which both units are programmed.

There is also a look-ahead feature which basically looks
a number of channels ahead and watches for speed differences
in the hopping of the two units. lf the receiving unit loses the
transmitting one for a number of consecutive hops a resync
procedure is activated and automatic resync is attempted.

Chuck describes some tests that he has tried with two
units in his basement, operated on dummy loads. When one
unit talks to the other, the sound is clear and not choppy.
I have heard choppy sound with other spread spectrum rigs
at this hop speed (90 ms). Next Chuck put on a standard vhf
receiver which had one channel in the hopping sequence.
When Chuck talked into one of the units, it didn't break the
squelch on the vhf receiver. When taking the squelch off and
listening to the empty channel, all that I was able to hear were
a few unintelligible sounds once in a while.

It was interesting that there was a "solid armchair copy"
on the FH transceiver but nothing on the vhf receiver. The
next experiment was to move the channel separation of one
of the FH units 5 kHz to see if the other FH unit would
interfere. The answer was no. The two units could be in dif
ferent worlds for all the interference that they caused each
other.

What was amazing to me was how so much processing
could be packed into so small a box. Anyway, Chuck is look
ing forward to some on-the-air tests in the 2-meter band, and
Paul, W4RI is working on getting the STA amended for
several stations to do this.

I would like to say that Chuck's work represents the first
amateur spread spectrum rig built by an Amateur Radio
experimenter. It marks an important first step for the spread
spectrum experimenters' SIG. Good work, Chuck!

By the way, friends ... Chuck has a General Class ticket
as does this author.
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SELF ENFORCEMENT

By Hal Feinstein, WB3KDU

Self policing has been a traditional aspect of ham radio;
but it faces some unique challenges with the introduction of
new technologies. Both spread spectrum and packet are
examples of nontraditional amateur communications modes
which arenot "decodable" on a conventional receiver system.

The STA group at AMRAD has received a number of
comments about self policing of spread spectrum and feels
that it is a valid point. The ability of a third party to monitor
a spread spectrum transmission rests on knowledge of certain
signal characteristics. If there is no knowledge of these signal
characteristics available, then the job of trying to receive the
spread spectrum signal is quite complex and requires both
special training and special equipment.

To consider this point, a subgroup of interested parties
within the SSSIG was set up to deal with this aspect of SS
modulation. The purpose of the group is to devise a cost
effective way that a "general purpose" spread spectrum
receiver could be developed for the vhf amateur bands.

So far the group has been considering simple frequency
hopping in the 220-MHz band as a model. The technique for
receiving the frequency hopped signal without knowledge of
the pseudorandom (PN) hopping sequence rules out anything
like a "smart scanner" receiver as estimation of the PN
sequence is quite difficult and usually requires a computer
process for reconstructing the PN generator equation from
some captured samples.

A second approach which seems more promising is to
avoid the PN estimation problem by going to a wideband
compressive receiver. Therearetwo aspects to thistechnique.
First is the fact that a frequency hopper will always be in a
given band (for amateur applications). If no other signals are
present in the band but just the frequency hopper, then by
"compressing" the band downso that thecompressed version
is about the bandwidth of conventional fm will "focus" the
frequency hopper signal right around a single frequency.

A compressive receiver is usually implemented as a very
very fast scanning receiver. The scanning starts at the low end
of the band and tunes upward toward the top of the band.
This takes place over and over again at a very fast rate. The
output from this receiver is at the i-f frequency and has a
resultant bandwidth of the receiver i-f.

If only a frequency hopping signal is present then the
scanning will always encounter it at some place within the
bandpass. This will then be translated to the receiver i-f by
standard receiver action. Because in this example the only
signal present is the frequency hopper, it will be continually
present at the receiver i-f.

Notice that this approach is useful for negating the effects
of the PN hopping sequence. The PN code selects a new
random discrete frequency for each hop which the system
makes. By receiving every frequency within the range of
possible hopping, the compressive receiver doesn't need to
know the PN code.

The second step that is required is to throwaway all
signals which do not act like frequency hopping signals. This
can be done by designing a window function which tosses out
all signals which are present for longer than the dwell time
of the frequency hopper and all signals which are significantly
shorter than the dwell time. Both these signals will be things
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other than the frequency hopper signal.
This filter was dubbed a "time window," arid at present

the SIG subgroup is looking for an analog implementation.
This time window filter is used to isolate the frequency
hopping signal from interference before it is compressed by
the compressive receiver.

The time window filter has a simple computer implemen
tation and is currently part of a computer signal processing
application. The trick is to get a low-cost purely analog
approach to this.

AO FOR THE FUTURE

A major advance just over the horizon should make treat
ing spread spectrum much easier. This is the field of acousto
optics (AO). This technology combines lasers, ultrasonics and
microelectronics to produce some truly astounding devices.

AO techniques are based on the fact that when laser light
passes through a lens system, the resulting diffractions can
be described by transform mathematics. It turns out that
transform mathematics is also used to describe what electronics
does to a signal.

This happy fact allows us to modulate a laser beam and
do very complicated processing by passing the beam through
appropriate lenses. If a picture is placed in between the laser
beam and the lens, the laser beam will take on the charac
teristics of the picture. This allows the picture to be processed
by the lens system.

When a picture is processed by a computer (as NASA
does) it is divided into pixels or picture elements. Many
pictures have up to a million pixels in them. This represents
a very large processing load for a computer, especially if there
is a backlog of pictures that must be processed. Pictures are
usually treated with complex processes as well which further
increases the load.

The laser and lens system can do the same processing,
but the lens does it with all the pixels at the same time! This
means that results are obtainable almost at the speed of light.

The acoustic connection comes from an effect known in
physics as the Bragg effect. Here if a lens is put under a
varying pressure, the laser beam will be refracted such that
the beam will break up into sub-beams with one for each
spectral component of the pressure function.

An ultrasonic transducer (really a kind of speaker) can
apply force by sound waves. If a transducer is attached to
the lens and then a modulated voltage is applied, the lens will
be subject to pressure at the modulating frequency. The result
is that the laser light will break up and show the harmonic
content of the modulating voltage.

What we have constructed here is a very versatile spec
trum analyzer. Input to the spectrum analyzer is to the lens
transducer. The output is taken from a light-sensitive array
on which the laser beam shines. Each cell of the light-sensitive
array represents a different frequency.

This device is called a Bragg Cell and has been imple
mented in one case to be a spectrum analyzer/receiver which
received the entire band from 0 to 500MHz at the same time!
The resolution of the device is around 10 kHz. The output
was put on a scope which displayed both the component and
its amplitude, much as a conventional spectrum analyzer does.

Spread spectrum techniques will be greatly affected by
this revolution in laser technology which seems geared for the
present to meet the challenge of frequency-agile and low
probability-of-intercept (LPI) systems which are now in
practice.



EXPERIMENT #5

Paul Rinaldo, W4RI, has handed the FCC an amend
ment to the STA. This experiment is for Chuck Phillips'
mobile frequency hopping system in the two-meter band. The
experiment calls for tests between different places' in the
Washington, DC and Annapolis, MD areas, including some
ship-shore and ship-ship communications.

The frequency hoppers run up to 80 hops per second on
a preset bank of channels which is variable in number but
fixed for each test. Normal power for most tests will be 25
watts, but tests will include some long-range tests using up
to 125 watts.

Those stations included in the STA amendment request
are N4EZV, W4RI and WB3KDU.

From preliminary dummy load testing, very promising
results are anticipated from the proposed on-the-air tests.

September 1982

CIVILIAN USES OF SPREAD SPECTRUM

By Hal Feinstein, WB3KDU

Spread spectrum is currently enjoying a wave of popular
ity mainly within military circles. It seems that almost every
major system that is being acquired today has some spread
spectrum element in it. You canfind spread-spectrum modula
tion as popular as ssb in somecases. Themilitary. of course,
was not the one who first brought spread spectrum to the
civilian domain. To this end, we must credit NASA, who
employed this mode for ranging of spacecraft.

Currently, civilian applications of spread spectrum are
mainly involved with ranging, as in the Del Norte position
fixing system, and in aerospace. An interesting aerospace
application is the use of process gain in a spread-spectrum
system to make up for gain lost by using smaller earth-station
antennas. Because one of the main costs in producing ground
terminals for satellite communication is the antenna, any
reduction in size also means a substantial reduction in cost
of the earth station. But a smaller antenna size also means
a drop off in gain. This gain must be made up in some other
way.

A ground station can use process gain to offset the gain
lost in reduction in antenna size. Such a system is currently
operational on the West Coast, being employed to distribute
teletex-style news copy. An added advantage to the operator
is that the spread-spectrum transmission doesn't prevent the
satellite transponder from being used by other narrowband
systems as well. This is a plus for the low spectral density of
spread spectrum.

There are some proposed uses of spreadspectrumwhich
have not hit the street quite yet. One interesting application,
which is being proposed by Hewlett-Packard, is the use of
a small direct-sequence transceiver of a few milliwatts to allow
internal communications from a central computer to data ter
minals within the same facility. The terminals each have
unique codes which act much as a privacy address. Such
terminals would be connected only to a source of power and
need no hard connection to a local-area network.

The Hewlett-Packard approach has its initial design
aimed at the uhf ISM bands for the low-powered spread
spectrum signals. Another use of spread spectrum along
similar lines but within a coaxial cable is to hook various robot
sensors and "limbs" to a local·areanetwork. Eachsensoror
limb would have a unique code. The approach is designed not

so much to take account of spreadspectrum'sunique sharing
capability but to provide a high degree of noise immunity.
This invention is aimed at factory automation in which very
high levels of shot and burst noise from the shop floor are
the rule.

Spread spectrum has found its way into packet radio.
Spread spectrum allows each node to have a unique code
which acts as a hard address. Another node in the system can
send data to that node by encoding that data with the spread
spectrum address for the receiving node. Traffic for other
nodes does not interfere because it would have a different
code. Among the reasons cited for employing spread spectrum
for packetswitching are privacy I selective addressing, multi
path protection and band sharing. But it is interesting to note
that a load is taken off the contention collision approach
because now a single frequency is not in contention among
the nodes wishing to transmit. The load is divided among
different node addresses, and each that is interested in sending
data to a target node competes for that node only.

Here is one final approach that you might enjoy. One
cable operator has decided to try to use spread spectrum to
transmit top-ten rock music albums to subscribers. To prevent
pirating and to keep the cable band space free for narrow
band signals, he is using spread-spectrum direct sequence with
a key to decoding the signal distributed every two weeks in
the mail!
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EXPLODING A MYTH

Can frequency-hopped (PH) spread spectrum be received
without knowing the code? The answer is almost always
"yes." If you ask if FH can be received on a conventional
ham receiver, the answer is almost always "no." The dif
ference lies in the fact that FH is constantly changing
frequency. It does so at a rate of many times a second. But
something that doesn't change is the position of the spread
spectrum station.

The key to detecting FH is to use a wideband receiver
which will encompass the hopping bandwidth and then point
a very directional antenna at the FH station. Antennas have
become very complicated in this day and age. For example,
some are electronically steerable, and the reception pattern
is electronically shaped to null out jamming and interference.
For ham radio applications, a good yagi array will do nicely
in most cases until such time that a band gets crowded with
spread-spectrum signals.

The military has known all about the wideband-receiverI
sharp-beam antenna trick and has gone to some trouble to
see that their messages are protected. One system has several
different FH transmitters set up at one location and rotates
the data between each transmitter. When a transmitter doesn't
have data, it is transmitting stuff that looks like valid data.
Attempts to separate the individual signals will be difficult
because the signals are coming from the same place.

SHIFf-REGISTER UPDATE

Every shift register has an equation which describes its
actions. It turns out that if you are given the shift register
equation you can always find the sequence that it generates
by long division. To find the sequence, you merely need to
find the reciprocal of the shift-register equation.

Suppose that you want to find the shift-register sequence
for a shift register with the equation I + X + X - 2 (in the
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I +x+x ~ 2/1
l+x+x~2

in spread spectrum mode. These controls are used to set the
frequency hopping control mode and the "key" value for the
pseudo-random number generator.

The hopping sequence is controlled by three thumbwheel
switches which allow the user to enter a seed value. This seed
value is used to initialize the pseudo-random number generator
and determines the order in which the channels will be visited
(the hopping sequence).

The mode switch is used to select the techrtique by which
the frequency hoppers will determine the starting channel for
each transmission. There are three positions which can be
selected. The first position of the mode switch cuts off the
hopping circuits and allows the units to be used as conven
tional NBFM transceivers.

The second position of the mode switch selects frequency
hopping with a single home channel. In this mode, each time
a unit begins to transmit, it starts on a single, common home
channel. The unit uses the home channel to send an encoded
signal which alerts the other frequency hopping units that a
frequency hopping transmission has started.

After the alert signal has been sent, the unit begins to
hop through the frequency hopping sequence setup by the
thumbwheel switches. The home channel is selected from the
first hop of this sequence. Each time a frequency hopping urtit
transmits. the same procedure is used to synchronize the
transmitter and receiver.

When a unit is not transmitting, it automatically resets
itself to the home channel and begins to monitor it for the
coded alert signal. This mode of synchronization always uses
the same hop sequence for each transmission. In the mobile
environment the average time for a mobile transmission is
short and the same set of channels will be revisited for each
transmission.

To remedy this situation, an additional mode is included
in the frequency hoppers and is selected by the third mode
switch position. This position is called "run" mode and differs
from the second mode by using an always moving home
channel.

The frequency hopping circuits run continuously when
the unit is switched to run mode. In this mode, when the unit
begins to transmit it chooses the next hop as the home channel
and transmits the alert signal. The receiving unit's frequency
hopping circuits are also continuously running; this has the
effect of changing the receiving channel in step with the trans
mitter. Together the transmitter and receiver share a common
channel, which allows the receiver to hear the transmitter's
coded alert signal.

A built-in feature of the run mode is the use of a "look
aside" channel which is automatically monitored by the
frequency hopper. This channel is used when one of the two
units falls out of synchronization due to some unusual
conditions such as a power failure. The look aside channel
is used to manually transmit a special encoded signal to the
other frequency hopping unit which is still in run mode. When
the unit detects this signal, they automatically fall back to the
initial channel in the hopping sequence, which allows the units
to resynchronize.

When a frequency hopper is done with a transmission
it automatically signals this fact to the other frequency hopper
unit by transmitting a special encoded signal on the last hop
for which the microphone is depressed. The other unit detects
this "end of transmission" signal and resets the hopping
sequence to the home channel for the mode two transmissions.
For the run mode of transmission, the end of transmission

Modulo 2 addition is the same as
exclusive OR

SPREAD SPECTRUM NEWS

By Hal Feinstein, WB3KDU

A lot has been happerting in amateur spread spectrum
during these last few hot summer months. Much of the activity
comes from a few projects that are in the completion stages
and a number of new projects just getting under way. I'll try
to give a summary of some of these activities and some details
on some of the experiments.

Chuck Phillips, N4EZV, has unveiled another one of his
completely homebrew vhf frequency hoppers which I had a
chance to examine in some detail. The units are about the size
of a cigar box and run on 12 volts. These units hop in a small
preset band in the 140 to 170 Mhz range and have a dwell
time preset to 100 milliseconds. The hopping sequence is also
preset in an onboard EPROM which is scanned out under the
control of a pseudo-random number generator. The use of
an EPROM gives the user the option of selecting which
channels the units will visit and allows specific channels to
be bypassed.

The front panel has few controls, which I found ex
tremely easy to operate. Besides the volume, squelch and
power, there were two additional controls which are used only

I + 1 0
I + 0 1
o + I I
0+0 = 0

x~7+xI\8+x~9

x~7+xI\8+x~9

x • 6
X~6+XA7+x~8

x • 3

x~3+x~4+x~5

x+x'2
x+x~2+x~3

x~4+x'5

x h4+x'5+x h6

The answer to this long division is:

I +x+(O.x A 2)+x A 3 +x A 4+(0.x A 5)+ A 6+x A 7

This means that the shift-register output is:

11011011

Notice that we are doing division a little different from
the normal method. The main fact is that subtraction and
division are the same. Why? Because we are doing all
arithmetic modulo 2. In this system subtraction produces the
same result as addition.

last term, "2 is used to indicate the second power). Notice
that if this is a maximal-length generator, we should expect
the sequence to repeat after 23 - I or 7 terms. Let's now take
the reciprocal.
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signal is not as important since both frequency hopping units
are continuously hopping through the hopping sequence and
do not reset to any home channel.

Networking with several frequency hopping transceivers
can be done with Chuck's units. A net of frequency hoppers
is established by three factors; first, the internal channel
EPROMs must be set up to contain the same sequence of
channels, which is done at "installation" time according to
Chuck. Second, the control mode switches must be all set to
the same control mode. Lastly, the thumbwheel switches must
all be set to the same seed value.

When these three conditions have been correctly set, a
number of units can hop in a net. Nets can use the same home
channel and still remain in their separate nets if at least one
of the three above mentioned factors are different.

Chuck's frequency hopping radios have attracted some
commercial interest at this writing, mainly in the law enforce
ment sector. During the next STA period, we will be testing
these radios to see how they fare in the amateur radio service.
Anyone interested in more information on Chuck's radios,
please contact him through AMRAD via AMRAD's address.

A NEW FREQUENCY HOPPING EXPERIMENT

What can you make with an ICOM-3A and a PET
computer? Answer: A software controllable frequency
hopper. This is exactly what AMRAD members Terry Fox,
WB4JFI, Dave Borden, K8MMO, and Sandy, WB5MMB, did
one afternoon. The bug bit them after the informal Saturday
Pizza Hut get together more as a dare than anything. Well,
schematics were examined, ICOM 3AT and 2AT were disas
sembled and reassembled and new cards were popped into the
computer. By evening, an ICOM 2AT sat on Terry's work
bench with all sorts of wires connecting it to a Z-80 computer
in an old IMSAI 8080 frame. The first experiment was a
success. The unit frequency hopped up to 50 times a second!
Not bad for an afternoon of tinkering.

SECOND STA PROGRAM FORMULATED

A series of experiments has been devised for the second
spread spectrum STA. The experiments will include three
experiments: first, a proposal for an experimenter's frequency
hopping beacon which will operate on 220 MHz, second,
frequency hopping experiments in the 144 and 220 MHz bands
and lastly a direct sequence experiment.

Each of these experiments is designed to explore some
new aspect of spread spectrum in the amateur service. In the
first STA, the experiments allowed us to gain the important
initial experience with spread spectrum. Most of this activity
was centered around frequency hopping experiments. In the
second STA we are focusing on experimental circuits and
procedures.

Dave Borden, K8MMO has pointed out the need for
standardizing the acquisition and handshaking between spread
spectrum units much as has been done with protocols for data
communications. Spread spectrum requires accurate opera
tions at high speeds between different self synchronized units.
The issues are very similar to data communications; spread
spectrum can lend itself to a protocol treatment. Hopefully
we will be able to look forward to an experimenter's spread
spectrum protocol.

Sandy, WB5MMB has been speculating on a very fast
lock up, phase locked loop circuit for frequency hopping,
which can make this part of the frequency hopping problem
less of a task. Hal, WB3KDU has been experimenting with
digitally controlled oscillators.

Computers are also making their appearance in our ex
perimentation which will give us the flexibility to change
parameters and protocol around in a much faster time than
wiring a board.

In the second STA we would like to apply these ideas
to actual on the air experimentation.

DROP·IN CHANNEL ASSIGNMENTS

A concept that is making its way around the frequency
management circuit these days is the idea of drop-in channel
assignments. Drop-in assignments are based on the notion that
guard-band calculation between conventional channels are
based on the capabilities of old equipment and techniques.
Consider the guard-band situation between repeater channels.
They are primarily based on the premise that NBFM receivers
could not separate signals that are too close together.

What we are left with today are receivers that can
separate those signals without getting even a little out of
breath. This leaves spectral room between channels which is
not wide enough for a conventional NBFM signal. However
it may be wide enough for some of the new modulations
techniques such as amplitude compandered sideband (ACSB)
which is being tested currently at several commercial sites
around the US and by the FCC.

Drop-in channel assignments are also being considered
for frequency hopping spread spectrum. A frequency hopper
can be designed to only visit frequencies which are in the
guard-bands. The short time that the signal is actually present
on any frequency is very small (1/30 second or less) which
will appear as some form of low intensity shot noise. This
should be ignored by the repeater and mobile units in an
amateur NBFM operation. Even with a close in near-far
effect, the actual experienced signal energy from a "drop-in"
frequency hopper should be slight.

One advantage which a drop-in frequency hopper may
have over a system such as ACSB is the fact that many com
mercial NBFM repeaters have a form of automatic frequency
control (AFC) which will pull the receiver off the repeater
center channel. This feature allows the repeater to hunt off
frequency for a mobile which is accidentally off channel and
requires alignment. A constant carrier signal on a drop-in fre
quency such as ACSB may trick the commercial repeater into
thinking that it is hearing an off frequency mobile unit. A
frequency hopper would appear to the repeater as a brief noise
pulse, and the repeater would ignore the hopper.

August/September 1983

FREQUENCY CONTROL OF ICOM PORTABLE RADIOS

By Terry Fox, WB4JFI

Last year, AMRAD asked for and was granted an STA
from the FCC to allow us to conduct experiments using spread
spectrum in the amateur bands. Although I was listed on the
STA as one of the participants, I was already heavily involved
with packet radio and didn't have a lot of time to devote to
this new endeavor. In addition, it seemed like spread spectrum
might end up costing a lot of money to really do it right. Most
of our emphasis was placed on HF, and I didn't want to buy
an expensive HF rig and then immediately have to butcher
it up for this new mode of communications. I ended up listen
ing on my old NCX-5 to Paul doing some tests on 20 meters
using a commercial spread spectrum radio.

This year may be different. Some of the AMRAD crowd
gets together every Saturday for pizza at the local pizza place
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in Vienna. One Saturday we were discussing the various
problems with spread spectrum as applied to amateur radio,
and whether or not we should continue our experiments in
this area. The biggest problem we had was that of finding
a cheap radio that was easily available that could serve as a
test bed for our experiments. By that time we had sort of
decided to limit our efforts to a frequency hopping system,
most likelyon VHF and UHF. After talking about this during
almost the whole pizza session through a sea of antennas
(stubby duckies on our ICOM Ie-2ATs, of which there were
at least half a dozen), my subconscious finally realized that
my conscious self wasn't going to figure out the obvious. It
then started sending smoke signals about using these
marvelous little radios in front of us as the test bed. The
IC-2AT has become almost a standard in AMRAD, and since
there are so many out there, it seems almost natural to make
it the radio we use. After discussing this idea for a while, we
left the pizza place and went to my house for an in-depth
design conference.

The first order of business was for me to get out a screw
driver and demolish my IC-2AT, while Sandy, Hal and Dave
looked at the schematics. After popping off the back of the
radio, I quickly located the wiresgoing from the thumbwheel
switches to the programmable divider chip. Actually the con
nections are made with a flexible printed circuit board and
not individual wires. This flexibleboard attaches through two
sets of pins to the rear main board, with the pins straddling
the programmable divider chip (see Fig. 4 for a diagram of
the pinout of this connection). A quick look at the schematics
revealed that the thumbwheel switches on the radio asserted
a high on the appropriate line rather than grounding the lines.
If the internal thumbwheel switches are set to the zero posi
tion, they are effectively removed from the circuit, and an
external device could control the frequency by bringing the
same lines high. This was confirmed by taking an external
set of thumbwheels and wiring them into the radio, which
worked fine.

The next step was to wire the IC-2AT to a computer.
Having a spare parallel port on one of my S-IOO boards, I
decided to go that way. This turned out to take the most time
of the whole project. Since I didn't have a manual for the
board in question, I had to guess the port locations for the
parallel port. After a lot of lost time finding the parallel port
and its control port, we were ready for computer control of
the ICOM. Using a BASIC interpreter, I sent various
frequency commands to the IC-2, and checked the result with
another IC-2 (since there were several in the room to use, as
long as modifications weren't required). I was able to program
the IC-2AT hooked to the computer to any frequency within

its range in 10 kHz steps. Now the fun really began!
Being careful to hook the IC-2AT to a dummy load/

power meter, I started writing programs to test the synthesizer
by moving the frequency of the radio at certain rates. Due
to the way the synthesizer is designed, there is no easy way
of telling if it is out of lock or not, and once it is out of lock,
the only way to get it to re-lock is to drop out of transmit.
It does have an unlock pin, but this pin seems to be a direct
output of the digital phase comparator, which means it has
a lot of pulses whose width depends on the lock condition
of the synthesizer. ICOM takes these pulses and integrates
them over a long period of time (greater than a second).
Obviously, this out-of-lock indicator is too slow for any real
application, and even for our experimentation, so we came
up with another way to test for lock, unscientific as it was.

We asked for a volunteer to donate the use of a second
IC-2AT, which Sandy finally agreed to. We then wired his
rig to the same port that my radio was hooked to. We now
had two radios hopping to the same frequencies at the same
time (I know a lot of people that wish the hopping synchroni
zation problem could be cured this easily!). We then hooked
a scope to the audio output of the second radio, allowing us
to see what was coming out. As the radios were moved from
one frequency to another I there was generally a short burst
of noise followed by a sinusoidal (or ringing) pattern with
decreasing noise riding on it (see Fig. 5). As the synthesizers
locked, the ringing waveform decreased in level, until it
disappeared completely, leaving a steady trace until the next
time the frequency was changed. Another interesting
phenomenon regarding this lock-up period was noticed.
Almost as soon as the noise disappeared from the ringing,
audio transmitted by one radio was recovered by the other,
at least according to the scope. The obvious question at that
point was whether or not the audio could be used once the
noise was gone, but while the synthesizer was still locking,
as indicated by the ringing waveform. My opinion is that it
probably is usable, but only if the same type radios are being
used at both ends. If the same type radios aren't being used,
the synthesizer's time constants aren't going to be the same,
so the frequencies the radios are operating on will not
necessarily match during the locking period.

The time the synthesizer was stabilizing (as shown by the
audio waveform discussed above) varied, depending on the
distance between the old and new frequencies. Fig. 6 shows
the rough times measured for the synthesizer to lock up, both
for the noise period and the total lock-up (as indicated by the
audio signal totally stabilizing). As can be seen, a I MHz hop
can cause the radio to be out of lock for a relatively long
period of time. The maximum dwell-time on any frequency
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Fig. 5-Audio out during unlock.
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that most people consider effective is 100 milliseconds.
Obviously, the ICOM radios cannot be expected to hop a
megahertz within this dwell-time spec. and convey much
intelligence. Therefore, the ICOMs cannot be used to hop over
a megahertz without some help.

One of the first ideas we came up with when we saw what
the audio output looked like during hopping was that if the
audio was suppressed during the noise bursts (the most ob
jectionable part of the hopping signal), the sudden noise bursts
would be gone, and the human ear and mind would integrate
out the blanked-out areas to a large extent. Since the human
voice is very redundant. small losses in voice transmissions
could be tolerated. Obviously, any mode of transmission that
requires fully accurate reproduction (such as packet radio or
slow scan television) could not use this system. AMRAD is
working on severalideas to help reduce, or eliminate this lock
up period, both for the IC-2AT project, and for use in just
about any other type of frequency hopping radio. We will
report more on these ideas as they develop.

Since this first test seemed to work, we put both radios
back together, and declared the work of the day a success.
The next step was to find a couple ICOM HTs that we could
leave hooked to a computer for an extended period of time.
Dave graciously volunteered his pair of IC-3ATs. Sandy also
volunteered the use of his spectrum analyzer. About a week
after the initial test described above, the new equipment
showed up at my house. Later that day, Hal and I purchased
a couple of Commodore 64 computers, primarily to use in
these frequencyhopping tests. For the money, these computers
seem to be a good buy, and plenty of documentation is
available for them.

I then hooked one of the IC-3ATs to the parallel port
of the 64, and let Hal write various BASIC programs to stroke
the IC-3AT, while it was hooked to the spectrum analyzer.
He came up with several iterations of random number
generators to move the IC-3s frequency. The main thing to
realize is that each digit of the frequency is encoded in BCD
(0 to 9), while most random number generators can generate
numbers over the whole binary range (0 to F hex). As a result,
there are holes in the frequency control (when A thru F hex
are sent to the radio) that can cause uncertain frequencies to
be programmed in. The programmer should be sure that
improper frequenciesaren't accidentallyprogrammedinto the
HT, as this could result in the synthesizer going out of lock,
causing the transmitter to stop transmitting. which requires
the transmitter to be turned off.

This is as far as we have gotten so far. We are looking
for people to help us with the ICOM hoppers, and other
spread spectrum experiments. There are many different areas
of experimentation in the spread spectrum tests we are
running. Just a few of these areas include the design of fast
locking PLLs, special RF circuitry, computer programming,
and audio processing. Anyone interestedin helping out, please
contact Hal, WB3KDU, or write AMRAD.

May/June 1984

EXPERIMENT UPDATE

By Hal Feinstein, WB3KDU

Recently, I was asked by a friendly official at the FCC
about our experiments. He said, "You hams arejust interested
in making a secure (meaning secret) communications systems,
aren't ya?" Well, I told him that of course us hams aren't
interested in secret communications but in what new and
interesting properties some of these techniques can provide.
In particular, spread spectrum has some properties that allow
us to shape the spectral profile of a radio signal, so that it
can be made to fit any kind of spaceavailable on the spectrum.
When I told that to the FCC man, he was perfectly satisfied
with the answer and allowed us to go ahead with the experi
ments we are planning.

A few weeks after this conversation, the FCC issued us
a special temporary authorization (STA) aud a letter from
their field engineering bureau (FOB) say that we could
experiment with spread spectrum in the amateur bands, but
we have to ring up their monitoring station located in
Washington, D.C. before we begin.

Other than this desire to coordinate our experiments, no
other major restrictions were levied by the Commission. So
we are off to the lab to start experiments.

The first experiment being built as I write this is a channel
selection logic board called the Fox Randomizing Appliance
(FRA), after its designer. The board consists of a 2732PROM
which holds the channel visitation sequence and a bit of
control logic to pull out sequential 8 bit entries from the
PROM. The clocking is done with a I MHz xtal and a divide
down circuit arranged so that we can select clocking speeds
by DIP switcheson the board. This is version one of the FRA,
it will give us a non-repeating sequence of channels (in BCD)
4096channels long. Programming the 2732is the heart of the
matter and must be done so that each 2732 location contains
a randomly selected BCD number in the range of zero to one
hundred. The BCD equivalent of the number is programmed
into the PROM; otherwise, binary numbers will be supplied
to the synthesizer channel lineswhich expectBCD. This results
in invoking the don't care status of the synthesizer which in
turn can generate unpredictable channels, perhaps outside the
amateur bands.

The 2732 contains 4096 8-bit storage locations which can
have a value between 0 and 255. In BCD, this equals about
10 bits of BCD or two and one fifth digits. The inventor of
the FRA, Terry Fox, WB4JFI, suggests programming the
binary to BCD converter on the output, giving a "pure" 2.2
digits of BCD to feed to the synthesizer. This seems like a
good plan.

The Fox Randomizing Appliance will be used to drive
the channels of a TEMPO-I VHF handheld radio for a power
profile test to be conducted at Dave's (K8MMO) house in a
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week or two. Simply. we are trying to verify the enormous
balderdash that spread spectrum is both invisible and an
unbearable noise source at the same time. The plan calls for
putting the TEMPO-I and the FRA in a car and driving
around the area of Dave's house. Others will be watching on
spectrum analyzers and listening on scanners and receivers
at various locations in the surrounding area to note any
interference or noise. We willcoordinate this via the AMRAD
repeater when it comes off.

Experiment number two is a two meter frequency hop
ping beacon which we are planning to put up at the Electronic
Equipment Bank in Vienna, Va. EEB has donated the
TEMPO-I and some space to this project and Scott, WR4S,
who works at EEB selling ham gear is going to be the beacon
tender. The equipment for the beacon is currently being
assembled but will include one C-64 Commodore computer
with disk for control of the beacon, one Fox Randomizing
Appliance Version 3 (programmable speed, fixed channel
selection), the TEMPO-I vhf handheld (2 meters)and a twenty
five watt amplifier.

And now for the protocol section of this column. Since
spread spectrum communications calls for highly coordinated
and split second accuracy, some kind of protocol is needed
to allow the two or more stations to communicate with each
other. For the purpose of the beacon, we have come up with
a protocol which we call Pl. PI says the following: transmis
sions start with an unmodulated carrier, then a CW 10 of
the beacon for the FCC, followed by a program indicator.
The program indicator tells which version of the protocol is
running and which subsequence of the protocol is currently
active. The program indicator willbe four digits sent in morse.
Then a timing and synchronization sequence which consists
of a train of transitions of an AFSK tone. The timing and
synchronization train (TST) has two purposes, first it allows
listeners to synchronize their clocks with the one used by the
beacon, second, it indicates, by the falling edge of the AFSK
tone, the actual moment that the hopping sequencestarts. The
hopping sequence will be published in future issues of this
column for those people wanting to experiment and will be
available on the AMRAD bulletin board for downline loading
to your computer.

FROGS, OR A PRIMER ON HOPPERS

By Chuck Phillips, N4EZV

Frequency Hop Signals

The advantages of using frequency hop signals instead
of conventional narrowband signals or other wideband signals
include the following:

I. Processing gain.
2. Jamming resistance.
3. Traffic privacy.
4. Low probability of intercept.
S. Multiple access capability.
6. Short synchronization time.
7. Multipath rejection, and
8. Near-far performance.
These features are described in the following paragraphs.

Processing Gain

Frequency hop systems generally possess a large process
ing gain which allows the systemsto operate with a low signal
to-noise ratio at the input of the receiver. The processing gain

4·16 Chapter 4

for frequency hop signals is

., RF Bandwidth
Processing Gam = Information Bandwidth

For example, a frequency hop signal that has a 10 MHz
RF bandwidth and an information bandwidth of I kHz has
a processing gain of 40 dB.

Processing Gain = I~ ,~z = 10,000

= 10 LOG 10,000 = 40 dB

Thus, the output signal to noise ratio of the frequency
hopping demodulator will be 40 dB higher than the receiver
input signal to noise ratio. This assumes no loss in the
demodulator.

Jamming Resistance

Since a frequency hop signal generally has numerous
frequency slots, the only time a narrow band jammer affects
signal reception is when the signal hops to a frequency slot
that is occupied by the jammer. If the frequency hopper has
500 frequency slots and a narrow band jammer interferes with
the signal reception from one of the 500 slots, then only
I/sooth of the signal might be jammed. Therefore, the low
average power density combined with the pseudorandom
frequency hopping make these signals difficult to intercept.

Mnltiple Access Capability

Frequency hop systems can be used for multiple access
systems; time division, frequency division and code division
multiple access systems can all employ frequency hop signals.

Frequency division multiple access systems assign a
frequency band for each user. While most frequency division
multiple accesssystemsemploy narrowband signals, wideband
signals could also be used.

Short Synchronization Time

Frequency hop systems generally require a significantly
shorter time to acquire synchronization than other types of
systemshaving the same bandwidth. In freqnency hop systems
the receivercanusually synchronize with the transmitted signal
within a small fraction of a second. Direct sequence systems,
for instance, require about a second to achieve synchroniza
tion. For some applications like voice communications, the
shorter acquisition time is highly desirable. If one or two
seconds is required for synchronization, the transmitter has
to be keyed at least two seconds before the voice will be
received at the receiver. Therefore, a voice reply would be
delayed by at least two seconds. By using frequency hop
signals, the receiver can synchronize within a fraction of a
second and no noticeable delay is encountered for voice.

Mnlti-Path Rejection

When the transmitted signal is propagated towards the
receiver, several paths may exist which may cause interference
due to phase cancellation at the receiver. This is called
multipath propagation. If the signal is propagated via the
ionosphere, the path delays can range from tens of micro
seconds to several milliseconds. Similar mnltipath delays can
exist at VHF and UHF frequencies due to reflections from
buildings, towers and other reflective materials.

If the hopping rate is adequately high, then the receiver
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Near-Far Performance

Frequency hop systems provide better near-far perfor
mance than direct sequence systems. Near-far performance
describes the behavior of the spread spectrum system with
other users both near and far away from the intended users.

listens on a new frequency slot before the interfering paths
have a chance to interfere with the direct path. For slow
frequency hoppers, the path propagation times are too fast
to allow the receiver to reject the interference. Thus, to be
effective, the hopping rate must be kept higher than the inverse
of any interfering path delay time.

Traffic Privacy

Frequency hop systems provide a great degree of traffic
privacy. The low probability of intercept combined with
pseudorandom frequency hopping make these signals difficult
to demodulate for unintended receivers. If additional security
is desired the intelligence may be further encrypted using
additional techniques.'

DIRECT SEQUENCE RULES

By Hal Feinstein, WB3KDU

In the last issue, amateur radio regulation for frequency
hopping was discussed. In this issue, we continue the dis
cussion with what the current thinking is for direct sequence.

At this time, the FCC is formulating rules for the amateur
service to allow it to do spread spectrum communications.
Making rules for spread spectrum is in itself an adventure,
simply because so many properties of spread spectrum go
against the well-worn traditional approaches of the rule
makers. Specifically, there are two major areas that require
completely new approaches. The first of these areas is a
problem which occurs over and over again with spread
spectrum-that of policing. As you no doubt remember from
the last issue, the regulators are thinking of imposing a rather
lengthy identification and transmission parameter sequence
to be transmitted at standard intervals. This will allow the
FCC to perform field monitoring and, perhaps more impor
tantly, to allow hams to self police.

While the exact format of the identification and trans
mission parameter sequence will undoubtedly be modified
before it turns up at a formal rule-making procedure, it forms
a model for thinking about how stations using other forms
of spread spectrum can identify themselves and provide
transmission parameter information. Thus the current
thinking-is to include the above mentioned lengthy identifica
tion sequence each time you identify and, in addition, add
parameters which are specific to the direct sequence type of
spread spectrum.

The identification and transmission parametersequence
is long and it seems on the surface that it would be extremely
inconvenient to listen to all these parameters dished out in
"hand sent morse" which cranks along at twenty words per
minute (per the FCC regulations) each time you ID. There
fore, the idea of automatic transmitter identification (ATI)
was advanced as a possible substitute for hand sent morse.
ATI will allow the amateur station to automatically transmit
all this information in computer readable format (machine
readable) and allow other hams and the FCC to receive all
these parameters and the station ID.

At this time, however, nothing is settled on the issue of
ATI but it certainly seems one workable way to give the FCC
all the information they desire while not overloading a
transmission.

A second issue which is pending is the issue of sequence
selectionand phase. There are currently three sequenceswhich
are slated to be authorized for spread spectrum amateur work.
The sequence in use would be indicated by an indicator or
token digit during the transmission identification sequence.
This is merely a single digit; however, the phase of the
sequence, which refers to the starting point within the
sequence, must be indicated with the codeword with which
the sequence generator register is originally loaded. The code
word is in reality a binary string which is the length of the
register itself. Transmission of this codeword could be a rather
lengthy affair since in the case of the nineteen stage register
the codeword is nineteen bits long.

Some sort of compressed sequence will be required for
this codeword. Imagine trying to send a string of zeros and
ones in morse! Again, the automatic transmitter identification
technique can be considered here.
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100 watts = 0.2 watts
500 slots

A frequencyhop system jumps to many different carrier
frequencies in a time intervaland filters the carrier frequency
with the intermediate frequency filter. Users outside the filter's
bandwidth are rejected and only the proper signal is
demodulated. Since the I.F. filter passes only a narrow band
width, potential interferers are more easily rejected.

If the other users of the frequency band are near the
frequency hop receiver and a frequency hop transmitter is far
away, a frequency hop system can more easily reject the near
by interference than the direct sequence system can.

Average power per frequency slot

Low Probability of Intercept

Frequency hop signals have a low average power density
which can make these signals difficult to intercept. While the
instantaneous power level of the frequency that is transmitted
is high, the average power of that frequency is equal to the
instantaneous power divided by the number of frequency
slots. For example, a frequency hop system with 500frequency
slots transmits a specific frequency only a small fraction of
the time (1I5OOth). If the instantaneous power from the
transmitter is tOO watts, the average power in anyone
frequency slot is:

Frequency Diversity

Frequency hopping systems provide frequency diversity
since many frequencies are used in the system. If proper data
coding is used, a severe fade at anyone particular frequency
will have little effect on the data transmission. At HF
frequencies, signals fade independently of one another if the
frequency separation is several kilohertz. For frequency hop
systems to provide frequency diversity, the minimum
separation between frequency slots should be greater than
several kilohertz. Typically, the separation used is much larger
than a few kilohertz, ranging from 20 kHz minimum
separation for voice and data communications. Thus,
frequency diversity is easily provided for.
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More importantly, the problem of determining the work
ing sequence of an amateur station is a nonobvious process.
Part of the problem comes from the process of modulating
a direct sequence signal itself. The direct sequence signal is
a fast keyedphase shift keyed(PSK) signal which is composed
of a noiselike spreading sequence (called the working
sequence)mixed with a digital stream containing the informa
tion to be sent. You must determine what the working
sequence is and where in the working sequence the current
intercepted signal is. To find the working sequence and
displacement into the working sequence, a number of
procedures are available. The first and simplest procedure is
to turnoff the informationstream some smallamountof time
to allow for "pure" workingsequenceto be transmitted. The
time at which this would occur would be standardized to take
place at well defined times. For example, one time could be
just after the start of transmission, a second time might be
every minute. The length of the "working sequence window"
need only be as long as it takes to determine which sequence
is being used and what displacement is currently appearing.
The number of bits needed for this is found from a wellknown
result in the mathematical theory of shift register sequences
to be twice the number of bits in a codeword of the sequence.

A second, and perhaps less desirable, way to determine
the workingsequenceand displacement is to performvarying
amounts of mathematical analysis on the received signal and
derive the sequence and displacement as products from this
analysis. While the process holds theoretical interest to the
mathematically inclined amateur, it requires an amount of
sophistication which is not found among the typical ham radio
operator. In addition, indications are that the FCC may favor
the simpler approach of inhibiting the information stream,
yielding the "pure" working sequence and displacement in
a straightforward manner.

What is significant about the sequence identification
procedure is that it had been a sticking point in previous
attempts to create a regulatory framework for amateur spread
spectrum. The fact that three FCC defined sequencesare now
"accepted" as part of this framework and the proposed use
of working sequence windows provides us with a possible
solution to the enforcement problem.

The question of how to monitor a transmission which
is using a nonauthorized working sequence (rogue sequence)
is not difficult. It is treated as a transmission which requires
standard FCC enforcement investigation which would involve
direction finding and a site inspection if appropriate. The main
point is that with the defined sequencesand working sequence
windows, a station employing a rogue sequence can be quickly
identified from those employing authorized sequences. This
allows enforcement and self policing by amateurs.

So far we have discussed two areas where good thinking
allowed us to approach and solve two regulatory problems.
The third area is more difficult and one which is still pending,
both among the amateur radio community and at the
Commission. This is the problem of interference from a direct
sequence signal. It is a complicated topic and I willonly touch
on it in this issue of the newsletter. In the next issue, I will
present in detail some of the problems and possible solutions
which are currently being considered.

One of the most intriguing things about spread spectrum
is the ability to operate the spread spectrum signal below the
noise level. This amazing property comes from the fact that
the signal is spread out over a wide bandwidth. The amount
of energy present in a receiver's bandwidth is less than the
amount of atmospheric noise being received and the amount
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of noise contributed by the receiver internally. For our analysis
and thinking we have been using a field strength of O. I micro
volt. If the spread spectrum signal presents less than 0.1
microvolt to a receiver (at the antenna terminal) we think of
it as being less than the strength at which the receiver can
separate it from the noise discussed above. Therefore,
whenever we talk about a signal below the noise we mean a
signal which is being observed at a 0.1 microvolt or less to
a conventional, narrowband receiver which is amplitude
sensitive.

The problem comes when we try to consider how much
spreading bandwidth is available in each of the vhf-uhf
amateur bands. For example, in the 1.25 meter band (220
MHz) we have 5 megahertz to spread over. Forgetting for a
moment about the distribution of energy resulting from PN
PSK assume for the sake of argument it is flat across the band.
Basically,the energyacquired by the receiveris the transmitted
power divided by the spreading bandwidth (yielding power
per hertz) divided by the receiverbandpass (3 kHz). Of course
this must be converted to voltage per meter. Next the effect
of distance must be figured into the equation. Since the power
drops off as the inverse of the square of the distance, the
energy at the receiver will, at some distance, go below our
0.1 microvolt level and this will make it fall below the
receiver's noise floor.

Receivers with similar bandpass characteristics will not
"hear" the spread spectrum signal and will not be interfered
with. However, receivers closer in the 0.1 microvolt contour
will hear the direct sequence signal and consequently will
experience interference.

To add to the problems, suppose that the transmitting
station used a beam antenna for the spread spectrum signal.
The beam antenna has the effect of concentrating the spread
spectrum transmitter's RF in a beamwidth, along which the
signal strength will be considerably higher. Therefore, the 0.1
microvolt contour will extend far out in the direction of the
beam.

A station using a beam for receiving will experience a
similar problem since its narrow beam width willprovide gain
and will stretch the 0.1 microvolt contour out, perhaps now
encompassing the receivingstation as well. Note also that the
height above terrain of both the spread spectrum station and
the receiver (intended or otherwise) will affect the signal
strength and hence, the level of interference from the DS
signal.

In summation, it is unclear how to predict the interfer
ence level resulting from direct sequence spread spectrum on
other than a case-by-case basis. The question of how to fit
this into an amateur radio framework will be discussed in the
next issue of the newsletter.

January 1985

AMRAD FREQUENCY HOPPING BEACONS

Two different FH beacons are operating in the
Washington D.C., Northern Virginia area for experimental
use. The first beacon is operated by Chuck Phillips, N4EZV
from Falls Church, VA at a power of twenty five watts into
an omni-directional antenna. The beacon operates with 100
ms dwell and hops randomly on channels 25 kHz spaced from
144.9 to 147.8 MHz. A preamble tone burst is transmitted
at the start of each transmission sequence on 144.9 for
synchronization purposes. The last hop also contains a tone
burst to signal end of transmission. The hopping sequence
is modulated with "VVV DE N4EZV" in morse using NBFM.



FH signals well below the I ms dwell barrier we are now living
with.

We're still in the proposal stage of this experiment. Anyone
interested in transmitting or decoding this kind of sequence
from the radio is invited to write to me for the details. If things
start to move on this experiment, we will probably form a
sub-group to the current special interest group.

Mareh 1985
REPEATERS AND SPREAD SPECTRUM

By Hal Feinstein, WB3KDU

As many of you know, the AMRAD spread spectrum
group set up a frequency hopping (FH) beacon in the
Washington, D.C. area to give people a signal-of-interest to
try to receive. Moreover, we were interested in initial testing
of a spectrummanagement concept called "overlay" in which
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TRUE-MOORE SEQUENCE EXPERIMENT

The Thue-Moore sequence (TMS) is a simple sequence
that has many synchronization properties, is easy to generate
and more importantly, it is easy to decode. Dr. John Hershey
is a mathematician who specializes in the study of sequences
to solve communication system problems. He has been
studying the properties of this sequence for many years for
use as a synchronizing sequence for spread spectrum.

Dr. Hershey was in touch with AMRAD recently con
cerning a proposed experiment to transmit and decode the TM
sequence using personal computers. The hitch is that Dr. J.
is located in Boulder, Colorado, and most (but not all)
AMRAD facilities are in the Washington D.C. area. In
addition, Dr. J. doesn't hold an amateur radio license. The
solution being proposed is that AMRAD transmit on HF the
Thue-Moore sequence using slow keying (probably several bits
a second) and that Dr. J. will receive the transmission and
decode it on his personal computer. The reception would be
done using some simple gear that AMRAD can easily build.
The second proposal is that AMRAD obtain an Experimental
License from the FCC which would allow operation outside
the ham bands. Being carried under this license, Dr. J. could
communicate with us back in Washington DC for the
experiment.

The Thue-Moore sequence is a very simple sequence to
generate. It consists simply of the odd parity of the parallel
output of an n-stage stage binary counter. Consider the
following example:

TM sequence
I
I
o
I
o
o
I
I
o
o
I
o
I
I
o

counter
0001
0010
0011
0100
0101
0110
0111
1000
1001
1010
1011
1100
1101
1110
1111

The beacon itself is based on a portable FH transceiver
that Chuck designed for the law enforcement community.
Chuck indicated that the beacon will be up for periods when
his supply of the FH transceivers allows him to devote one
to beacon use. He is willing to leave the beacon up longer if
you are interested in trying to receive it.

The second beacon is operated by Scott, K4RS at the
Electronic Equipment Bank Inc. in Vienna, Va. and was built
by Dave Borden, K8MMO, Terry Fox, WB4JFI, Elton
Sanders, WB5MMB, Bernie Stuecker, K4XY, and Hal
Feinstein, WB3KDU. The beacon operates with an output
power of 80 watts into an omnidirectional antenna.

The beacon operates as follows: on the five minute mark,
the beacon comes up on the AMRAD repeater with an ID
consisting of "K4RS FH BEACON V1.1" in 20 WPM morse.
Following the morse is a five second preamble tone. The
beacon begins hopping at that point, which is indicated by
the fall of the tone in the repeater's input. The tone remains
on, in fact, but since the beacon has started hopping, it no
longer is on the 147.81 input channel for the repeater. The
dwell time of the hopping depends on the sequence mode being
used. Mode one is called the linear mode and consists of
visiting every channel from 144.0 to 147.790 using a dwell
of I millisecond. The two meter band is swept at the rate of
once every four seconds and the beacon performs 50 sweeps
in a single transmission. Mode two employs a pseudo-random
sequence of channels which are fixed for each transmission.
Each channel in the two meter band is visited just once but
in random fashion. The dwell time for mode two is 100 ms,
At this rate, interference to repeaters and other fixed users
is possible so the channels which they use are removed from
the channel table. In addition, for repeaters which are close
to the Electronic Equipment Bank one channel either side of
their input frequency has also been removed.

At the end of FH for either mode one or mode two, the
beacon switches to 145.630 and transmits an information
message in 20 WPM morse: "FOR AMRAD UNDER FCC
STA VI.2 MODE I K." The purpose of this transmission is
to allow you to receive the beacon in narrowband mode to
measure signal strength, fix beams, indicate which version of
the beacon is running and what the mode is. Remember,
receiving the beacon is a simplex operation, without the aid
of repeaters.

The beacon has some anti-interference features: it will
wait for the repeater to drop before sending its ID on the
AMRAD repeater. If 145.630 is busy, the beacon will skip
over the morse message and wait for the next five minute mark
to begin transmission.

The beacon is built from an ICOM-2AT and a Com
modore 64 computer. The beacon program is written in
BASIC with the ICOM driver and the morse code program
written in machine language.

A number of people have started developing receivers for
the beacon, most notably K8MMO using a XEROX 820 in
"C" and an ICOM 2N, N4ICK is looking at the Commodore
64 and an ICOM as a receiver, Sandy, WB5MMB, is midway
on building a 10ms dwell pseudo-random receiver from two
GLB synthesizers. Sandy's receiver is based on the Motorola
MCI45151 CMOS LSI PLL synthesizer chip. A complete
synthesizer based on this chip is offered by GLB Electronics
for about $40. We will feature Sandy's project in a future
issue of the AMRAD newsletter.

Another project which is currently being wired is some
thing we call the EAR or extremely agile receiver. It is a
combination of techniques which should permit us to receive



a spread spectrum transmitter can share the same band with
conventional users.

Effective spectrum management tries to fully allocate the
band whileholding interference to a ntinimum. In conventional
modulation techniques, this can commonly be done by first
channelizing the available frequencies. Channel spacing is
usually dependent on low cost technical means to reject
adjacent channel interference and the modulation bandwidth.

Wideband FM with its large guardbands gave way to
narrowband FM. Now, narrowband FM is under pressure to
accommodate the even narrower amplitude compandered
single sideband (ACSB). ACSB is a form of SSB which has
the audio compandered for better intelligibility and a pilot
tone to aid in automatic SSB tuning.

The concept of spread spectrum overlay is another ap
proach to utilizing the unused guardbands and moreover, the
intermittently used channels commonly found with repeater
operations. Spread spectrum's wideband signal can be viewed
as a form of frequency diversity in which the signal energy
is distributed across the band. A spread spectrum receivercan
utilize the energy in the clear places within the band as an off
set against the frequencies which have a conventional signal
present. This is the concept of process gain used in anti
jamming applications to offset interference from conventional
narrowband users. Under general conditions, the spread
spectrum signal should not experiencemuch interference after
it is "despread."

The AMRAD beacon was used to test several aspects of
the overlay concept. First, could general amateur radio
equipment be easily modified for spread spectrum use? The
beacon itself was built from a Commodore-C64 and an ICOM
2AT. Second, what was the slowest hopping speed that would
not interfere, and third under what conditions could we avoid
activating repeaters?

The answer to the first question showed many PLL type
synthesizerscan be modified for slow frequency hopping, and
that the settling time of some limits the pseudo-random hop
ping to no less than 100 ms per hop. Surprisingly, we found
that many of the common PLL synthesizerswould stay in lock
if a "sweep" mode was used. In the sweep mode, each
frequency starting from 144.0 is visited to the top of the band
at 147.990.We found that 2000hops per second were possible
with the sweep mode! Looking at the output on a spectrum
analyzer revealed that, while the unlocked condition was not
reached, the synthesizer was not stationary but was ringing
around the channel attempting to settle.

At I ms hops this effect was still present but to a lesser
degree; 10 milliseconds was found to be useful for the beacon
tests but still had some percentage of ringing.

We have found that the amount of interference to be ex
pected by conventional users is dependent on several factors
including the FH power output, path loss, use of directional
antennas, polarizations, the hop rate and the number of
channels to hop. The larger the number of channels, the less
often the hopper visits and hence, the less power per channel.
Moreover, the faster the hopping, the less power per channel.
Both the speed and the number of channels are most signifi
cant for reducing the power per channel and hence the spread
spectrum signal heard by a conventional channelized receiver.

Hop speed also affects the amount of energy observed
by a conventional user. Hop times of less than I ms seem to
still be visible to conventional receivers. We have not found
the point that the signal becomes invisibleyet, but we speculate
that once the rate of hopping passes the IF bandwidth of a

4·20 Chapter 4

conventional receiver, the energy should be essentially
rejected.

Lastly, the problem of a repeater triggering on the FH
signal was investigated. We tried 10 milliseconds and found
that almost all repeaters were not triggered due mainly to the
anti-kerchunking delays. Several repeaters lack this delay and
would come up every time the signal landed on their input.
There was a fix for this problem which we applied. The
repeaters which were subject to this quick trigger effect were
removed from the beacon table so that they would not be
triggered.

We ran a one hour test to deterntine if the fix worked
and found that indeed it had. Next to test is the hopping speed
at which even these repeaters do not report our presence. In
order to do this we must move to our next synthesizer design:
the Fred Williams direct synthesis oscillator.

DIRECT SYNTHESIS OSCILLATOR WORKSl

The gang here has obtained one of the Fred Williams
direct synthesis oscillators from A and A Engineering. It was
assembled and is currently undergoing testing at Sandy,
WB5MMB's QTH. The output signal of the oscillator con
tains some harmonics due to the staircase reconstruction of
the sine wave within the D to A converter. The signal is filtered
by a two stage LC filter to perform some additional smooth
ing to the signal. Without loading the increment register which
determines frequency, the oscillator appears to "free run"
at about 500 kHz.

The next step is to modify the shift register serial to
parallel converter within the oscillator to accept plain parallel
output from the Xerox 820 or the C-64. The expected hop
speed of the direct synthesis oscillator is around 100,000 per
second maximum.

GOOD BOOKS FOR THE EXPERIMENTER

Good books are hard to find on spread spectrum subjects
if you are not a PHD in math. Well, Mr. Dixon has just pub
lished the second edition of his excellent book Spread
Spectrum Systems.

The book is published by John Wiley and Sons in the
Wiley-Interscience series and sells for about $37.50. It is
clearly written and has a minimum of advanced math.

Here is the table of contents:
I. The Whats and Whys of Spread Spectrum Systems
2. Spread Spectrum Techniques
3. Coding for Communications and Ranging
4. Modulation and Modulators: Generating the Wideband

Signal
5. Correlation and Demodulation
6. Synchronization
7. The RF Link
8. Navigation with Spread Spectrum
9. Applications of Spread Spectrum Methods

HIDE SPREAD SPECTRUM TRANSMITTER HUNT

As you knowI we areplanning a spread spectrum trans
mitter hunt for the fall or early summer. No date has been
set yet, but a number of people have expressed interest at this
point. Often, they say: how can you DF a spread spectrum
signal when you can't even hear it! Then they look at you
like you are in the slower learner class. Well, you are dealing



with one of two types of people here. The DOGMATIST has
read this kind of nonsense in some military publication meant
for the rear-guard, or perhaps one of the numerous popular
magazines. I've found that there is no way to discuss anything
complicated with such folk because they rely on simpleslogans
such as: "bigger IS better," or "time wounds all heels."

Anyway, having dispensed of fifty percent of the voting
public, we turn to the people who are in a position to know.
Yes, however, we have a new problem. People who KNOW:
-can't SAY.

Well, here is some real poop:
(I) Chuck, N4EZV, has a modified doppler direction

finder which can lock up on a 10 millisecond or more
frequency hopping signal.

(2) Wideband equipment is available at hamfests for
reasonable prices. We got a 55-260 MHz wideband receiver
(tubes mind you) at a recent hamfest for $65. However,
Sandy, WB5MMB, says all he can get on it is country music.

(3) A set of sharp beam antennas can bring an FH signal
out of the "noise" and eliminate some of the other inter
ference. So now it can be processed on the above mentioned
receiver.

(4) Linear shift register sequences are easy to decode, see
Dixon appendix 5.

(5)DFing a frequency hopping signal is easier than trying
to listen to what it says. Listening to what it says may not
be that hard either.

(6) Well then, what about Low Probability of Intercept
(LPI). Answer-depends who you talk to. For example: "You
can't hear 'em if they're below the noise (a sometimes true
statement)." "You got to be far enough away from a receiver
so that they can't hear ya otherwise you don't have LPI."
I ask, "How far away is far enough?" They say. "depends
what THEY are receiving with. If it's a eat's whisker or lead
crystal or even an ATWATER KENT receiver, you got LPI."
So I ask, "What if they use an HP spectrum analyzer or even
a WWII BUSHIPS ECM receiver with the four MHz IF
feature?" They say, "BOY, you're askin' the WRONG
questions," after a moment of thought THEY added, "if you
can see the signal on a spectrum analyzer THEN you can get
the information back and if you can get it out of noise by
using lots of antennas, amplifiers and what have you, well,
then you can get 'em and they don't have LPI."

One author has gone as far as to imply that LPI is
wrongly named. Instead, he suggests calling it Low Proba
bility of Recognition (LPR). A receiverwillcertainly intercept
the signal even if it's below the noise, but the operator may
not recognize its presence. Like the famous line from a
Gershwin musical "It ain't necessarily so . . . "
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Chapter 5

The League's View of
55 Experimentation

QST, November 1980

Spread Spectrum and the Radio Amateur

Spread-spectrum signals are unlike any emissions presently
used by radio amateurs. But we stand at the threshold of
what may be a new mode for amateur communications.
By Paul L. Rinaldo, W4RI

A modulation technique that has
been in development since the late J9405,
spread spectrum (SS) has, until recently,
been virtually unthinkable for use by
radio amateurs for a number of reasons.
First, SS occupies bandwidths far in ex
cess of the necessary bandwidth; that
would be illegal! By using a pseudo
random digital sequence to scatter energy

over a wide band, there is only a small
amount of energy in anyone hertz; that
would make it an unauthorized code. 55
systems have been complex and expensive;
that would be beyond the resources of
radio amateurs. Much of the development
has been conducted under government
contract; most hams knew little or
nothing about the subject. There were

more than enough reasons to deter hams
from even dreaming about an 55 rig in
their shacks.

The situation has changed greatly in re
cent years! 55 technology has progressed
to the point where affordable systems can
be built for amateur and other non
governmental uses. The replacement of
the Federal Communications Commis-
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SUPPRESSED
C.ARRIER
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Fig. 1 - Power vs. frequency for a dtrect
sequence-modulated spread-spectrum signal.
The envelope assumes the shape of a (Sin x) 2,
curve. With proper modulating techniques, Ihe
carrier is suppressed.

sion's Office of the Chief Engineer with
the Office of Science and Technology
(OST) carried with it the mandate to en
courage the use of new technology. The
FCC's OST sees the Amateur Radio Ser
vice as a test bed for new techniques.
Some at the FCC feel that the long-term
retention of amateur frequencies, in com
petition with other radio services, depends
largely on continued technological ad
vancements by amateurs. We may be
entering an "experiment or expire" era.

Why the sudden interest in SS? The
reasons are many. First, there is the simple
technical imperative, meaning that the
technology is there as a result of many
years of government-sponsored develop
ment, so why not use it for civilian ap
plications? Another reason is that a
number of SS users, say in the Land
Mobile Service, could be overlaid on top
of an existing band already "full" of
mobile users employing conventional fre
quency modulation. Similar overlays
could be tried by amateur experimenters
in the ham bands. lfthis is done with care,
the preexisting users wouldn't even detect
the presence of the SS overlay. Yet
another possibility is the creation of new
bands, maybe a 9OQ·MHz band, which
would use S5 exclusively to accommodate
thousands of users. Moreover, S5 could
afford these users both privacy and im
munity from interference through proper
code settings. In general, SS offers
possibilities for more extensive sharing of
frequencies while minimizing interference.

Spread-Spectrum Fundamentals
55 systems employ radio-frequency

bandwidths that greatly exceed the band
width necessary to convey the intelligence.
Bandwidths for SS systems generally run
from 10to 100 times the information rate.
By spreading the power over a wide band,
the amount of energy in any particular
hertz or kilohertz is very much smaller
than for conventional narrow-band
modulation techniques. Depending upon
the transmitter power level and the
distance from the transmitter to the
receiver, the S5 signal may be below the
noise level.

SS systems also use coding sequences to
modulate and demodulate the transmis-
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Fig. 2 - Power vs. frequency for trequencv
hopping spread-spectrum signals. Emissions
jump around in pseuoo-ranoorn fashion to
discrete frequencies.

sion. Receivers with the wrong code will
not demodulate the encoded 55 signal and
will be highly immune to interference
from it. On the other hand, receivers with
the right code are able to add all the
spread energy in a constructive way to
reproduce the intended modulation. In
fact, the use of coherent correlation can
yield some process gain. Changing the
code to another sequence effectively
creates a new "channel" on which a
private conversation can take place. Many
good code combinations could be made
available on a single chip and selected by
means of thumbwheel switches on the S5
transceiver.

Types of Spread Spectrum

There are four basic types of spread
spectrum: direct sequence, frequency hop
ping, pulse-fm and time hopping. In addi
tion, there are hybrids consisting of com
binations of two or more of the above
basic types.

Direct Sequence (DSj: Direct se
quence S5 is produced by modulation of a
carrier with a digitized code stream. This
type of modulation is also known by the
terms pseudo-noise (PN), phase hopping
(PH), direct spread, or direct code. Phase
shift keying (psk) is usually used to pro
duce the marks and spaces, but frequency
shift keying (fsk) could also be used. The
wide rf bandwidth arises from the use of a
high-speed code. Of course, if the trans
mitter were allowed to rest on the mark
frequency, there would be a steady carrier
in one place whenever there is no modula
tion. This would produce interference to a
narrow-band user on that frequency. It
would also pose problems for other SS
users of the same band, particularly if
they did the same thing. So it is conven
tional for SS systems to include tech
niques to continue a pseudo-random code
sequence even during intervals when in
telligence is not being transmitted.

The power spectrum for a DS signal (as
might be seen on a spectrum analyzer) is
not uniform across the band, but has a
main lobe and sets of sidelobes as il
lustrated in the title photo and in Fig. 1.
The bandwidth of the main lobe as
measured from null to null is two times
the clock rate of the code sequence. The
bandwidth of the side lobes is equal to the
clock rate. To receive a DS signal, the
receiver must collapse or "despread" it to
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Fig. 3 - Power vs. frequency lor chirp spread
spectrum signals. The carrier is repeatedly
swept, continuously, from one end to the other
in a given band.

the original bandwidth of the informa
tion. This is done by using a replica of the
code sequence used by the transmitter.

Frequency Hopping (FH): As the
name implies, frequency hopping is sim
ply jumping to a number of different fre
quencies in an agreed sequence. The code
sequence is usually at a slower rate than
for direct sequence and is normally slower
than the information rate. The hopping
rate may also be determined by practical
considerations, such as how long it takes
for a particular frequency synthesizer to
settle down on a new frequency.

Actual modulation of the frequencies
uses normal narrow-band techniques such
as frequency modulation. At any instant,
an FH transmitter is emitting all of its
power on a specific frequency slot and
potentially could interfere with someone
else using a narrow-band system on that
frequency. However, the FH dwell time
on that particular' frequency is so short
that most narrow-band users would not be
bothered. Mutual interference between
two or more FH users sharing the same
band could be extremely low, depending
upon the design of the code sequences.
Fig. 2 illustrates the power spectrum for
an FH signal.

Pu/se-FM (Chirp): A chirp spread
spectrum system sweeps its carrier fre
quency over a wide band at a known rate.
Again, conventional narrow-band modu
lation of the sweeping carrier is used to
convey the intelligence. The receiver uses
a matched, dispersive filter to compress
the signal to a narrow band. Chirp
systems typically do not use a code se
quence to control the sweep generator.
Sweep time can be largely independent of
the information rate. Normally, a linear
sweep pulse is used, similar to that pro
duced by a sweep generator. The power
spectrum for a chirp system is illustrated
in Fig. 3.

Time Hopping (THj: Time hopping is
a form of pulse modulation using a code
sequence to control the pulse. As in other
pulse techniques, the transmitter is not on
full time and can have a duty cycle of
50% or less. Several systems can share the
same channel and function as a time
division multiple-access (TDMA) system.
TH is more vulnerable to interference on
its center frequency than other SS
systems. Seldom seen in its pure form, TH
is typically used in hybrid systems using



frequency hopping as well.
Hybrids: In addition to the TH/FH

hybrid system just mentioned, there are
also DS/FH and DS/TH combinations.
Hybrid systems are typically designed to
accommodate a large number of users and
to provide a higher immunity to inter
fcrcnce. They also produce better results
at practical code sequence rates governed,
for example, by how fast a frequency syn
thesizer can be switched". Also, hybrids
can produce greater spreads than those
which are practical for pure SS systems.

Some Considerations

Synchronization: In the design of a
spread-spectrum system, usually the
toughest problem is synchronization of
the code sequence at the receiver with that
of the incoming signal. If sync is not at
tained, even just one bit off, nothing but
noise can be heard. The problem becomes
worse when more than two stations are
trying to communicate in a net. This is
because of the different propagation de
lays between stations; i.e., it takes a
different time for a signal to travel over
paths A-B, A-C, or B-C if the stations are
not equidistant. These differences may be
only slight but just enough to degrade the
signal-to-noise ratio of the received signal.
In addition to the time uncertainty related
to propagation, there is also a frequency
uncertainty in trying to keep oscillators at
two or more stations from drifting.

Because the stations cannot be expected
to synchronize on their own with no
reference, it is normal for at least one sta
tion to transmit an initial reference for
sync purposes. Upon reception, the re
ceiving stations can generate the code se
quence at a rate different from the. code
sequence used at the transmitter. Even
tually, the two code streams will slide into
phase with one another and may then be
locked up. After initial synchronization,
maintaining sync presents another prob
lem which can be solved in different ways.
One is to use a code sequence preamble at
the beginning of each transmission.
Another is to use ultra-stable clocks at all
stations to ensure that the code-sequence
clock frequency does not change.
Numerous other schemes have been de
vised and implemented with varying
degrees of difficulty. The exception is that
chirp systems do not have this problem
because the matched filter used in

Glossary of Spread Spectrum Terms

Chirp - Same as pulse-fm.
Code sequence - A series of 1 or 0 bits ar

ranged in a known pattern.
Direct code - Same as direct sequence.
Direct sequence - A type of spread-spectrum

modulation using a code sequence to
modulate a carrier, normally using phase
shift keying,

Direct spread - Same as direct sequence.
Frequency hopping - A type of spread spec

trum which employs rapid switching be
tween a large number of discrete fre
quencies.

Hybrid - A spread spectrum system that
combines two or more basic types of
spread spectrum.

Phase hopping - Same as direct sequence.
Pseudo-noise - Same as direct sequence.
Pulse-fm - A type of spread spectrum that

uses a swept carrier.
Spread spectrum - A class of modulation

types that produce bandwidths far in ex
cess of the bandwidth necessary 10 convey
the intelligence.

Time hopping - A type of spread spectrum
using a form of pulse modulation in which
the pulses are controlled by a code se
quence.

demodulation inherently achieves sync on
each pulse transmitted.

Transmitter and Receiver Design:
One difference between SS and conven

tional rf equipment is that SS requires
transmitters and receivers that have to to
100 times the bandwidth of narrow-band
systems. That may pose some problems at
lower frequencies, but in the 420-MHz
band the amateur television (ATV) ex
perimenters already have equipment that
can handle wideband signals. The trans
mitter design, which should be well within
amateur capability, amounts to taking
care in broadbanding the rf stages after
modulation to maintain amplitude lineari
ty, and in keeping the antenna system
VSWR very low. Receivers must not only
have wideband front ends but must have
good dynamic range and linearity to
handle both the desired signal and any in
terference. Where an i-f is used, the fre
quency chosen must be higher than, for
conventional transceivers. In practice, 70
MHz is a common 55 i-f. Components

(such as filters) are available for this fre
quency to build S5 i-f modems (modu
lator/demodulators).

Amateur SS Experimentation
The Amateur Radio Research and

Development Corporation (AMRAD) has
formed a group to experiment with several
different types of 55 systems. Before On
the-air tests are conducted, it will be
necessary to obtain a Special Temporary
Authorization (STA) from the FCC.
Readers wishing to participate should
contact AMRAD via the author.

The continued existence of the Amateur
Radio Service depends, in part, on
amateurs' contributions to the state of the
art through experimentation. Spread spec
trum is fertile ground for amateur in
vestigation. While SS has been developed
extensively for military and other govern
mental applications, civil uses are virtually
unexplored. Hams have the capacity to
build 5S systems which are practical and
inexpensive. There is no guarantee that SS
will prove itself worthy of regular use in
civilian radio services, but the technology
is ripe for Amateur Radio experimenta
tion.
[The title photo, a spectrum analyzer
display of a direct-sequence spread
spectrum signal, is reprinted through the
courtesy of Robert Dixon and John Wiley
& Sons, Inc. The photo appears on the
cover of Spread Spectrum Systems. 
Ed.]
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Conducted By
Gerald L. Hall, KHD

SPREAD SPECTRUM TECHNIQUES

o The article on spread spectrum Amateur
Radio in November 1980 QST was very in
teresting. Author Paul Rinaldo, W4RI, is to be
commended for discussion an extensive subject
with such a concise treatment. The essential
features and characteristics of spread spectrum
were mentioned. However, there are some
potential misconceptions.

In the article Rinaldo mentions that spread
spectrum signals can be overlaid on top of ex
isting operating frequencies and states, "If this
is done with care, the preexisting users
wouldn't even detect the presence of the S5
overlay." As Rinaldo implies, under the proper
circumstances this is completely true.
However, if the spread-spectrum transmitter is
close to a conventional receiving station, that
receiving station will certainly be jammed on
all channels in that band! On the converse,
when the spread-spectrum station is receiving
and the nearby conventional station is
transmitting, the reverse will occur: The
spread-spectrum station will experience severe
bleed-through of the undesired signal. This
arises from using limited bandwidth spreading
ra~ios. The equation for jamming rejection is:

Jamming rejection = 10 log (bandwidth ratio)
(Eq. I)

where bandwidth ratio is the rf bandwidth
divided by the information (audio) bandwidth.

Jamming rejection is the amount of suppres
sion of undesired signals in the spread
spectrum receiver. Eq. 1 also holds true for the
degree of covertness (noninterference with con
ventional receivers) when the spread-spectrum
station is transmitting. As can be seen, the
amount of bandwidth spreading required for
modest rejection is significant: For 30 dB of re
jection a 1000:I spread would be required, and
for 40 dB, 10,000: 1. A 1000: I spread of filtered
audio is 2.5 to 3 MHz of rf bandwidth, and
that only gives 30 dB of dynamic range. But it
is common for signal strengths to exceed a
dynamic range of 80 dB when considering in
band transmitters within a couple of miles of a

'Po L. Rinaldo, "Spread Spectrum and the Radio
Amateur," QST, Nov. 1980, p. 15.
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receiving station. The author gives typical
values of IO to 100 for spreading ratios. These
are clearly inadequate.

The author also states that changing the code
allows another private channel. Again, this is
completely true under the proper cir
cumstances. Here, there is a better relationship
for off-channel rejection:

Channel rejection = 20 log (bandwidth ratio)
(Eq. 2)

Since this is a 20-dB-per-decade relationship,
the channel rejection builds up at a faster rate
than jamming rejection. For the same 2.5
MHz, 1000: 1 spread spectrum voice signal, 60
dB of off-channel rejection is possible. But that
is with a very limited number of codes; with a
wider choice, the channel rejection falls short
by several decibels.

In addition, the suggestion of spread spec
trum for the Amateur Radio Service is not new.
J. P. Costas, W2CRR, proposed it back in the
1950s, just when ssb was in its infancy. 1 Costas
contributed a circuit, the Costas loop
demodulator, which is very valuable to many
spread-spectrum systems today. It was de
signed to demodulate double-sideband sup
pressed carrier (usually abbreviated dsb)
transmissions. Dsb is the simplest spread
spectrum signal, with a spreading ratio of 2.
Dsb also has some significant advantages over
ssb.' The most notable is that the transmitter
peak-to-average power requirements for non
sinusoidal modulating signals is much tamer.
For example, according to the reference,' if a
square wave is transmitted with ssb, the peak
to-average power requirement of the transmit
ter approaches infinity, but for dsb the peak
to-average power requirement is 1: I. For a sine
wave, the peak-to-average requirement for
both ssb and dsb is 2:1. In the 1950s it was
quite difficult to make good ssb transmitters,
even compared to the added complexity of the
Costas loop demodulator needed for a dsb

'J. P. Costas, "Poisson, Shannon, and the Radio
Amateur," proceedings of the IRE. Dec. 1959,
pp. 2058·2068.

'J. P. Costas, "D.S.B. vs. S.S.B.," Technical
Correspondence, QST, May 1957, p. 42.

'Reference Data For Radio Engineers, Fifth Ed.,
p.21·5.

receiver. Even today this is a significant prob
lem with speech processors being used to help
alleviate the wild peak-to-average requirements
of nonsinusoidal (voice) modulation. Even
with these significant disadvantages, ssb
became the standard modulation format.
There is a simple reason for ssb winning out
over dsb: adjacent-channel rejection. It is
easier to increase adjacent-channel rejection to
the levels needed (80 dB and greater) with fancy
receiver filters than it is to spread the band
width of the transmission.

I don't want to sound like a conservative
who doesn't want change. Actually I would
like to see more experimentation with advanced
modulation techniques. It is with the kind of
exposure that Rinaldo is giving that this can
take place. However, 1 would not like to see
significant misconceptions spoil it by creating
distrust between various groups of amateurs.
That isn't likely if the fine details arc
understood in advance. Then the problem
becomes (as it is in the military), "Where can
enough available spectrum be found for such a
service?" Perhaps the answer is at 900 MHz, as
suggested by Rinaldo.

Incidentally, the article by J. P. Costas
makes very interesting reading. Even though it
was published in the IRE literature, it is still
readable by persons without a PhD in
mathematics, with only a couple of equations
per page. Moreover, it reads as if it were writ
ten in 1979, rather than 20 years earlier. His
comments about congestion and solutions arc
very perceptive, if not prophetic. Of particular
interest are his evaluations of ssb versus
spread-spectrum performance in congested
conditions. "As the congestion becomes worse
it will be impossible to avoid reducing the data
rate per circuit. The important point here is
that the broad-band philosophy ACCEPTS
INTERFERENCE AS A FACT OF LIFE and
an attempt is made to do the best that is possi
ble under the circumstances. The narrow-band
philosophy essentially denies the existence of
interference, since there is an implied assump
tion that the narrow-band signals can be placed
in non-overlapping frequency bands and
thereby prevent interference." It is my percep
tion that this philosophy remains prevalent to
day. - Ken Wetzel. WA6CAY
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Spread-Spectrum Applications
in Amateur Radio
Through the properties of their coded modulation, spread
spectrum systems can provide multiple-access, low-interference
communications to radio amateurs.

By William E. Sabin, WIlIYH
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TraditionallY. tbe emphasis in Amateur
Radio has been to make a transmitted
signal as narrow in bandwidth as possible.
Also, receivers are made as narrow and as
interference-immune as possible. In this
way, many signals can occupy a ham band
successfully. This approach has been suc
cessful, to a point. But if a group of sta
tions is on one frequency (the pileupl), the
system does tend to break down, with
disastrous results.

A new approach is being advanced that
amateurs should take a look at. Military
and commercial organizations are develop
ing spread-sprectrum systems. Such
systems deliberately occupy a wide band of
frequencies, as part of a strategy to make
communications more reliable and more
secure, or private. (The word "privacy,"
as used here, has a special meaning in
Amateur Radio. which will be considered
later.)

To bemore exact, a transmitter sends its
message in such a way that a wide spectrum
is used, according to a very carefully
designed plan. The receiver has the ability
to use this same plan in reverse, to convert
the signal back to narrow-band form. By
performing these actions in the right way,
privacy and interference immunity are im
proved. Fig. lA shows a conventional
transmitter output of, say, "1 kW. With
spread-spectrum operation, this same
power is spread out as shown in Fig. lB.
There is no strong carrier at anyone fre
quency. Within a 3-kHz band, the amount
of signal is greatly reduced. In fact, it may
be less than the noise level. But after
"despreading," the signal once again looks
like the signal at A.

This scheme is different from wide-band
fm in that the message itself does not pro
duce the spread spectrum. Instead, another
agent is employed to spread the signal.
Also. there is no carrier. as in an fm system.
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Fig. 1 - The power distribution of a conven
tlonet communIcations signal (A) versus a
spread-spectrum signal (B). The same total
power Is contained In both signals.

Why Amateur Spread Spectrum?

Consider the network shown in Fig. 2.
Using spread spectrum, stations A and B
can communicate privately, while C and D

do the same. Or, A can address all stations.
Also, a member of this net can address an
entirely different net or a single member of
the other net. Or. B could address all nets
simultaneously. In a particularly large
region, these nets all use the same frequen
cy band, and no equipment retuning is
needed for any of the above operations.

In any of these operations, a degree of
"privacy" is achieved, in the sense that
communications are programmed accord
ing to the requirements of the moment.
This "selective calling" is achieved by using
the microcomputer-based "protocol," or
message-routing procedures. The use of
spread spectrum is an enhancement of the
"packet radio" techniques that advanced
amateurs are now experimenting with. By
adding to this packet system a carefully
managed spread-spectrum protocol, it
should be possible to greatly reduce "col
lisions," avoid interference and add
significantly to the repertoire of the packet
system.

This extra element of spread-spectrum
management, in addition to time manage
ment, makes it possible to reduce the
guesswork with respect to frequency selec
tion, which is a major problem in Amateur
Radio. The difficulty is that a clear fre
quency at my station may not be clear at

Fig. 2 - A network of stations using ~p or mtcrcproceeeor-based protocols. Network and Inter
network communication may be obtained without equipment retuning.
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Fig. 3 - The two major types of spread
spectrum operation. At A, the frequency
hopping mode Is Illustrated: at B Ie the direct
sequence mode. The spreading Is caused by
applying a coded modulating signal at the
transmitter that Is Independent of the tn
telllgence modulation. The same predeter
mined code Is applied In reverse at the
receiver to despread the signal, and the in
telligence Is then demodulated In conventional
fashion. If different spreading codes are ap
propriately chosen, lnterterence-tree operation
may be obtained with different stations
sharing the same frequency spectrum.

your station. We need a way to improve
this situation. The communication is not
restricted to data. Digitized voice messages
can be sent, stored at the receiving station
and converted back to speech at the com
pletion of the message.

The information below summarizes the
possible advantages of combining spread
spectrum with packet-network protocols.
There is no particular argument in favor
of using spread spectrum by itself.

• Voice or data
• Simultaneous net combinations
• Network privacy
• Reduced collisions between

A) spread and nonspread systems
B) other spread systems

• Combines well with packet protocols
• Enhances packet repertoire
The important extra element is the volun

tary "discipline" to which the various
players can subscribe. The discipline is
handled by the various personal computers
involved. leaving the operator with a great
deal of freedom.

Fig. 3 illustrates the two major types of
spread-spectrum reception that amateurs
might consider: frequency hop and direct
sequence. At A. a narrow-band receiver is
rapidly tuned through a predetermined set
of frequencies. The desired signal is
available at each of these frequencies when
the receiver tunes there, according to a
predetermined plan. Other signals are pro
grammed so that they are seldom on the
frequency to which the receiver happens to
be tuned at one particular moment,
although they may share this frequency at
different times.

At B, a wide-band receiver, tuned to a
fixed frequency, listens to a signal that has
been carefully spread out in the manner
shown, according to a predetermined plan.
The receiver possesses the key by which to
despread this signal and put it through a
narrow filter. All other signals using the

same frequency band are essentially ig
nored. A different spread-spectrum signal
fails to despread. A conventional signal is
likewise unable to penetrate the narrow
filter, because it is converted to a wide-band
signal by the receiver.

On the hf bands, frequency hopping
would be better because of its narrow-band
nature. At uhf, direct sequence offers ad
vantages. By carefully selecting the kind of
modulation in direct sequence, the spec
trum is improved as shown in the dashed
line in Fig. 3B. This could be msk
(minimum-shift keying) modulation.

Direct-Sequence Spreading

Fig. 4A shows a conventional phase
shift-keyed data signal and the transmitted
spectrum it produces. The width of the
main lobe is twice the data rate, and in an
amateur RTTY system would be less than
I.S kHz wide. In Fig. 4B, each data bit is
modulated by a PN code, where PN means
pseudo-noise. There may bethousands of
PN code bits for each data bit. The data
bit has the effect of inverting, or not in
verting, a group of PN bits, depending on
a data I or O. After combining these code
streams, a mixer with a fixed-frequency
local oscillator produces the spread
spectrum rf signal. The width of the main
lobe is twice the PN code rate.

The design of the PN code is critical to
the performance of the spread-spectrum
system, and will be covered in the next sec
tion. The spectrum in Fig. 4B shows that,
when listened to by a conventional receiver,
a weak, hissing, noise-like signal is heard.
It is not truly random noise, because of the
nonflat nature of the spectrum, and
because the PN code does repeat itself after
some long time interval. The expression
"pseudo" noise is therefore appropriate.

Fig. SA shows a PN code generator. A
shift register with N stages, initially load
ed with all Is, generates an output that is

CORRElATION
OUTPUT

(A)

~DATA

,
~P"CODE

(.)

(.)

(('m:"" "lINOR PEAK
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Fig. 4 - At A, a conventional pnase-ehltt-keyed (psk) data signal and
the transmitter spectrum that It produces. At B, the same data signal
and a paeudc-nclee (PN) code are combined to produce a direct
sequence psk Signal with 118 much broader spectrum.
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Fig. 5 - A PN code generator, A, and a correlator, B. The strings of
blocks represent shift reglslers. At C Is shown the correlation output
with shifts of data In the lower shift register. this output peaks when
synchronization Is obtained.



Fig. 8 - A correlator that operates at baseband with direct sequence.
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Fig. 6 - Block diagrams of two types of direct-sequence receivers. See text.

Fig. 7 - A system for synchronizing and tracking with direct sequence.

influenced by the XOR feedback gates.
After as many as 2N

- I pulses, the code
repeats itself. Code length can be from,
say, 10 bits, to 10 million or more. If my
transmitter and your receiver use the same
PN generator circuit, we cancommunicate.

Fig, SBshows a correlator. One input is
a fixed (or static) PN code that has been
stored. The other input is the received
signal, which ripples through the bottom
section. The output of the correlator, Fig.
SC, is verysmall (± I or 0) except when the
two codes exactlycoincide,at whichtime
the output equals N. When this peak oc
curs, the two codes are "synchronized,"or
correlated.

A well-designed code has only one of
these sharp peaks. Other codes will have
other minor peaks that can produce
"false" synchronization. Also. a short seg
ment of a good code may not be so good
in this respect. Therefore, the register
length should be as long as the code, or at
least as long as possible. A good possibili
ty for amateuruse is to combine two short
Gold codes.' The resultant codeshavegood
correlation properties and are easy to
generate.

Fig. 6 showstwo types of direct-sequence
receivers. In Fig. 6A, the despreading is
done at i-f. A narrow-band crystal mter lets
only the despread signal get into the data
or voice detector. In B, a double conver
sion takes place, and the correlator,
operating at haseband, performs the
despreading, A low-pass filter then passes
the desired signal only, which can be de
rived from the correlator output. Some
receivers use both methods, that at A for
data detection, and that at B for
synchronization.

DIrect-8eqnenee Synchronization

Fig. 7 shows. in a verygeneralway. how
synchronization is achieved and main
tained. One way is to slow down or speed
up the PN code generator in such a way
that it can search backward and forward
in time to "acquire" the incoming code.
Once the code has been acquired, a track
ing operation takes place, so that the PN
code stays closelyaligned with the desired
signal. Acquisition is greatly aided by the
use of very stable clocks and by prealign
ment of the codes, so that only a small
amountof searching is needed. Forexam
ple, using WWV, all code generators could
be initialized each hour.

Another method uses a special, short
preamble that the receiver quickly
recognizes. This recognition starts the
tracking operation. In an amateur applica
tion, this would be easier and cheaper to
implement. In this case, the preallgnment

'[Editor's Note: Gold codes are a family of
codes named after the developer, R. Gold.
The significance of the family Is that a
large number of codes may be obtained with
relatively soon shift registers In the code
generator.]



Fig. 9 - illustrating Interference rejection In
direct sequence. Processing gain Is obtained
with despreading, and in decibels is equal to
20 log (A)f(B), where (A) and (B) are the
amplitudes depicted in the shaded areas at
the right.

'"

the mark/space information or a-m
sidebands. To minimize interference. the
drop-off in the spectrum should be as fast
as possible, consistent with good com
munication. We can also visualize that the
receiver bandwidth should be only wide
enough to receive. say, 90010 of the total
signal energy at each frequency.

A frequency-hop receiver is shown in
Fig. 12. An antenna input switch controls
the turn-on at each frequency in a way that
reduces intermodulation with strong.
undesired signals on nearby frequencies.
After mixing, a narrow filter leads to the
signaldetectors. The outputs of these detec
tors provide signal information to the
microprocessor to control the synchroniza
tion algorithm and to determine that sync
has occurred. When synchronization is
achieved. a tracking operation is started in
which the hop clock rate is adjusted
momentarily. Later paragraphs cover this
topic more thoroughly.

Instead of a single filter plus discrimi
nator, consider two narrow filters, one for
mark and one for space. The outputs are
rectified and compared to determine the

:_,::_y~!_)(.-.><::,:._:

FREQ·
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Fig. 11 - At A, an ernplltude-versus-ttme
representation of a frequency·hopplng signal.
The broken lines indicate possible variations
arising from amplitude modulation of the
signal. At B, an amputude-versus-trequency
representation of the same signal; any
predetermined arrangement of frequency
hopping may be used.

Frequency-Hop Spreading

Fig. 10 is a block diagram of a
frequency-hop transmitter. A fast
frequency-change local oscillator is need
ed. The time that it takes to settle on the
next frequency should be less than 10'70 of
the dwell time on that frequency. Hop rates
of 10 to several thousand per second are
feasible with today's technology, and
amateurs should experiment with speeds
over the entire range. For example, a real
opportunity exists for innovation in a low
cost, fast-hopping synthesizer design.

Shortly before changing frequency, the
signal is smoothly attenuated. as shown.
After the hop, the signal is brought up
again, smoothly. This is necessaryto reduce
the transmitted spectrum (key' clicks) as
much as possible and to allow the LO time
to make its frequency change. The hopping
pattern is all under microprocessor control
and determines which station or network
will be addressed.

The analog voice or fsk data is filtered
by the narrow band-pass filter. In other
words, frequency hop is basicallya narrow
band mode at anyone frequency. Follow
ing the mixer, wide-band amplifiers and a
wide-band antenna are needed so that equal
power output occurs at each frequency.

For voice, a-m (with carrier) is preferred
to singlesideband because ssb causes phase
jumps between hops, which produce ex
cessive noise and distortion. Analog voice
is not a preferred mode, in general, in fre
quency hop. At very low hop speeds,
however, ssb should be considered as a
possibility.

Fig. IIA shows the transmitted signal,
smoothly attenuated between hops. The
dashed lines show possible amplitude varia
tions with a-m operation. Fig. 11 B shows
the spectrum. The tapered Christmas-tree
shape at each frequency is caused by the
turning on and off (Fig. lIA), and also by

can still override the desired distant signal.
even after it has been despread, as shown.
This "near-far" problem in direct sequence
is an important limitation. Frequency hop
seems to be more immune.

k-~oq,"9',~
, ,
I 1(81

~=, ,
I IIBI

==~=,
I

AS DETECTED

U'IOESIREO '10'1- 55

AS RECEIVED

DESIRED 55 5IG'IAL

=~=
U'IOE5IREO 55 5IG'IAL

~~C).=

of codes and time-of-day clocks would not
be needed. When the preamble is sent, it
is immediately followed by the start posi
tion of the long PN code. The receiver per
forms the identical operation. Sometimes.
the preamble is sent as a frequency-hopping
signal rather than direct sequence.

The circuit of Fig. 8 uses two TRW 64-bit
correlators. One recognizes a PN sequence
that identifies a mark. and the other
recognizes an unrelated sequence that
signifies a space, using bi-phase modula
tion. The correlator outputs can be positive
or negative, so a full-wave rectifier (using
op amps and diodes) is needed.

Each comparator looks at the instan
taneous output of its correlator and the
average output of the opposite correlator.
This circuit. with very little modification,
can detect marks and spaces in a frequency
hop radio, in which up to 64 bits of infor
mation would signify the message bit.

Fig. 9 shows how a desired spread spec
trum and an undesired signal, either spread
or narrow-band. are interpreted by a
spread-spectrum receiver. The narrow
band signal is "smeared" by the receiver
so that little energy is passed by the nar
row band-pass filters. If the undesired local
signals are strong enough, however, they

MARK 0-------3['---1
SPACE O-------'lL ---J
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Fig. 10 - A frequency-hop transmitter. The hopping LO must be capable of making fast frequency changes with short settllng times.
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Network Protocol

How could frequency hop be used to
enhance an amateur packet network? Con
sider the format in Fig. 15.

Block 1: The net control has a hop code
that addresses the net. The stations in the
net are using this hop code to monitor the
net control station and synchronize to it.

Blocks 2 and J: The net control also
sends data that contains the information in
blocks 2 and 3.

Block 4: Having acquired frequency-hop
sync, the net members acknowledge.

Block 5: The net control listens for my
message using my frequency-hop code.
Other stations in the net communicate with
each other at the same time, using predeter
mined hop patterns that do not interfere
with other members.

Block 6: The stations use two kinds of
code simultaneously: frequency-hop pat
tern and mark/space code. This makes it
possible, for example, to address a par
ticular station and to identify the caller at
the same time, or to inform the recipient
how to respond to the call. Once the net
members become synchronized, it should
be possible to maintain sync for a long
period of time, with tracking adjustments
as required. If a member requires sync, he
can send a sync-request message to which
the recipient responds.

These ideas are offered for illustrative
purposes and do not represent any known
system in use. The important thing is that

Fig. 13 - illustrating frequency-hop sync
searching or tracking.

DATA
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Fig. 14 - This drawing depicts Interfering signals and fading In a frequency-hop system. The
letters A and B Identify emissions from two different transmitters sharing the spectrum, but with
different hopping codes. The two frequency sets are almost orthogonal. The coding system Is
designed to reject Interference, fadIng and coiilslon. The same hop trequenctee may be used by
both stations; A.and B, but at different times.

quencies. When the start frequency is
detected, hopping automatically begins ac
cording to the hop pattern plan. A stop fre
quency advises that the net control is
available.

Interference Rejection

In Fig. 14, two kinds of interference are
shown. In one case, a steady signal appears
on one of the frequencies. In the second
case, another hopping signal occasionally
occupies the same frequency at the same
time. Also shown in Fig. 14 is a common
occurrence, signal fading from time to time
on various channels.

Ways to combat these conditions are (1)
make the receiver bandwidth narrow, to
reduce interference; (2) design the hop
codes to minimize "collisions" between
nets and between net members; (3) use a
fast-responding age; (4) use a lot of
messageredundancy, i.e., repeat everything
on several frequencies; (5) use error
correction codes; arid (6) delete occupied
frequencies and insert clear frequencies.
Possibly certain frequencies would be
reserved for backup use only.

MICROPROCE551"a
CO"TROL

mark or space condition. For data recep
tion, each filter has a 3-dB bandwidth that
in hertz is about 1.25 times the number of
hops per second. Linear-phase filters,
called "matched" filters, are needed.

Frequency-Hop Synchronization

One way to synchronize is to use very
stable hop-clock oscillators. The hopping
code patterns are then all initializedat some
time, say each hour, using WWV as a time
reference. Then, only a slight amount of
searching back and forth in time is needed
to align the receiver with the signal.

At the start of each reception time, a
small sync adjustment is made. A block of
data would be preceded by a special seg
ment that sets up the receiver to copy data.
A latecomer in a net would also need op
portunities to get fully synchronized.

Sync searching is illustrated in Fig. 13.
We see that the incoming signal, at A, does
not completely coincide in time with the
receiver tuning, at B. The signal switches
to frequency f2 before the receiver is ready
to switch to £1. The result is that the
receiveroutput has a signal only during the
interval shown at Fig. -13C. The receiver
uses this information to advance or retard
the hop clock slightly until the overlap has
improved sufficiently. In the example
shown, the receiver hop clock would be
speeded up.

In another synchronization method that
is somewhat more complicated, the receiver
slow hops until the computer recognizes
that sync has occurred. Then, the receiver
fast hops in sync with the signal. The ad
vantages of this method are that very stable
hop-clock oscillators are not needed, and
no prealignment of hopping codes is
needed.

An additional method is to reserve cer
tain frequencies as "start" or "stop" fre-

Fig. 12 - A trequency-hop receiver. The antenna switchIng reduces Intermodulatlon from strong
adjacent·frequency signals.
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BLOCK 5 I MESSAGE TO NO, 1, NO, 2. NO 3 } 1'- 1 SEND/REC MSG

BLOCK 6B END OF MESSAGE IDENTIFICATION

BLOCK 611, HOP CODE FOR THE NET CONTROL

action is needed to improve the message
reliability.

In a fast-hop system, the dwell time on
each frequency might be I ms. The message
rate is the same as with slow hop, but now
each data bit is repeated on severaldifferent
frequencies. After each bit is received, a
vote is taken and the majority decides
whether the bit is a I or O. The addition
of error correction adds to the reliability.
The fast-hop method should be a better
scheme for amateur use because, with good
design of hopping code patterns, collisions
and loss of data should be less.

The Amateur Radio Research and
Development Corporation (AMRAD) is a
group of amateurs who are dedicated to ad
vanced technology in Amateur Radio.
Within this group are subgroups interested
in spread spectrum and packet networks.
The AMRAD New/etter is helpful to
anyone wanting to learn more, or to get in
touch with others having similar interests.
(Another interesting newsletter, QEX, an
experimenter's exchange, is published by
the ARRL.) AMRAD is also in touch with
the FCC and has obtained special permits
to do various kinds of experimental work.
The address is AMRAD, P.O. Drawer
6148, McLean, VA 22106. Terry Fox,
WB4JFl, is president of AMRAD. Hal
Feinstein, WB3KDU, heads the spread
spectrum subgroup, and Dave Borden,
K8MMO, heads the packet-protocol
group.
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quency and then the frequency is changed.
A typical dwell time on each frequency
might be 0.1 second.

It is important to have some way of
detecting "bad" frequencies and moving
away from them. The network protocol
should include an avoidance strategy. The
key is to find out if excessive errors occur
on certain frequencies. This frequency
management is under computer control.
My computer tells your computer what

MY HOP CODE NR

ACK NO, 2

HOP CODE FOR THE NET CONTROL

IDENTIFICATION

ACK NO, 1

INUMBER OF STATIONS CALLED~ SCHEDULING

BLOCK 4

BLOCK 1

BLOCK 3

BLOCK 2

amateurs are free to devise schemes that are
right for them.

The key to success in frequency hop is
to repeat the message often and to provide
error correction. This means the message
rate must be reduced to improve reliablll
ty. In frequency hop, the possibilities of in
terference are strong. This means that any
part of the message must be repeated on
several different frequencies. In a slow-hop
system, a block of data is sent on each fre-

Fig. 15 - Possibilities for network protocol.

QST, November 1983

NOTES ON SPREAD SPECTRUM

o The article by William Sabin, W0lYH, on
spread-spectrum techniques (July 1983 QS1)
raised two questionsabout implementing spread
spectrum communications. First, except for the
intrinsic charm of using a pseudo-random hop
sequence, it seemsthat only privacy is gained by
using this technique. If interfering signals occur
randomly on the hop frequencies, there seems
to be no additional signal-to-noise ratio gain
from use of a pseudo-random sequence rather
than a sequential-hop sequence. Because of
limited spectrum allocations in the hf bands, a
long random sequence must map into a small
number of available frequencies. As an alter
native hopping strategy, I suggest that the fre
quencies chosen by the operators be visited
sequentially, rather than randomly. This
technique yields advantages of simpler equip
ment and minimal synchronization problems.

Second, following Mr. Sabin's suggestion of
using a-m rather than ssb, there should be con
sideration givento heterodyneproblems.An a-m
carrier will mix with any interfering carrier and
produce audio beat notes, whichcan be different
for each hop frequencyoccupied by an interfer
ing signal.This is certain to produceannoyances.

One possible solution is to use ssb, with the car
rier reinserted at a level that allows phase lock
ingat the receiver.Any phase-lockedloop (PLL)
frequency synthesizer suitable for transmission
could then beused on reception. The acquisition
range of the PLL can be restrictedto prevent ac
cidentallock to an interfering carrier. A loss-of
lock indicator used to signal a move to the next
hop frequencycould simplify the sync problem.
For initial sync, the out-of-lock condition could
allowfast jumps through the hop frequencies un
til lock is achieved. Once in lock, the hop rate
would be controlled by the active transmitter.
- Paul Selwa, N9CZK, Brownsburg, Indiana

o In responseto Mr. Selwa's letter, consider 50
frequencies, sufficiently separated so that there
will be no adjacent-channel interference. Fifty
groups of stations, each group with two or more
stations, could share these frequencies with no
interference between groups. All of the groups
would be part of a packet-network system. Pro
tocol would include timeand frequencymanage
ment, and various control terminals would have
rapid signaldeploymentcapabilitiesfor both do
mains. As an extension of this idea, consider a
group of 250frequencies. Using frequency-hop,
eachgroup could searchfor a clear operating fre-

quency. When such a frequency is found, the
group could elect to stay there until conditions
deteriorate. Some members would want to hop
on a setof frequencies in order to simultaneously
address several groups.

The frequency hopping discussed above is
done under protocol control. In addition, fre
quency hopping of the type described in my ar
ticlecould beused to provide increased reliability
of communication during fading or interference.
That is, some group(s) could hop on a set of the
available frequencies mentioned above. (This
hopping could be done sequentially, as Mr.
Selwasuggests, rather than randomly.) If 50 fre
quencies were reserved for fast hopping, 50
groups could hop on these with no mutual in
terference when using protocol frequency
management. The main advantage of non
sequential hopping is that errors from certain
patterns of fading and interference (called burst
errors) are more easily avoided. These hop se
quences are easy to generate and supervise.

My article does mention ssb in a slow-hop
system. Nbfm should also be considered. "An
cient modulation" is not a veryattractive mode,
I agree. Primarily, I would like to seean amateur
data-packet network using spread spectrum. 
William E. Sabin, WBIYH, Cedar Rapids, Iowa
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QST, September 1984

SPREAD-SPECTRUM
COMMUNICATION: A NEW IDEA?

o Spread-spectrum communication is the inten
tional vbroadbanding' of signals by scattering
RF energy over a range of frequencies, with only
a small amount of RF on anyone frequency at
any given instant. Reception is achieved by syn
chronous "descattering" of the signals. The
technique was first proposed for military use in
the 19405, but it has recently received attention
from Amateur Radio operators. Is this a new
idea?

The following is an excerpt from Radio for
Everybody, by Austin Lescarboura, published

in 1922. Lescarboura wrote about radio in the
19208and '308. He worked for Hugo Gernsback
publications and also wrote speeches for David
Sarnoff of RCA:

The question of secrecy is an important one, for
nobody cares to be talking to a relative or friend
while one hundred thousand other persons are
listening in. Just so long as the messages stay on
the wires, they are private, but at the present stage
of radio telephony, the moment these same
messages are passed through the radio transmitter
they become public property. However, this ques
tion of secrecy can be solved - and will be solved,
in the very near future. There are several ways in
which this end can be attained. Perhaps the
ultimate solution will be obtained by a system of
double or triple waves employed simultaneously for
the transmission of speech so that unless a person

has a receiving set which intercepts a certain com
bination of waves, only a small and almost
unintelligible part of the conversation will be
detected. It is also quite possible to use a device at
the transmitting end which continually alters the
wave length of the transmitted radiotelephone
waves, while the receiving set is also provided with
a means of altering its wave length in step with the
transmitter.

That paragraph, written 62 years ago, pro
poses a spread-spectrum communications
concept. The reasons stated may be different
from those of today, and his timing prediction
is certainly inaccurate. but the essence of the
technique is there. - Ken Johnston. W7LIX
Helena, Montana
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Chapter 6

The FCC Report and Order
Legalizing Amateur
Spread Spectrum

GEN
Docket

No. 81-414

Before the
FEDERAL COMMUNICATIONS COMMISSION

Washington, DC 20554

In the matter of )
)

Amendment of Parts 2 and 97 of the )
Commission's Rules and Regulations to )
authorize spread spectrum techniques )
in the Amateur Radio Service.

REPORT AND ORDER
(Proceeding Terminated)

Adopted: May 9, 1985 Released: May 24, 1985

By the Commission:

INTRODUCTION

I. The Commission adopted a Notice of Inquiry and
Proposed Rule Making ("Notice") on 30 June 1981 on its
own motion1 proposing changes in its Rules and Regulations
to permit the use of spread spectrum emissions- in the
Amateur Radio Service. Comments were received until 1
March 1982 and reply comments until 15 April 1982. In this
Report and Order we are adopting our proposals as modi
fied below and terminating the proceeding.

2. It is the Commission's intent to provide licensees in
the Amateur Radio Service with the opportunity to experi
ment with and take advantage of this technology which has
been, until now, almost entirely limited to costly military sys
tems. Spread spectrum transmissions have been implicitly pro
hibited by Commission's Rules without regard to the potential
benefits which might accrue to the public interest from their
use. These benefits may include:

• Reduced power density thus reducing interference to
narrow band communication systems;

• Significant improvements in communication under
conditions with poor signal to interference ratio;

• Improved communication performance in selective
fading and multipath environments;

• Multiple, nearly independent communication channels
functioning simultaneously in the same spectrum.

The final rules adopted today authorize amateurs to develop,
test, and operate low cost spread spectrum systems. This
action is consistent with the basis and purpose of the Ainateur
Radio Service expressed in Section 97.1 of the Rules. By
removing regulatory barriers to innovation, we believe that
technical advances in radio technology can be stimulated, for
warding our goals as stated in Sections 7(a) and 303(g) of the
Communications Act of 1934, as amended.

3. While this proceeding deals only with the use of spread
spectrum transmissions in the Amateur Radio Service, we ex
pect that the experience gained, especially on the subject of
compatibility between spread spectrum transmissions and con
ventional narrow band systems, can be used in our more
general rule making dealing with spread spectrum' and will
be a stimulus to the general radio technology community.

DISCUSSION

4. Commenting parties focused primarily on the issues
identified in the questions posed in the Notice. These dealt
with interference and monitoring. In addition, comments were
received dealing with frequencies available and eligibility of
licenses to use spread spectrum transmissions.

5. Intra-service interference. Concerns were raised by
commeritors about the potential for extensive, broadband
interference from spread spectrum transmissions. Mathe
matical modeling and various experiments 4,S,6,7,8,9 indicate
that, in some cases, there is a risk of causing intra-service
interference. However, they also indicate that there are con
ditions under which spread spectrum transmissions can be
compatible with existing modes of communication. We believe
that amateurs should bepermitted the freedom to experiment
and to add to the body of knowledge on this subject. The
Amateur Radio Service has a long history both of experimen
tation and frequency sharing among licensees.We believe that
this tradition is adequate to prevent intra-service interference
in most cases, However, to emphasize both the experimental
nature of spread spectrum as well as some of the potential
benefits associated with it (see paragraph 2), we are author
izing such transmissions on the condition that they not cause
harmful interference to and accept all interference from sta
tions operating with emissions previously authorized. Addi
tionally, we are persuaded by the comments that the broad
allocations to the Amateur Radio Serviceabove 420 MHz lend
themselves better to power dispersing techniques than lower
frequency bands, thus reducing the interference potential of
spread spectrum transmissions. (See paragraph 12.) There
fore, frequency bands above 420 MHz will be authorized.

6. Inter-service interference. The National Association
of Broadcasters (NAB) raised the subject of interference to
television channel 2 (54 - 60 MHz) related to spread spectrum
operation in the adjacent band (50 - 54 MHz) allocated to
the Amateur Radio Service, NAB's principal concern was that
uncontrolled amateur transmissions might fall outside the
allocated band into channel 2. The Commission believes that
NAB's concerns are not well founded, First, rather simple
transmitter output filters can be used by amateur licensees
to prevent positively out of band emissions. Second, licen
sees in the Amateur Radio Service have had no significant
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history of operating outside the allocated bands. However,
NAB's concerns are moot, as the Commission is not now
authorizing spread spectrum transmissions in the 50-54 MHz
band. In other frequency bands where the Amateur Radio
Service has successfully shared allocations with different ser
vices, weexpect no worsening of interference sincethe power
density associated withspread spectrum transmission is much
lower than the power density from currently existing narrow
band transmissions having the same total effective radiated
power.

7. Monitoring. Several parties expressed concern that the
Commission andamateur licensees might not beableto mon
itor readily the station identification and content of spread
spectrum transmissions. In PR Docket No. 81-699, the Com
mission dealt with the related matter of non-standard digital
codes in the Amateur Radio Service. to In that Report and
Order we stated,

"In balancing ourobjectives of encouraging new
technologies against ensuring our enforcement
capability, it must be recognized that there is an
incompatibility between authorizing experimen
tation with 'exotic' technologies and the employ
ment of channel monitoring as an enforcement
tool. Our ability to verify that the content of
messages complies with our rule requirements will
be hindered by the broad relaxation of regulatory
constraints that we are ordering in this proceed
ing. However, the Commission [agrees] ... that
special provisions we are including in the final
rules, as well as existing provisions that identifi
cation be made in plain English or the interna
tional Morse code, should, when combined with
the zealous effort of the amateur community to
protect their allocated frequency bands, provide
adequate protection against unauthorized opera
tion in the service."

In this matter, we are authorizing a new "exotic" technol
ogy, spread spectrum, with certain constraints intended to
reduce theconflictbetween experimentation andmonitoring.
Thesearerequiring stationidentification thatcanbe received
with common narrow band receivers (see paragraph 9) and
limiting the spreading sequences and methods (see paragraph
10).

8. We recognized that more detailed standards than those
givenin the adopted rules areneeded for amateur interoper
ability and self-monitoring on a convenient basis. We are
reluctant to adopt more detailed monitoring standards as they
might inhibit experimentation. However, we are delaying the
effective date of the rule change by one year in order to give
the amateur community time to develop initial voluntary inter
operability standards as they have done recently in packet
radio. In this interim periodwe arecontinuing ourpolicy of
granting STA's to those who wish to experiment in this area.

9. Station identification. As in the case of unspecified
digital codes discussed in Docket No. 8\-{i99, common narrow
band methods of station identification will be required. Based
upon our experience with Del Norte!', we have added an
additional option for spread spectrum transmissions. Stations
will be permitted to identify by varying the emission while
in the spread spectrum mode of operation so that CW, SSB,
and/or narrow band FM receivers, which might be victims
of interference, can receive the station identification. We
expect amateurs transmitting spread spectrum to select the
frequency used for narrow-band station identification taking
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into consideration the needto minimize interference to other
amateur operations andto facilitate reception of station iden
tification by other amateurs.

10. Spreading sequences and methods. Section 97.117
of our Rules prohibits "the transmission by radio of messages
in codes or ciphers in domestic and international communi
cations to or between amateur stations." The intent behind
this rule is to prohibit encrypted communications in this ser
vice. A spread spectrum transmission that uses an unknown
spreading sequence is intrinsically an encrypted communica
tion. We proposed to allow as spreading sequences only the
output of one of three specified linear feedback shift
registers." Thusa party interested in monitoring a transmis
sion could do so by a short process of elimination with
appropriate equipment. In order to eliminate ambiguity in the
implementation of spread spectrum that might complicate
monitoring, we have added a few details beyond what was
given in the notice.'! We aresatisfied that our limitations of
spreading sequences aresufficient, for domestic purposes, to
see that spreading functions remain within the realm of codes
and do not overstep the bounds of becoming ciphers which
are prohibited by Section 97.117. Use of additional, more
complex spreading sequences including Gold codes suggested
in the Comments by Leon Scaldeferri, overstep the bound of
becoming a cipher and, therefore, are not authorized. We pro
posed no limitations on spreading methods. However, after
further consideration, we feel that a spread spectrum trans
mission that uses a complex method of dispersing the trans
mitted energy is also intrinsically an encrypted communication
and, thus, oversteps the bounds of becoming a cipher. There
fore, the final rules limit spreading methods to frequency
hopping and direct sequence only.

II. International communication. In addition to the
clear message requirements of Section 97. I 17 of our Rules,
the lTU Radio Regulations require that all international com
munication between radio amateurs be in plain language. 14

The Commission has, in the past, applied a more stringent
test of what is and what is not plain language for purposes
of international communications thanfor domestic commu
nications. In Docket No. 81-699, the Commission recognized
the desirability of international communication, but limited
the codes authorized to internationally recognized codes
recommended by the CCITT. Later, AMTOR, a commonly
recognized amateur version of a CCIR recommended com
munication protocol, was authorized." Until such time as
spreading functions and spread spectrum transmissions
become well recognized internationally, the Commission can
not consider authorizing its usefor general international com
munication. Accordingly, weareauthorizing spread spectrum
transmissions for domestic communication. However, in the
future the US Government may conclude arrangements with
other administrations as permitted by the ITU Radio Regu
lations. 16

12. Frequencies. In the Notice, we proposed that spread
spectrum transmissions be limited to the 50, 144, and
220 MHz bands. E. Miles Brown and Luther G. Schimpf
pointed out in their comments that these bands would allow
only about 30 dB effective reduction in power density due to
their limited bandwidth, probably not enough to prevent inter
ference from strong spread spectrum transmissions in most
cases. John A. Carroll observed in his comments that the large
amateur frequency allocations above 420 MHz are more at
tractive places for spread spectrum operations because they
provide significant additional bandwidth over which to dis-



APPENDIX

Part 97 of the Commission's Rules and Regulations, 47 CFR
Part 97, is amended as follows:

In Section 97.3, Definitions, add a new paragraph (cc) as
follows:

perse the transmitted power. For these reasons, we are modify
ing our original proposal and authorizing spread-spectrum
transmissions in all amateur allocations above 420 MHz
except as previously noted.

13. Eligibility. In the Notice, we proposed to limit eligi
bility for spread spectrum transmissions to Advanced and
Amateur Extra licensees. Several parties commented that this
was overly restrictive and unjustified. We agree with these
observations and are authorizing in the Final Rules spread
spectrum transmissions for all licensees eligible for the fre
quencies where spread spectrum is permitted.

CONCLUSION

14. Accordingly, IT IS ORDERED that Part 97 of the
Commission's Rules and Regulations, 47 CFR Part 97, is
AMENDED as set forth in the Appendix effective I June
1986. It is further ORDERED that this proceeding is TER
MINATED. This action is taken pursuant to authority con
tained in Sections 4(i) and 303 of the Communications Act,
as amended. Further information on this matter may be
obtained from Dr. Michael Marcus, Chief, TechnicalAnalysis
Division, Office of Scienceand Technology, Washington, DC
20554, telephone (202) 632-7040.

Federal Communications Commission

William J. Tricarico, Secretary

(cc) Spreadspectrum transmission. An information bear
ing transmission in which information is conveyed by a modu
lated RF carrier and where the bandwidth is significantly
widened, by means of a spreading function, over that needed
to transmit the information alone.

Add a new Section 97.71, Spread spectrum communications,
as follows:

Section 97.71 Spread spectrum communications.
(a) Subject to special conditions in paragraphs (b)

through (i) of this section, amateur stations may employ
spread spectrum transmissions to conveyinformation contain
ing voice, teleprinter, facsimile, television, signals for remote
control of objects, computer programs, data, and other com
munications including communication protocol elements.
Spread spectrum transmissions must not be used for the pur
pose of obscuring the meaning of, but only to facilitate com
munication.

(b) Spread spectrum transmissions are authorized on
amateur frequencies above 420 MHz.

(c) Stations employing spread spectrum transmissions
shall not cause harmful interference to stations of good
engineering design employing other authorized emissions
specified in the table. Stations employing spread spectrum
must also aceem..all interference caused by stations of good
engineering design employing other authorized emissions
specified in the table. (For the purposes of this subparagraph,
unintended triggering of carrier operated repeaters is not con
sidered to be harmful interference. Nevertheless, spread spec-

trum users should take reasonable steps to avoid this situation
from occurring.)

(d) Spread spectrum transmissions are authorized for
domestic radio communication only (communication between
points within areas where radio services are regulated by the
US Federal Communications Commission), except where spe
cial arrangements have been made between the United States
and the administration of any other country concerned.

(e) Only frequency hopping and direct sequence trans
missions are authorized. Hybrid spread spectrum transmis
sions (transmissions involving both spreading techniques) are
prohibited.

(I) Frequency hopping. The carrier is modulated with
unciphered information and changes at fixed intervals under
the direction of a high speed code sequence.

(2) Direct sequence.The information is modulo-2 added
to a high speed code sequence. The combined information
and code are then used to modulate an RF carrier. The high
speed code sequence dominates the modulation function, and
is the direct cause of the wide spreading of the transmitted
signal.

(I) The only spreading sequences which are authorized
must be from the output of one binary linear feedback shift
register (whichmay be implemented in hardware or software).

(I) Only the followingsets of connections may be used:

Number of stages Taps used in
in shift register feedback

7 [7,1]
13 [13,4,3,1]
19 [19,5,2,1]

(The numbers in brackets indicate which binary states
are combined with modulo-2 addition to form the in
put to the shift register in stage I. The output is taken
from the highest numbered stage.)

(2) The shift register must not be reset other than by its
feedback during an individual transmission. The shift register
output sequence must be used without alteration.

(3) The output of the last stage of the binary linear feed
back shift register must be used as follows.

(i) For frequency-hopping transmissions using x fre
quencies, n consecutive bits from the shift register must be
used to select the next frequency from a list of frequencies
sorted in ascending order. Each consecutive frequency must
be selected by a consecutive block of n bits. (Where n is the
smallest integer greater than log, x.)

(ii) For a direct sequence transmissions using m-ary
modulation, consecutive blocks of log, m bits from the shift
register must be used to select the transmitted signal during
each interval.

(g) The station records shall document all spread spec
trum transmissions and shall be retained for a period of One
year following the last entry. The station records must include
sufficient information to enable the Commission, using the
information contained therein, to demodulate all transmis
sions. The station records must contain at least the following:

(I) A technical description of the transmitted signal.
(2) Pertinent parameters describing the transmitted sig

nal including the frequency or frequencies of operation and,
where applicable, the chip rate, the code, the code rate, the
spreading function, the transmission protocol(s) including the
method of achieving synchronization, and the modulation
type;

(3) A general description of the type of information

••••
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being conveyed. for example, voice. text. memory dump.
facsimile. television. etc.;

(4) The method and, if applicable, the frequency or
frequencies used for station identification.

(5) The date of beginning and the date of ending use
of each type of transmitted signal.

(h) When deemed necessary by an Engineer-in-Charge
of a Commission field facility to assure compliance with the
rules of this part, a station licensee shall:

(I) Cease spread spectrum transmissions authorized
under this paragraph;

(2) Restrict spread spectrum transmissions authorized
under this paragraph to the extent instructed;

(3) Maintain a record, convertible to the original infor
mation (voice, text, image, etc.) of all spread spectrum com
munications transmitted under the authority of this
paragraph.

(i) The peak envelope power at the transmitter output
shall not exceed 100 watts.

In Section 97.84(g), Station identification, add new subpara
graph (5) as follows:

* * * *
(5) When transmitting spread spectrum, by narrow band

emission using the method described in (I) or (2) above;
narrow-band identification transmissions must be on only one
frequency in each band being used. Alternatively, the station
identification may be transmitted while in spread spectrum
operation by changing one or more parameters of the emis
sion in a fashion such that CW or SSB or narrow band FM
receivers can be used to identify the sending station.

Notes
'See Notice 0/ Proposed Rule Making, 87 FCC 2nd 972 (1981), 46 FR

49617 (7 October 1981).
2Spread spectrum systems were originally developed for military

applications where covertness and jam resistance were sought. In
a spread spectrum system, an information signal is combined with
a much wider bandwidth noise-like signal to yield a transmitted sig
nal which is both broad band and noise-like. At the receiver, a copy
of the original noise-like signal is used to derive the information signal.
Because the energy of the transmitted signal is dispersed in the
spreading process, it is less likely to cause interference in narrow-

band receivers than a conventional signal of the same power. For fur
ther information, see "The ARRl Handbook for the Radio Amateur"
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(1985 edition), pp. 21-6 through 21-9.See also Spread Spectrum Tech
niques, Report 651-1, CCIR Volume 1, Kyoto, 1982.

3S•• Notice o/Inquiry lin GEN Docket No. 81-413J, 87 FCC2d 876,
46 FR 51259 (19 October 1981), and Further Notice a/Inquiry and
Notice of Proposed Rule Making, 49 FR 21951 (24 April 19B4). The
Further Notice proposes to authorize spread spectrum transmissions
in three contexts: certain law enforcement applications, low power
unlicensed (Part 15) devices above 70 MHz, and moderate power
devices in three ISM bands.

4Feinstein, Hal and Paul Rinaldo, AMRAD Report to the FCC on Spread
Spectrum Experiments, 3 October 1983.

5Report of Experience of Del Norte Technology, Inc.• attached to Reply
Comments of Del Norte Technology, Inc. in GEN Docket No. 80-135
[In the matter of revisions of Parts 2 and 90 of the Commission's
Rules and Regulations to permit inland assignment of frequencies
in the 420-450 MHz band for non-Government radtolocation, 47 FR
34415 (9 August 1982)].

6Comments of the American Radio Retay league in Response to Fur
ther Notice of Proposed Rule making, Appendix A, in GEN Docket
No. 80-135.

"Report of Brian Elliott, Ph.D., on Hewlett-Packard's experience with
wireless data terminals, 26 October 1984, attached to the reply com
ments of Hewlett-Packard Company in GEN Docket No. 81-413.

8Memorandum to Chief, Research and Analysis Division from Chief.
Research Branch on the subject of Del Norte Spread Spectrum
Demonstration on January 29,1981, dated 19 February 1981.

9Considerations of Interlerence from Spread-spectrum Systems to Con
ventional Voice Communications Systems. Report 652, CCIR Volume
1, Kyoto, 1982.

108 86 PR Docket No. 81-699. In the matter of the use of additional
digital codes in the Amateur Radio Service. 47 FR 42751 (29 Sep~

tember 1982).
11See footnote [51.
121nformation about linear feedback shift registers may be found in:

Dixon, R. C., Spread Spectrum Systems, Chapter 3, John Wiley &
Sons, lnc., New York, 1976; Plckholz, Raymond l., Donald l.
Schilling, and laurence B. Milstein, "Theory of Spread-Spectrum
Communications - Tutorial,' IEEE Transactions on Communications,
Vol. COM-3D, pp, 855-884, May 1982.

13These details describe how the spreading sequences are used to
increase the information rate of the signal to be transmitted. In the
case of direct sequence transmissions, the licensee may select a
value of m to be used in m-ary modulation. In the case of frequency
hopping, the licensee may choose the number of frequencies, x. (See
the new Section 97.71(d) in the AppendiX.) While both m and x are
the choices of the licensees, their values can be determined by
observing transmitted signals.

14No. 2732 of the ITU Radio Regulations, Geneva, 1979.
168ee RM-4122, Order, In the matter of Authorization of the digital code

"AMTOR" for use by stations in the Amateur Radio Service, 48 FR
7457 (1983).

16No. 2734 of the ITU Radio Regulations, Geneva, 1979.
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distance to be computed from a simple triangle model of the
reflective process. Yet, if a precise high speed clock were trans
mitted along with the signal we would find (ignoring multipath
for a moment) that the clock would wander significantly while
the overall signal appeared nearly constant.

The clock wandering identifies the fact that the travel dis
tance of the signal is not constant. The clock allows us to have
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Fig 1-At A, different ray patha are IIlustratad. B ahows
common mUlti-path rays. C Is a sacond axampla of
common mUlti-path.
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SKYWAVE PROPAGATION AND SPREAD SPECTRUM

Skywave propagation is one of the more enjoyable modes
of amateur communications chiefly because it supports long
distance communications. Direct line-of-sight communica
tions is characteristic of the VHF bands and is the
predominant mode of propagation for our discussions of
spread spectrum. In this edition of the column we depart from
this norm and consider HF spread spectrum.

A short while ago, some of us began to wonder about
spread spectrum in the HF bands and in particular, the pos
sibility of OX using spread spectrum modes. What we found
is that the ionosphere is intrinsically tied to skywave spread
spectrum in ways other transmission modes are not. The
ionosphere is a much more complicated and troublesome
"reflecting" media than most radio amateurs suspect.

The difficulties with the ionosphere for spread spectrum
are not the DXer's problem of determining when the band
will be open to Danger Island or Lundi but in getting even
a simple one hop skip out of it. The ionosphere is not "well
behaved" as mathematicians would call it. It is like an ever
changing lens which bends and distorts the RF passing through
it, or like looking at the moon reflected from a waveswept
lake. The ever changing nature of the ionosphere becomes evi
dent when you attempt to transmit high speed signals which
are synchronized with a receiving clock on the ground. At low
speeds, you can only detect gross behavior changes in the
ionosphere. With high speed systems you are depending on
the microstructure of the ionosphere to help by being stable;
it does not and that is today's topic.

Most amateur transmission techniques do not involve a
precise, synchronized clock running at the receiver. We be
gin to see such things in high speed data transmission where
the system works because the signal energy arrives with a fixed
predictable transmission delay. In order to establish a con
stant timing, it is assumed that the path length between the
transmitter and receiver will not alter. In line-of-sight trans
missions this is commonly the case for fixed stations. If the
path length does not alter, then the time it takes for energy
to reach the receiver will be more or less a constant.

In skywave propagation, common modulation techniques
such as 8SB and RTIY (even packet) appear to be "reflected"
back to earth in the way familiar to HF operators. In this
simple model knowing the takeoff angle of the transmitted
energy and the height of the "reflecting" layer allows the skip

Having published a considerable number ofarticleson spread
spectrum theory, the AMRAD Newsletter in 1985 set about
to turn theory into practical applications. The articles that
follow confirm that, although amateur spread spectrum is still
evolving, it's far more than an abstract theory.



a kind of radar. It shows height changes in the ionosphere
and as in other radars, the smaller degreesof motion can be
detected by increasing the clock speed. The variations tell us
that there is a lack of significant stability in the height of the
"reflecting" layers of the ionosphere. There is some gross
regularity in the reflecting layers' height as observed by the
fact that we can communicateto fixed locations but when we
put the high speed clock on our transmitted signal we have
devised a kind of ionospheric probe which is reporting back
unsuspected detail about what is really going on up there.

The ionosphere is not a simple collection of static
"reflecting" mirrors but a complex and continually chang
ing region rich with ions dislodged from the various gases of
the upper atmosphere. The ions are created as a result of bom
bardment by energic particles, cosmic rays and ultraviolet
energyfrom the sun. The ionizedregions tend to bend rf which
passes through it at an angle which is related to many factors.
The exact reason that the ionized regions bend rf is not com
pletely understood but its behavior is like a number of lenses
piled one atop the other. Each of these lenses bends the rf
a different amount. In some casesthe collectionof lensesbend
the rf so much that it is bent clear around and appears to
"arc" back downward to form the "skip." The lenses are
not constant, but change continually. In fact, the ionosphere
is betterviewed as a deep ocean in whichthereare constantly
varying currents and tides; where layerschange not only shape
and size but density as well.

Spread spectrum transmissions almost always involve
high speed signals. In direct sequence the underlying clock
is running at the speedof the pseudonoise source; in frequency
hopping, the rate of hopping determines the speed. In both
cases, spread spectrum's high speed signals are transformed
by this lens system so that what appearsat the receiver is not
always intelligible. The capability to overcome these effects
is not totally within the state of the art. While some very ex
pensive experimental hardware has been designed, they are
just scratching the surface of the problem.

We have alluded to the variable height problem which
causes variationsin the time of arrival and hencecomplicates
the synchronization process. There is a second effect which
is just as significant and results in pulse slurring. Pulse slur
ring comes from the original transmitted signal finding several
different paths through the ionosphere before reaching the
receiver. In each of the paths, the length of the path is differ
ent and hence the time of arrival is slightly offset. In addi
tion, the various paths typically arrive having different
amplitude values and combine to form a pulse which is
smeared in appearance. A major goal of current research is
to somehow collect each copy of the signal and combine it
to form an unaltered signal. This problem is commonly at
tacked with digital signal processing techniques and is very
expensive.

To add to the true dimension of the issue, recall that the
"reflecting" structures in the ionosphere arenot fixed but vary
in height over time. Thus each copy of the signal has its path
length changing and often in an independent fashion from
each other! So if you built a digital filter which could recom
bine the copies of the signal it would have to be very clever
and be capable of following each copy of the signal as it
wandered around. Remember also that the amplitude would
also tend to change as the signal wandered.

Now, having considered the wandering heights and mul
tipath effects let us describe just one more significant effect.
The height at which a "reflection" takes place is frequency
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sensitive. A frequency hopper with a wide hopping range
would find that hops spaced far enough apart would travel
different amounts of time. While one hop would arrive in
short orderby virtueof it having beenreflected from a lower
zone, other hops would take much longer and travel farther
up before being reflected back down. Indeed, at some fast
hop speed it is possible for two hops to trade places; the first
hop traveling far up into the ionosphere before beingsent back
down, the second one reflecting off a relatively lower layer
and appearing first.

Consider how you might design a receiver to overcome
this problem. One obvious way is to restrict the hopping band
width so that all hops occur within a small range of frequen
cies and reflect from the same layer. Perhaps you would just
make restrictions on the hop speed so that these effects are
not significant. This would put a restriction on hop speed to
about 10hops a second and certainly not more than 30. Then
perhaps you might design lagging receivers which "hung
around" while the hops werereturning to earth, or a variable
hopping system which automatically adjusted its speed
depending on the height a pulse goes. As you might expect,
there are no simple answers to this problem.

One experimental spread spectrum systemcombinesvery
expensive customized hardware, a built-in ionospheric sounder
and a bunch of 68000 microprocessors to actually adapt to
and follow all these effects.

Because all these effects are accurately modeled by
"linear" systems it is possible to filtermost of the effects out
if you can constructan "inverse filter." Since the effects are
changing in time, you will have to continuously recompute
the inverse filter. This is a computationally difficult job and
the computer can stay ahead of the problem only if just a few
adjustments areneededin a minute's time or so. Experiments
in HF have shown that gross features of the ionosphere stay
similar for about five minutes timein a quiet ionosphere.This
means that only the smaller variations would have to be taken
care of, which vary much more frequently. When the
ionosphere is not quiet, such as the dawn and dusk transi
tion or other solar event, the gross features do not stay put
for long. The inverse filter must be computed much more
often and the workload typically outpaces what the computer
can do. Remember, even after you havean inversefiltercom
puted, you must now apply it to the incoming signal. This
requires still another computer and this computer must keep
up with everything the other computers are doing and also
apply the inverse filter to the incoming signal.

This part of the column will give some idea of the type
of effects to be found in the ionosphere.

The zones within the ionosphere are called by letters of
the alphabet. Those involved in rf bending are typically the
D, E and F. It is common to distinguish two F layers called
FI and F2. The E layer comes into play occasionally as
sporadic-E propagation. D layer is prominent for night time
broadcast band skywave and the Fl and F2 are responsible
for common HF skywave propagation.

While propagation is commonly attributable to the D,
E, FI and F2 regions, there are other modes. One such mode
is calledionoscatter whichis an incoherent scattering of energy
which occurs above the maximum usable frequency (MUF).
This mode is not well known and is almost neverused in ham
communications.

Signals which are bent back to earth have been continu
ously bent so that they "arc" back down. Fig I shows this
effect. The amount of bending is frequency dependent and
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as the operating frequency approaches the MUF, lessand less
bending occurs. Above the MUF, bending still occurs but is
insufficient to "are" the signal back down to earth. Instead,
the signal may shoot off into space at some angle or it may
get bent at an angle which projects it into another zone of
the ionosphere. When this occurs we have multimode propa
gation and the signal may reemerge almost anywhere. This
is the mechanism behind ionoscatter propagation.

So much depends on the angle at which the signal hits
the ionosphere (Fig 2). Many antennas including some beam
antennas simply push a signal out in a given direction. Ener
gy hits the bending layer of the ionosphere at many different
angles. Some angles will cause the signal to travel far up into
the layer before being reflected. This will result in a very long
skip zone and is a strange characteristic of an almost 90 degree
launch angle. Low angles offer the next best distance and
higher angles are equally good but with shorter distance. At
some angle which is almost 90 degrees bending is insufficient
to arc the signal back to earth and the signal may shoot off
into space or another layer to begin a multimode path.

It is important to remember the two factors which deter
mine bending: arrival angle and frequency. These two can
interact in interesting ways. Fig 3 shows such an unusual but
not uncommon path. A signal hits a layer too sharply to be
bent back to earth. Instead, it is bent at some angle and goes
up to a higher layer where it is bent back down. So the signal
travels down, but in the process, it hits the upper side of the
first reflecting layer and is sent back up! Now it bounces back
and forth between the upper layers until it comes to a place
were the sun is not visible. Here the MUF has dropped and
so the lower layer cannot bend the signal around and send
it back up. Instead it just applies a little bending before

the signal passes down to the ground somewhere totally
unexpected.

When sporadic-E is present it contributes to these effects
as another reflecting layer does. It is important to remember
that all the effects described here are not always present all
the time.

It is interesting to speculate on the ionosphere. It seems
that signals with low information bandwidths only are affect
ed by slow changing gross variations. Occasionally two or
more paths will arrive out of phase resulting in "fading." In
fact if you watch the fading on your HF receiver from some
shortwave station you can see the ionosphere at work. The
fading seems to "drift" back and forth. In fact, many times
this is the sum of two signal paths shortening and lengthen
ing so that the two signals are varying just around 180degrees
out of phase. This is sometimes called selective fading.

Another interesting effect is that often the ionosphere
sends back two copies of a single path. The first is called the
ordinary path and the second is called the extraordinary path.
Typically, they are offset in distance but the extraordinary
path is out-of-phase with the ordinary path. Occasionally, the
two overlap and this causes them to cancel each other out.

Since the ionosphere seems to affect low bandwidth sig
nals less than high bandwidth signals we could say it is a kind
of low pass filter. Whenever spread spectrum signals utilize
wideband components, they will be affected by this "filter"
and will emerge not unchanged.

It is ironic that hams have been locked out of HF
experimentation since this appears to be the place where the
most unsolved problems with spread spectrum are. The rules
governing amateur spread spectrum forbid HF operations
except by STA from the FCC. Yet, in light of the intricate
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problems of skywave spread spectrum, VHF line-of-sight
operations seem almost "uninteresting."

January 1986
SOME NOTES ON AUTHENTICATION FOR THE
PACKET RADIO COMMAND CHANNELS

Most professional packet switches include a way to
monitor internal conditions and a way to accept control com
mands. In an X.25 private network or even a public data net
work (PDN) these commands and monitoring information are
typically sent by special control packets or even by out-of
band signals. In the case of the amateur packet radio network,
these commands and health information are sent within the
conventional packetstream as a commonvirtual circuit. The
difference is, however, that one end of the VC is a control
operator and the other end is at the packet radio switch itself.

We shall call this command and health communications
the "command link" for purposes of this paper. When the
packet switching medium is RF, it is not as easy to safeguard
the control link as it is with a wireline system. Packet radio
is very much a random access medium in which stations which
are not "centrally" registered are able to send and receive
packets. Comparatively, in a wire line system such as a com
mercial X.25 connect to a given DTE is controlled via con
nection security control (not part of X.25 but sometimes
present in special networks), a nameserver facility or a dosed
user group. With these facilities it is easy to monitor and con
trol special "sensitive" DTE addresses located in the network.

Even above the use of special connection security tech
niques many networks go further and use authentication tech
niques to prove that the connection is originated and owned
by an authorized caller. Since the current formulation of the
amateur packet radio system lacks many of the special con
trols mentioned above, we proposed a simple authentication
scheme for control operator-to-packet radio switch. This
method is reviewed is more detail in the ARRL Amateur
Radio Computer Networking Conferences 1-41and I willgive
a simplified discussion of it here.

I. What is authentication anyway?
Authentication is a method by which end parties (some

times called the "principals" in banking circles) can be sure
that messageswhich they receive from each other in fact have
originated from the other party and have not been tampered
with.

There are different types of authentication depending
upon the aspect of the problem to be solved; however, in each
case we employ a cipher and secret key as a form of electronic
signature.

2. What are the different aspects of the authentication
problem?

First, guaranteeing that the messagecomes from the other
party is the primary objective. If we didn't guard against this,
we could get fooled by a "false origination" attack and
couldn't tell if a message was from our other party or not.
Consider the case of the stock broker who receives a cable
instructing him to sell a certain stock at a low, even though
the plan was to sell it at some specific high. Some time later
the true principal gets a check for the proceeds of the sale

1P. Newland. AD?I, "A Few Thoughts on User Verification Within
a Party-Line Network:' ARRL Amateur Radio Computer Network.
ing Conferences 1-4, ARRL, NeWington, 1985, p 4.89.
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which he did not initiate. The stock broker is innocent because
there was no previously agreed upon authentication signal
used to prove the originator's authenticity.

The second type of attack is to take an authenticated mes
sage and tamper with the contents. Suppose the authentica
tor was a secret password affixed to the letter which changed
each day depending upon a codebook which both parties keep
secret (i.e., both the principal and his stock broker). An at
tacker could intercept the letter, retype it using the password
of-the-day contained on the genuine letter and send this one
forward to the stock broker. Again, the stock broker would
have no way to know that the contents were false, but only
that the principal did send a message.

To answer this type of attack requires message content
authentication. Simply, this involves computing a checksum
over the messageand then encrypting the checksumvalue with
a secret key. More on this aspect later in our discussion.

3. Are there any other ways to trick the stock broker?
Yes, suppose the principal wants to do a lot of wheeling

and dealing today involving many messages to the stock
broker. One thing the attacker could do is switch the order
of the messages to cause havoc. For example, in the morning
the principal sends a message to the stock broker instructing
him to buy ten thousand shares of Borden Enterprises at 15
and a half per share. The attacker intercepts this message and
holds on to it. Now due to subtle market manipulation by
the "institutional" traders, a share of Borden Enterprises
begins to rise and by later afternoon it has risen an amazing
five points. Now the attacker releases the message allowing
it to be delivered to the stock broker.

The stock broker, acting on instructions contained in this
message which is both originator authenticated and content
authenticated buys ten thousand shares of Borden Enterprises
at 20 dollars-per-share. Now, the stock broker's institution
goes to draw the required twenty thousand dollars from the
principal's ready cash account to find only fifteen thousand
available. Very irregular to say the least. What with a man
of the principal's reputation-indeed!

This illustrates the need for time-of-origination authen
tication. It is easily provided by time stamping the message
and placing the exact time as part of the message text. Hope
fully, the message transmission system will not take too long
to deliver the message, but if this is the case, then some exe
cution time window is needed.

4. OK, so far we've blocked false origination, message con
tent tampering and delivery. That's all there is. Right?

No, in fact there is one more attack that needs to be
guarded against. Returning to the last example, suppose that
the principal decides to sell Borden Enterprises at twenty-one
dollars per share. The attacker could simply decide to lose
the sell message. Moreover, the fact that the stock was never
sold might not be discovered at all for some time.

This is called a message deletion attack but it is easy to
guard against. Besides a time stamp we also introduce a mes
sage number as part of the message text. The stock broker
then checks to see if the message number is the next one he
was expecting, and if so, executes the order. If it is some
higher number, then some messages were "lost" and a recov
ery procedure, commonly using the telephone is employed.

5. Is there some way the principal can get an acknowledg
ment that his orders were executed?

Yes, here we would have to enter the world of end-to
end acknowledgment. Computer protocols are resplendent



with approaches to this problem, yet most are less than satis
fying. It is almost trivial to send back an acknowledgment
but suppose it is lost, accidentally or deliberately. Do you send
another order to the stock broker assuming he didn't get the
first one? Moreover, acknowledgment can be faked and so,
you havean authentication problem within an authentication
problem.

Taking this to its illogicalconclusion, you would discover
that you have created something like a picture of a rabbit pull
ing itself out of a hat! Or as the country folk say around here,
"you've gotten yourself wrapped around the axle."

6. Now I think I understand: we have to guard against false
origination, message tampering, timely delivery and message
sequence. Do banks really do this?

Well, more are doing it. In fact, the biggest banks are
designingauthentication standards. Specifically, the American
Banking Association (ABA) has developed an authentication
standard called FIMAC (Financial Institute Message Authen
tication Code) which is now ANSI X9.9. This authentication
standard solves a lot of the problems discussed above and is
being offered as a commercially developed box that would
go with an electronic funds transfer (EFT) terminal. In fact
the US Treasury Department is very active in promoting X9.9
to safeguard EFT transactions.'

7. Now I know about authentication, but how does this apply
to packet radio?

Every packet network contains some kind of command
and status monitoring channels. These channels can take
different forms, for example some systems use internal vir
tual circuits to connect the monitoring processors with
individual networkequipment. Commandsarriving over these
channels command the network equipment to perform differ
ent types of functions necessary for network operations.

A common usage of the command channel is to trans
mit specializedrouting tables which can be used to reconfigure
the network in case of outages. These tables are used by
individual packet switching nodes to route traffic.

A second common usage is to trigger network compo
nents to perform self-diagnostics and in some cases equip
ment reconfiguration, If these channels could be accessed by
anyone, it would be quite possible to crash the network either
by accident or maliciously. Authentication is a way to keep
unauthorized users out of the sensitive equipment.

8. What types of authentication are needed on the network?
It depends on the type of operation. Most simple short

commands fit the transaction model of communications.
Transactions are commonly composed of a singlemessageand
should contain its own authentication. Session oriented com
munications consist of a bi-directional stream of messages re
quiring protection of the message stream.

For most amateur radio applications, authentication can
be limited to user authentication unless intelligent spoofers
or jammers are present. Alteration of message content is pos
sible but requires a lot of work to get right. Insertion of a
false message is possible, so some form of message number
would be required. Delaying or deleting (perhaps using jam
ming) should be detected by the semantics of the channel. That
is, the structure of the command sequence used on the chan
nel should detect missing messages. Positive acknowledgment
by the packet switch would alert the operator to missing
messages.

9. What type of sequencecan be used for user authentication?

Typically, a secret password of some kind. For example
the following sequence will do the trick:

Packet switch:
seed = RANDOM-NUMBER;
packet token = ENCRYPT(seed,password);
send(seed);

Operator:
receive(seed);
ENCRYPT(seed,password);
send(seed);

Packet switch:
receive(seed);
does seed ~ packet-token?

yes: Operator has good password-give him control.
no: User has invalid password and should not get control.

This sequence authenticates the operator without reveal-
ing the secret password.

10. What sequence can be used to authenticate individual
messages?

There are several different ways to do this. One method
simply uses some sequence of things which only the operator
and packet switch know. One such sequence is:

sl ENCRYPT(seed,password)
s2 = ENCRYPT(sl,password)
s3 = ENCRYPT(s2,password)

Using the seed from the individual authentication step
described in 9 you can get an unpredictable number (sl, not
the seed). Since these depend on the password, hopefully only
the packet switch and the operator should be able to generate
the sequence of s-values. Placing these at say, the back of a
message will prevent someone from inserting a phony
message.

II. What about protecting the text?
Once more, there are a few ways to do this. In most cases

protecting the text means generating a checksum. A little
thought is required for checksums used to detect text modifi
cation. Consider that simply adding up the hex value of each
character and taking the sum modulo 256 (8 bits of sum)
means there are many different combinations of text that will
add to the same thing. The banking people (ANSI X9.9) use
a scheme in which they combine each block of text
(8-character blocks) with the last encrypted 8-character block.
The result is then encrypted in a sort of feedback arrange
ment. The contents of the message are not replaced by the
encrypted data; instead, the very last encrypted 8-character
output is used as the checksum and inserted at the back of
the message.

The receiversimply repeats the above described feedback
chaining operation and compares his checksum with the one
transmitted. A match indicates the message is good; however,
a mismatch indicates something has gotten altered.

A simpler checksum which does not have all the elegance
or power of the banking approach is simply to add up the
hex values using a l6-bit sum and add it to the seed to generate
the unpredictable value. You might want to experiment with
different checksum procedures. Sums of the kind I have
described are susceptible to attack by substituting text values
with equivalent checksum values. Error detecting codes are
certainly one way to generate a good checksum.

The above procedure is known as the modification de-
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tection indicator (MDI) and is necessary if you think that an
opponent is smart enough to pull off a spoof where he replaces
the text with another.

12. What are the hidden problems?
Probably the most important is error recover and resyn

chronization. You may want to do a little thinking about this,
since it can spell the difference between a workable system
and one that just helps jam the channel.

13. Are there other approaches to authentication?
Yes, the one discussed here is based on a cipher in which

both the switch and the operator share the same secret key.
Two things that are desirable in networks are to allow many
authorized users to each have their own key and second to
somehow protect the key in the switch from what is called
the "midnight" attack. The midnight attack means someone
sneaks into the switch and steals the key.

July 1986

WILL THE REAL LPI PLEASE STAND UP ...

One of the most intriguing aspects of spread spectrum
is the so-called low probability of intercept (LPI), which gives
spread spectrum the ability to be difficult or impossible to
receive by conventional radio receivers. More than just an
intriguing feature, it is this property that will allow the
amateur spread spectrum user to share a ham band with
narrowband users.

Ever since our infamous two meter beacon test a year
or so ago, I have been thinking about the LPI property and
its place within amateur spread spectrum. As was reported
in this column, for the beacon test the FCC field operations
people brought out a few enforcement trucks to monitor and
participate in a hidden transmitter hunt. We hid the frequency
hopper in a Chevy van (we were mobile, you see) and drove
up to a local motel, right beside this huge radio tower with
lots of microwave and land mobile stuff on it. Our reasoning
was that all those signals would make DFing our signal
difficult.

Well, it took the FCC people about 10-15 minutes to drive
up to the motel parking lot, and another minute or two to
figure out which car we were in. We had deliberately taken
a different route to the motel so that we would not drive past
the operations command post at the Bob's Big Boy in Vienna,
VA. This way we were reasonably sure the FCC folks had
not seen our vehicle.

After the hunt, we had a debriefing session. The FCC
people said they would have been there sooner except the
traffic in this Washington suburb is heavy on weekdays.

Well! so much for undetectable transmitters. We had a
chance to see what the signal looked like from the FCC's
spectrum analysis truck. It was clear that the signal wasn't
hidden at all but, in fact, stood out rather vividly against the
"grass" on the spectrum analyzer.

Other results were also available from the beacon test.
First, we had a homemade repeater located directly across the
street from our 50 watt beacon. This repeater consisted of
two hand-held radios tied back-to-hack and is used as a local
repeater. I like to think of this as the worst possible case.
Indeed repeaterusers reportedhearinga "double-click" every
time the beacon swept through its channel table (about 10
seconds for 400 channels).

What was this double-click? Upon analysis we found that
one click was the hopper landing on the repeater input and
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the second click was the hopper landing on the repeater
output! Rememberthat this repeater was just across the street.
While this was the worst case we discovered, we found that
the key to getting LPI for conventional narrowband receivers
is to eliminate the click somehow.

A ham located a few miles away didn't notice the click
was presentuntil it was pointed out to him. Still, on his regular
equipment, it was just barely noticeable. In order to get a
better idea of what was going on, he used his OSCAR two
meter equipment. This consisted of a side-by-side set of beams
and a more sensitive than average receiver. The result was a
very noticeable click every time the hopper passed by.

Now I want to mention just two more reports before
giving you my thoughts on the subject. Located about 45 miles
out from our transmitter site in suburban Washington is the
Blue Ridge Mountain chain. Not very high by Western
standards they typically get about 3000 or so feet. The Blue
Ridge is home to a number of hams, one of whom sent us
a report. Up on his mountaintop, he was amazed to discover
one day that there was some kind of clicking going on in his
two meter receiver. Upon investigation he found it was, sure
enough, all over the band!

This ham's equipment was standard, and it came as no
surprise that he was able to get a strong signal from our
hopping beacon. You see, he gets strong signals from all over
the area, having a line-of-sight to most of them.

The last observation is from our own monitoring effort
in the two meter band conducted during the beacon's opera
tion. We spent about six hours, late one Saturday night,
locating repeaters that were triggered by our hopping signal.
We then removed their frequencies from the beacon's table.

Now, not all repeaters responded to the hopper's signal.
In fact, most repeaters have an impulse noise feature which
allows them to ignore one shot impulses. Yet a group of
repeaters were not so equipped and got triggered by our
hopping beacon. One was a good distance away, and upon
careful review it was discovered that it had line-of-sight to
our beacon location by virtue of the fact it was on the tallest
building in the county.

There is a lesson hereabout LPI which is no real surprise.
If you transmitenergy, its strengthat a receiver will be related
to how much signal is lost getting to the receiver, and in
addition, to how long the signal is available to the receiver.
For a frequency hopper, the signal is available to the receiver
for just an instant. So, the signal received will be a function
of transmitter power and path loss.

In the case of a ham located a few miles away, as in our
second example, the signal from the hopper was weak,
forming a mild click. When he used his OSCAR equipment
the signal became much more noticeable. Using an antenna
with gain (the side-by-side beams) and a more sensitive receiver
"amplified" our hopper signal, just as though we had
increased power.

The mountaintop ham or the repeater on a high building,
both with line-of-sight to our transmitter site, experienced little
signal lost in the usual terrain loss of the above example. These
hams heard our signal loudly when it visited their frequency.

Thus, in order to be unnoticeable, you must keep the total
transmitted power down below some low threshold. Yet,
whether a receiver will hear a spread signal depends more on
the unintended receivers than on things you do.

Receivers close-in to the transmitter (a mile or so) have
not experiencedenough terrain loss to reduce the signal energy
sufficiently, so they hear the signal as a loud click. Outside



this "radius" the signal has been sufficiently attenuated to
be less noticeable.

By adding gain through beam antennas or a more sensi
tive receiver, it is possible to raise the equivalent power to
the receiver. Thus it would receive as much signal from the
hopper as if it were closer and the signal had experienced less
attenuation due to terrain loss. Thus: adding gain is just like
moving the receiver closer to the transmitter.

Lastly, much of the terrain loss is not present with our
mountaintop ham so he sees a much stronger signal naturally,
without the aid of antenna gain. From our terrain loss model
the mountaintop ham is very close indeed to our beacon.

In somewhat more abstract terms, you can view a radio
system as composed of gain elements and loss elements.
Antennas, amplifiers, and even what modulation scheme you
are using can provide gain. The transmission line, path loss,
receiver noise, interference, and QRM are loss elements. All
radio systems have different amounts of these loss and gain
elements which commonly indicate the performance of the
system. In turn, performance is measured by the quantity of
information transmitted error free for a given amount of
system gain.

A second lower limit can be calculated from Shannon's
channel capacity theorem which states that for a given channel
noise and rate of information transmission (bits/sec) you must
use a defined level of system gain. If you use less gain, your
error rate increases. The only way to lessen your error rate
is to slow down the transmission rate. Notice that using error
correcting codes slows down your transmission rate by cleverly
adding redundancy (as in error correcting codes) or retrans
mission of wrong data (as is done in ARQ).

This implies that we cannot continue to reduce the system
gain without at some point making the signals too weak to use!

The trick in spread spectrum is to design the system with
an acceptable maximum error rate for the intended receiver
(the spread spectrum receiver) while keeping the error rate
to the unintended receiver acceptable. This might be termed
a minimum interference criteria which could be used in
industrial applications but, perhaps, not in ham radio.

The reason is that hams are used to clean radio spectrum.
In the VHF bands hams are used to clean signals and inter
ference free signals. There are many stations inside our
minimum terrain loss radius and numerous ones up at high
points and using beams and sensitive receivers. It seems that
no matter what signal energy your spread spectrum station
transmits, it will be received as a click by one of these stations.

Well then, what is LPI all about? I am coming to the
conclusion that there is no future in slow hopping in the ham
bands. Because of the wide geographic and gain distribution
of ham stations, we can have no real control over this aspect
of the system equation. Increasing the hopping speed and thus
reducing the interval upon which power can be collected by
a conventional receiver is still open to exploration, but it may
require a few hundred hops per second or perhaps a thousand!

Fast hopping produces large sidebands because of the
pulse-like behavior of the signal. Some of the total energy of
the signal is "spread" in these sidebands and so the maximum
energy in the carrier's "center" frequency is reduced. Thus,
in addition to a reduction effect in a conventional receiver
due to the shorter dwell time, the "spreading" of energy to
the sidebands lowers the peak energy at the center frequency
and further reduces gain. At what point this will produce a
usable system is open to experimentation. '

I would like to close with an observation that answers

the opening question of the column. Will the real LPI please
stand up? LPI of spread spectrum is not a way around the
laws of physics. Instead, spread spectrum is a signal which
is more easily camouflaged, by QRM and existing inter
ference, from attempts to discover it. It changes the
appearance of a narrowband signal to something which is
more easily hidden.

The way to think of LPI is more along the lines of
camouflage, attempting to make the camouflaged signal less
recognizable among other signals and noise which surround
it. But. successful camouflage hides by presenting the viewer
with exactly what he expects to see. On the VHF bands, hams
are used to seeing clear frequencies. Hence, there is little for
the camouflage artist to work with.

January 1981

FIRST STEPS IN DIRECT-SEQUENCE
SPREAD-SPECTRUM

By Andre Kesteloot, N41CK

At the September 1986 meeting of AMRAD, I demon
strated a simple direct-sequence spread spectrum modem
operating at a carrier frequency of 2 MHz. 1 The purpose was
to experiment with some simple circuits. making use only of
readily available components and test equipment, so that the
average radio amateur (i.e, one who does not necessarily have
access to an elaborate laboratory) might be encouraged to
develop his own concepts.

A carrier frequency of 2 MHz had been chosen at the
time so that the various waveforms could be displayed on any
low-frequency (5 MHz bandwidth) oscilloscope. Of course,
in practice. only UHF transmissions are presently authorized
by the FCC. Before venturing into UHF frequencies however,
it seemed advisable to investigate some of these basic concepts
at 144MHz. The purpose of this article is (a) to describe some
recent investigations conducted in October and November
1986, and (b) to discuss some possible new concepts.

Fig 4 shows a basic direct-sequence set-up: an RF oscil
lator produces a carrier at a frequency Fa, which is mixed
in a doubly-balanced mixer (DBM) with a pseudo-random
noise generator (PN), generating a square pulse at random
intervals. The voltage vs. frequency representation (by Fourier
transform) of a square pulse is a (sin xix) function. Since
power is proportional to the square of the voltage, the output
of the DBM, in the frequency domain, is a (sin x/x) squared
spectrum. Single "0" and" I" pulses at the clock frequency

p.tV.
GbJ.

Fig 4-A direct-sequence block diagram.
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occur more often than any other sequence- and this creates
a first null at [Fo + Fe] and [Fo - Fe], where Fe is the
frequency of the clock pulse driving the PN generator. The
transmitter output power (which was concentrated at a single
frequency Fo) is now spread over a wide bandwidth.

By mixingagain an identical PN sequence with the output
of the transmitter, it is theoretically possible to "despread"
the spectrum, and thus recover the original frequency Fo.
(Note that if Fo were frequency modulated, this information
would also be available upon despreading. This type of
modulation scheme would not, however, meet present FCC
regulations, and particularly Part 97.7I.e.2.)

For our first VHF experiment, we decided to use the
arrangement shown in Fig 5. The output of a 146 MHz RF
source is fed to one input of a DBM, and is also applied to
a divide-by-IOO stage, the output of which clocks a PN
generator. The PN output is applied to the second port of
the DBM, and the result is visible at Test Point 2 (TP2). This
represents the output of our "transmitter" and is connected
to the input of another DBM (our "receiver"). The original
PN sequence is also fed to this second DBM, and the original
146 MHz carrier is recovered at the output.

Fig 6 shows the schematic of the board built for the
experiment. The output of a 146 MHz source (in this case a
2-meter hand-held) is fed to the board and terminated into
51 ohms. Two IN914s are connected as clipping diodes to limit
the input signal of U1 (an MC3396P) to 0.7 V P-P. This stage
divides the RF carrier by 20, and feeds U2, a 7490 connected
as a divide-by-5 stage, which produces narrow (0.1 /,8ec),
positive-going 1.46MHz clock pulses. These clock pulses drive
a 74164/7486 combination, (U3 and U4) connected as a
7-stage shift register of the type previously used in my
frequency-hopping synchronization scheme (see Ref 3 for
details).

The PN sequence at the output of the shift-register is
applied to DBMI (an 8BL-I manufactured by MCL). Per
MCL's suggestion (ref 4), the PN sequence is applied to what
is usually considered the IF port, and the output signal is taken
from what is normally the LO port.

The signal at TP2 is indeed a spread spectrum signal, as
can be seen in Fig 5. Note that there is still a fair amount of
energy at Fo (146MHz), most probably due to the "open con
struction" approach used to build the test board as well as
to poor IF port termination. Note the first two nulls at (146.00
+ 1.46) = 147.46MHz and (146.00 - 1.46) = 144.54MHz.
The figure also clearly shows the small "subcarriers" created
by the various recurring frequencies of the PN sequences (and
affectionately referred to by Hal WB3KDU as "stalactites").
Using a 7-stage PN generator is simple from a hardware point
of view, but has the disadvantage that the sequences, and
hence the subcarriers, recur very often thus possibly putting
out too much energy at finite places in the spectrum (which
could lead in certain cases to interference with other users of
the band.) This potential problem could be alleviated by using
longer PN sequences (the FCC authorizes amateurs to use 7,
13 and 19-stage shift registers.P

The distance between these vertical lines is equal to the
PN code repetition rate: in our model the clock rate is
1.46 MHz and the PN code length is 2 to the seventh power,
or 128. The code repetition rate is thus (1,460,000 /128) =
11,406 per second, and the separation between these lines is
11,406Hz. Had I chosen a 19-stageshift register, the PN code
length would have been 524,288 and the code would have
repeated only (1,460,000 / 524,288) = 2.78 times per second.

The output of DBMI is then fed to the input of DBM2.
The same PN sequenceis applied to the LO input of the DBM,
and at its output (TP3), the original signal can be recovered
(Fig 6). Again, although most of the spread spectrum signal
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Fig 7-A proposed scheme whereby two amateur stations would derive their OS clocks from a local TV station's color
burst information.
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has been "despread," a residual portion of the input signal
can be seen, probably feedthrough due to poor shielding.

Two important aspects of spread-spectrum have not yet
been addressed in this article. The first is how to modulate
this spread-spectrum carrier. A practical scheme was shown
in Ref I, where data was modulo-2 added to the PN sequence
prior to multiplication with the RF carrier. The second is the
problem of synchronizing the two PN sequences (at the
transmitting and receiving ends). In this experiment, I have
used the same sequence to drive both DBMs. In "real life, "
these two could be miles apart and the two PN generators
would need to be synchronized. As indicated in Ref 3, I believe
that we radio-amateurs should accept, at least at the begin
ning, to synchronize ourselves to an external reference. a
solution suggested by William Sabin W0IYH6. To quote
Robert Dixon: "More time. effort and money has been spent
developing and improving synchronizing techniques than in
any other area of spread spectrum systems. There is no reason
to suspect that this will not continue to be true in the future."?
and again "To give an idea of the magnitude of the syn
chronization problem ( ... ) one needs only to note that most
systems descriptions assume synchronization and avoid any
discussion of how it is to be achieved or matnrained."!

In light of the above remarks, a scheme whereby two
amateur stations would derive their direct sequence clocks
from the color burst information of a local TV station, for
instance, would seem to me to be perfectly satisfactory as a
first approximation.

Such a scheme, planned to be implemented soon, is
described in Fig 7. At each end of the radio link, a color TV
receiver will be needed, and the 3.579545 MHz color burst
will be extracted from the color burst amplifier. If the two
TV sets are tuned to the same TV station, the two bursts will
be in phase. The amateur transmitter consists of a 420-450
MHz VCO (voltage controlled oscillator), the output of which
is divided by N. (In our next experiment, N will equal 121,
as this is easily feasible by cascading two divide-by-II inte
grated circuits, such as the IlC90 or the MCI2013.) The
output of the divider will be fed to a PLL (phase-locked loop),
along with 3.579 MHz from the TV set. Once the PLL locks
and the system reaches equilibrium, the output of the VCO
at point [I] will be 3.579 x 121 ~ 433.125 MHz. The color
burst will also be used as the clock for the PN (pseudo noise)
generator, and the data will be modulo-2 added to the output
of the PN generator, as described in Ref I. The output of
the VCO and the PN generator and data at point [2] will be
mixed in a DBM, and then fed to a broadband amplifier. (At
point [3], the first two nulls will occur at 429.5 and 436.7
MHz.)

At the receiver site, the opposite process will be im
plemented: a 433.125 MHz signal will be derived from the
color burst just as was done at the transmittersite, and will be
mixed in a DBM with the incoming signal. (This is essentially
a direct conversion receiver.) At point [4] will appear the PN
sequence clocked at 3.579 MHz on which is superimposed the
data. At the beginning of the transmission, before any data
is sent, the signal at point [4] will be the same as that at the
output of the transmitter's PN generator. This signal will be
loaded in a shift register, the output of which will be fed to
a correlator (similar to that described in Ref I). A PN
generator similar to that used at the transmitter(same number
of stages, and same feedback taps) will be clocked by the
output of a multiply-by-two stage, the input of which is the
color burst. Thus the correlator will receive two signals,
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identical except for the fact that one will be clocked at twice
the rate of the other. The fast sequence will catch up with
the slow one, and there will be a moment when the two
sequences will be synchronous. At that moment, the correlator
output at point [5] will switch the PN clock input from the
output of the x 2 stage to the PLL output. The two identical
PN sequences (at the transmitter and at the receiver) will now
be in phase. The output of the receiver's PN generator (which
is now the same as the transmitter's) can now be XORed with
the signal at point [4], and the original data will appear at
point [7].

Finally, for those who might not want to be tied to color
TV receivers, a variation of the above idea could be im
plemented using as external reference the carrier of a local
AM radio station in the 1,500 kHz area of the AM band. A
ferrite rod and a phase-lock loop could be used to extract the
carrier information. The divider chain would now have to be
able to divide by any integer between 281 and 299. (In practice,
it might be prudent to operate in the middle of the amateur
band. A llC90 divide-by-It stage, followed by another
divider by 27 would yield an Fo of 445.50 MHz, while the
use of pulse swallowing techniques would allow for N to be
any number, including primes.)
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A SPREAD-SPECTRUM REPEATER

By Andre Kesteloot, N41CK

During a recent visit to Chuck Phillips N4EZV's shack,
I could not help but notice a new rack containing, among
other things, a 900 MHz duplexer. It is part of his latest
design, a repeater for direct-sequence spread spectrum trans
missions. How does it work? Referring to Fig 8, the duplexer
output feeds (I) a down-converter with an output centered
at 70 MHz. Then (2) the first IF stage splits the IF into two
channels separated by the 1st IF output frequency. This is fed
to (3) the 2nd IF stage which takes the output of the separated
channels, combines (XOR) the two, filters and limits the out
put. The latter drives a PSK demodulator (in our case a
Costas-loop) which converts the 2nd IF signal to a digital out-
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Fig 8-Block diagram of the N4EZVdirect sequence repeater.
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put. Module (5), the clock-recovery and CVSD (continuously
variable slope detector) demodulator extracts the clock from
the digital signal and combines data and clock in CVSD to
convert back to audio (baseband). This audio signal is filtered
and amplified (AGe) to remove any high-frequency audio
component.

The COR module (6) produces an output based on valid
clock-and-data signals to turn on the transmitter.

Module (7) is the CVSD and PN generator. The filtered
audio from module (5) is applied to the CVSD. A locally
generated clock drives thepseudo-random generator and, after
division, also drives the CVSD. The CVSD output and the
PN generator output are XORed and then applied to a PN
modulator, while the PN generator output is delayed by 90
degrees and applied to a second PN modulator. The output
of these two doubly-balanced mixers are then combined
(summed) in (8). The resulting signal is then up-converted to
the 900 MHz band in (9) and amplified in (10) the output
power amplifier.

Several of the modules are in various stages of comple
tion. (Some are based on well-established design, and the Cos
tas loop, for instance, works like a charm.) Each major
module is housed in a separate aluminum box, with BNC
connectors and feed-through capacitors, to provide maximum
isolation and facilitate maintenance. The duplexer and the
antennas have already been tested, and the repeater has been
given, I understand, tentative experimental coordination
status by TMARC.

November 1989

INJECTION-LOCKED SYNCHRONOUS OSCILLATOR
IN A SINGLE IC PACKAGE

By James Vincent, G1PVZ

For some time I have been experimenting with a Direct
Sequence Frequency Modulated (DSFM) modulator and
demodulator system similar to Andre Kesteloot's system
described in QSTMay 1989. I had a pre-publication copy of
Andre'sarticle, and for some time had beentrying to produce
a 435 MHz Synchronous Oscillator based on the original
Uzunoglu and White IEEE article. I had little success and
therefore decided to look at alternative circuits.

7-12 Chapter 7

Plessey Semiconductors manufacture a wide range. of
communication and satellite-television integrated circuits. One
such device is the SLl455 Wideband FM demodulator with
Threshold Extension which is designed to demodulate the
FM video signal in Direct Broadcast Satellite (DBS)
receivers with an intermediate frequency of between 300 MHz
and 600 MHz. It consists of four major sections, an injection
locked oscillator operating at one half the RF input frequency to
which the system should lock, a divide-by-two stage, quadra
ture demodulator/amplifier stage and a video amplifier stage.
If the oscillator is dimensioned to operate at 435.2 MHz then
the F osc/2 (435 MHz/4) signal can be tapped at pin 7 of the
device (there are coupling capacitors within the IC structure
between the divide-by-two stage and the quadrature network
pins).

To enable the circuit to frequency-lock to the despread
Direct Sequence carrier signal at 435 MHz, the oscillator
oscillates at approximately 216.5 MHz. On injection of the
despread signal, the oscillator locks to the input carrier and
tracks it. With no input signal the oscillator idles at around
216 MHz with a corresponding 108.745 MHz (435 MHz/4)
output at pin 7 of the device. By adjusting the coil, the
oscillator is made to oscillate at a frequency marginally greater
than 216.5 MHz so that it can act as a frequency source for
the sliding correlator in the Direct Sequence demodulator. The
output from pin 7 is capacitively coupled to a pre-scaler device
which divides by 64 to produce the clock for the pseudo
random code generator at the receiver despreader.

The circuit was simple to build and easy to adjust, the
frequency is monitored at pin 7 with a frequency counter and
the coil slug adjusted until the desired frequency is input
within the lock range whereupon the oscillator will lock and
track the injected signal. The stability of the oscillator is
dependent on the power supply to the IC and thus the power
supply should be stabilized.

In initial tests the circuit has locked to an input signal
over a wide amplitude range and has operated in a direct
sequence modulator/demodulator system very effectively.
Further tests need to be performed to fully characterize the
circuit, but it appears to be an effective and simple approach
to a synchronous oscillator implementation.

Preliminary Test Results
Power Supply 5.00 Vdc at 34 rnA
Idle frequency output (no carrier injected) = 3.407279 MHz
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Chapter 8

Spread Spectrum Theory
and Projects
The 1991 ARRL Handbook for Radio Amateurs

Spread-Spectrum Communications

Fig. 15 - The block diagram of a trequency-hopplnq (FH) transmitter Is shown at A. The channel
table contains frequencies that the FH transmitter will visit as it hops through the band. These
channels are selected to avoid interference to fixed band users (such as repeaters). The pre
amble employs the falling edge of an audio tone to trigger hopping. Conventional modulation,
such as SSB, is employed. The block diagram at B is for an FH receiver. Preamble acquisition
and synchronization trigger the beginning of the hopping mode and keep the receiver channel
changes In step with the transmitter.

flR~llF
""'DEBA~O

RF ~MP

MIXER

~

by over allocation of conventional users.
Overlay is a spectrum-management concept

that takes advantageof the spread-spectrum
signal rarification and interference-rejection
effects to share a band with conventional
modulation users. In bands that are chan
nelized and are fully allocated by assigned
users such as repeaters, there are few ways
to accommodate newusers. Yet, viewing such
a band on a spectrum analyzer reveals that
much of the spectrum is only lightly used
because of the intermittent use of many
repeaters and the presence of numerous guard
bands between fixed channels.

In the overlay concept, thespread-spectrum
signal is continuously spread over a shared
band. It can exist in both the unused guard
bands and on intermittently used repeater
channels. It is, in effect a form of frequency
diversity that takes advantage of whatever
unusedspectrumspaceis availablewithinits
spreading width.

Spreadspectrum possesses a numberof ad
ditional advantages. Spread spectrum pro-

MIxER

~--f

Benefits for Spectrum Managers
Effectivespectrum management attempts

to usea band as fullyas possiblewhilekeep
ing interference to a minimum. A limit exists
as to how many signals can be put in a band.
When the allocation is used up, additional
stations that use conventional modes may
cause interference that degrades or blocks
communications by other users. Additional
spread-spectrum signals, however, may not
cause severe interference; they just raise the
background noise level. The limit to the
number of spread-spectrum signals that can
occupy a band is sometimes called a "soft"
limitbecause the effects of overallocationare
not as severe as the rapid degradationcaused

if the right conditions exist, conventional
users in the same band space willexperience
very little interference from spread-spectrum
users. This allowsmore signals to be packed
into a band; however, eachadditionalsignal,
conventional or spread spectrum. will add
some interference to all users.

The commonruleof thumbfor judgingthe
efficiency of a modulation scheme is to
examine how tightly it concentrates theenergy
of the signalfor a givenrate of information.
While the compactness of the signalappeals
to the conventional wisdom, spread-spectrum
modulation techniques takethe exactopposite
approach - that of spreadingthe signalout
over a very wide bandwidth.

Communications signals can he greatlyin
creased in bandwidth by factors of 10 to
10,000 by combining them with binary
sequences using several techniques that will
be described later.The resultof thisspreading
has two beneficialeffects. The first effect is
dilution of the signal energy so that while
occupying a very large bandwidth, the
amount of power density present at any point
within the spread signal is very slight. The
amount of signaldilutiondepends on several
factors such as transmitting power, distance
from the transmitter and the width of the
spread signal.The dilution may result in the
signal being below the noise floor of a con
ventional receiver, and thus invisible to it,
while it can be received with a spread
spectrum receiver!

The second beneficialeffect of the signal
spreading process is that the receiver can
reject strong undesired signals-even those
much stronger thanthedesired spread-spectrum
signal power density. Thisisbecause thedesired
receiver hasa copy of thespreading sequence and
uses it to "despread" the signal. Nonspread
signals are then suppressed in the processing.
The effectiveness of spread spectrum's inter
ference-rejection property has made it a
popular military antijamming technique.

Conventionalsignals such as narrow-band
FM, SSBand CW are rejected, as are 'Other
spread-spectrum signals not bearing the
desired pseudonoise (PN) coding sequence.
The result is a type of private channel. one
in which only the spread-spectrum signal
using the same pseudonoise sequence willbe
acceptedby the spread-spectrum receiver. A
two-party conversationcan take place, or if
the code sequence is known to a number of
people, net-type operations are possible.

The use of different binary sequences
allows several spread-spectrum systems to
operate independently of each other within
the same band. This is a form of sharing
called code-division multiple access. If the
system parameters are chosenjudiciously and

Spread Spectrum Theory and ProJects 8-1



BANDWIDTH

SIGNAL ENERGY

Fig. 16 - A graphic representation of the distribution of power as the signal bandwidth in
creases. The unspreao signal (A) contains most of Its energy around a center frequency. As the
bandwidth increases (B), the power about the center frequency falls. At C and D, more energy is
being distributed in the spread signal's wider bandwidth. At E, the energy is diluted as the
spreading achieves a very wide bandwidth. Bandwidth is roughly twice the bit speed of the PN
code generator.
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is called the dwell time. To avoid interference
both to a conventional user and from conven
tional users, the dwelltime must be veryshort,
commonly less than 10 milliseconds.

Direct Sequence
Directsequence (DS) is a second form of

spreading in which a very fast binary bit
stream is used to shift the phase of an RF
carrierv This binary sequence is designed to
appear to be random (that is, a mix of
approximately equal numbers of zeroes and
ones), but is generated by a digital circuit.
This binary sequence can be duplicated and
synchronized at the transmitter and receiver.

carrier is modulated by the spreading code,
causing it to spread out over a large
bandwidth. Four spreading techniques are
commonly used in military and space com
munications, but amateurs are currently
authorized to use only the frequency hopping
and direct sequence techniques.

Frequency Hopping
Frequency hopping (FH) is a form of

spreading in which the center frequency of a
conventional carrier is altered many times a
second in accordance with a pseudo-random
list of channels. SeeFig. 15. The amount of
time the signalis present on any singlechannel

vides a degree of protection against fading (a
large variation in received signal strength
caused by reflections, as in TV "ghosts").
Frequency-selective fadingtypically affectsa
relatively narrow band of frequencies. The
spread carrier offers a form of frequency
diversity that can offset the fadedfrequencies
by those within the spread-spectrum signals
that do not experience the same fading. The
effects of reflectiveor multipath interference,
which result from several parts of the same
signal arriving at the spread-spectrum receiver
at slightly different times, can be largely
reduced. Signals that arrive late at the spread
spectrum receiverwillnot match the spreading
code currentlybeingused to decodethe signal.
Hence they are rejected as interference.

Finally, spread spectrum can be used to
construct very precise ranging and radar
systems. The spread carrier, modulated with
the PN sequence, permits the receiver to
measure very preciselythe time the signal was
sent; thus, spread spectrum can be used to
time the distance to a transmitter for ranging,
or to an object as in the case of a radar reflec
tion. Both applications have been commonly
used in the aerospace field for many years.

Types of Spread Spectrum
There are numerous ways to cause a carrier

to spread; however, all spread-spectrum
systems can be viewed as two modulation
processes. First, the information to be trans
mitted is applied. A conventional form of
modulation, either analog or digital, is
commonly used for this step. Second, the

DATA "A" J o o

TRANSMITTER
SITE

LOCALLY GENERATED
PN BIT STREAM

"B"

AG)B

TRANSMITTED -c-

RECEIVED "C"
SAME AS ABOVE

RECEIVER
SITE

LOCALLY GENER
ATEC PN BIT

STREAM
IDENTiCAL TO
"B" ABOVE·

BY XORING "C"
WITH THE LOCALLY

GENERATED PN
BIT STREAM, ONE
CAN DERIVE THE
ORIGINAL DATA J o o

~i9. 17 - In bit-inv~rsi~n ~odulation, a .digital information stream is combined with a PN bit stream, which is clocked at four times the informa
tlO~ rate. T~e co~blnatlon IS the exctustve-oe sum of the two. Notice that an information bit of one inverts the PN bits in the combination, while
an. I~formatlon bit of zero .causes the PN bits t.o be transmitted without inversion. The combination bit stream has the speed characteristics of the
Original PN sequence, so It has a wider bandwidth than the information stream.
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Time Hopping

The last spreading method is called lime
hopping. In a time-hopped signal, the carrier
is on-off keyed by the PN sequence, resulting
in a verylowduty cycle. The speedof keying
determines the amount of signalspreading.

A hybrid system is formed by combining
two or more forms of spread spectrum into
a single system. Typically, a hybrid system
combines the best points of two or more
spread-spectrum systems. Theperformance of
a hybrid system is usuallybetter than can be
obtained witha singlespread-spectrum tech
nique for the same cost. The most common
hybrids combine both frequency-hopping and
direct-sequence techniques.

Spreading Sequences

One of the most important aspects of
spread spectrum is the PN sequence used to
spreadthe RF carrier. Thespreading sequence
determines howwell the variousproperties 01
spread spectrum will perform.

The spreading sequence takes a form
geared to the type of spread spectrumbeing
used. For frequency hopping, the spreading
codeis a streamof numbers that represent the
channels to whichthe frequency hopper will
travel. In a DSsystem,the spreadingcode is
a very fast bit stream generatedby a digital
circuit. In bothcases, the PNcodeisgenerated
to resemble random activity andpasses many of
the tests devised to identify random sequences.
Codes that have random-like properties are
called pseudorandom or pseudonoise sequences.

Correlation
Correlation is a fundamental processin a

spread-spectrum system and formsa common
method of receiving signals. Correlation
measures how alike two signals are; that is,
how similar in appearance they are to each
other. The degree of likeness is often ex
pressed as a number between zero and one.
A perfect match is typically indicated by a
one, while no match may be indicated by a
zero.Partialmatches yield values between one
and zero, depending upon likeness.

In a spread-spectrum receiver, correlation
is oftenusedto identify a signal that hasbeen
coded with a desiredPN sequence. Correla
tion is usuallydone with a circuit known as
a correlator. A correlator is typically com
posedof a mixer followed bya low-pass filter
that performs averaging. The mixeris where
the two signals to becomparedare multiplied
together. A match yields a highvalueof out
put; but if the two mixed signals differ, the
output will be lowerdepending on how dif
ferent the signals are. The averaging circuit
reports the average output of the mixer. This
value is therefore the average likeness of the
two signals.

In a DS system, the correlator is used to
identify and detect signals with the desired
spreading code.Signals spreadwithother PN
codes, or signals not spreadat all, willdiffer
statistically from the desired signaland give
a lower output from the correlator. The
desiredsignal will have a strong match with
locallygeneratedPN codeand yielda larger
output from the correlator.
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PN code to be either inverted for a number
of PN chips for an information bit of one or
leftunchanged for an information bit of zero.
Thismodulation process iscalled bit-inversion
modulation for obvious reasons. Theresulting
PN code is mixed with the RF carrier to
produce the DS signal.

Chirp

The third spreading method employs a
carrier that is sweptovera rangeof frequen
cies. This method is called chirp spread
spectrumand findsits primaryapplication in
ranging and radar systems.
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Fig. 18 - The block diagram of a direct sequence transmitter Is shown at A. The digital modula
tion source is mixed with a combination of the PN sequence mixed with the carrier oscillator.
The PN sequence is clocked at a much faster rate than the digital modulation' a very fast com
posite signal emerges as a result of the mixing. The preamble is selected at the start of
transmission. Part B shows a direct sequence receiver. The wldeband signal is translated down
to a baseband (common) frequency. The processes form a correlator, mixing a baseband
oscillator with the PN source and then mixing the result against the incoming baseband RF. The
synchronization process keeps the PN sequence in step by varying the clock for optimal lock.
After mixing, the information is contained as a digital output signal and all interference is
spread to noise. The low-pass filter removes some of this noise. Notice that the transmitter and
receiver employ very similar designs, one to perform spreading, the other to despread.

Suchsequences arecalledpseudonoise or PN.
See-Fig. 16.EachPN codebit iscalleda chip.
The phase shifting is commonly done in a
balanced mixer thattypically shifts theRFcarrier
between 0 and 180degrees; this iscalled binary
phase-shift keying (BPSK). Other types of
phase-shift keying are alsoused. For example,
quadrature phase-shiftkeying (QPSK) shifts
between four different phases.

DS spread spectrum is typically used to
transmitdigital information. SeeFigs. 17and
18. A common practice in DS systems is to
mix the digital information stream with the
PN code. Theresultof thismixing causes the
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Notice that the averaging circuit of the
correlator gives the average mixer value over
time. If noise or interference is present. some
of the received signal willbe corrupted. After
mixing, the interfering signals are spread and
resemble noise, while the desired signal is
despread and narrowband. The averaging cir
cuit of the correlator then performs a low-pass
filter function, thereby reducing the noise
while passing the desired narrowband infor
mation. This is the heart of the DS inter
ference-rejection process.

Correlation action in an FH system is im
plemented differently, but the concept is the
same. In a frequency-hopping system, the
transmitter carrier frequency is being moved
about many times a second according to the
spreading sequence. The receiver uses the
same spreading sequence to follow the trans
mitter, moving from channel to channel in
exact step with the signal. If the receiver is
out of step with the signal, it cannot recover
the information being transmitted.

FH signals that are under the control of a
different PN sequence will be received only
randomly, by the chance that both the desired
and undesired PN codes have a channel in
common at that moment. Narrowband sig
nals will be visited occasionally by the hop
ping signal and should not be a cause of
interference.

FIg. 19 - Various PN sequences. At A, a three-stage shift register with (1,3) stages tapped.
There are seven unique code words, each as wide as the shift register. At B, a three-stage shift
register with (2,3) stages tapped produces a somewhat different arrangement of code words. At
C, two nonmaxlmal-Iength cycles result from the tap choices of (1,2) for the three-stage register.
A and B are maximal-length cycles. At D Is a three-stage linear feedback shift register. The
stages to be combined with exclusive-on to produce feedback are selected by $1-83.

Despreading and Detection

In DS systems, collapsing the spread
spectrum signal by removing the effects of the
spreading sequence is called despreading. If
the DS signal is viewed as a signal with two
types of modulation impressed on it (one for
spreading and the other containing informa
tion) then despreading is a demodulation step
aimed at the spreading sequence. What re
mains after the removal of the spreading se
quence is the digital information stream.

The despreading process is in fact per
formed by a correlator containing a mixerand
an averagingcircuit. In the correlator, like sig
nals produce a high value while unlike signals
produce lower values. Thus signals that are
the same produce high outputs because the
signals reinforce each other. Signals that are
unlike cannot reinforce each other and there
fore form lower-valued products.

Bit-inversion modulation is detected by
this correlator action since an information bit
of "1" caused the PN code to be inverted,
while a "0" leaves the PN code unchanged.
In the correlator, a "0" information bit
generates an uninverted PN code stream that
closely correlates with the local PN code.
Comparatively, a "1" results in a complete
decorrelation since the PN code is inverted for
this information bit. Through this action the
correlator recovers the transmitted infor
mation.

Undesired signals in the DS receiver pass
band are not correlated with the local PN
code. Within the correlator, the undesired sig
nals randomly fall in and out of match on a
bit-by-bit basis. Here the mixer output resem
hies noise that is filtered by the correlator low
pass filter. In comparison, the mixer will
produce a stream of ones for an uninverted

PN sequence or a stream of zeros for the in
verted PN sequence.

Thus, the mixing process despreads the
desired spread-spectrum signal and causes the
undesired signals to spread to noise. It is
mainly through the mixing process that inter
ference is rejected within a spread-spectrum
receiver.

Spreading Sequence Generators
Generation of the PN sequenceis common

ly done with linear-feedback shift registers
(LFSR). See Fig. 19. The shift register con
sists of a number of one-bit memory registers
that shift their contents to the right with each
clock pulse. New values are introduced at the
left-most stage while output is commonly
taken from the right-most stage.

The shift register can be used to generate
a wide variety of sequences. Generation of a
linear sequence is typically done by tapping
the values of certain cells and combining the
values using an exclusive-on (one-bit addi
tion without carry) gate. The combined out
put is then fed back to the inpot of the
left-most cell.

The LFSR sequenceis a repeating sequence
whose maximun length is related to the num
ber of stages (N) in the shift register by the
equation: length = 2N -1. This equation
determines the maximum length; not all tap
choices produce the longest sequence,
however. There are two cases to consider: the

maximal-length sequence or m-sequence and
the nonmaximal-length or composite se
quences.

The length of an m-sequence is given
by the equation 2N - 1 and is the longest
possible for a given register length.
Since the output repeats after producing
2N -1 bits, the entire sequence can be
viewed as a cycle (see Fig. 19).

Initializing the register with any sequence
of consecutive bits from the cycle will gener
ate the entire cycle from that point. A cycle
is commonly started by an initial value of all
zeros followed by a one such as o00ooo1 for
a seven-stage register. Other starting values
still generate the same sequence but are said
to be phase shifted from the zeros followed
by a one initial starting point. A run of bits
selected from the sequence that is the same
length as the generating shift register is called
a code word of the sequence, All code words
from an m-sequence are unique with no
repeats, and no code word contains all zeros.

Comparatively, the length of the non
maximal sequence is always shorter than 2N
-1. and its outputs form a number of distinct
short cycles. Code words are not unique for
this type of sequence. The nonmaximal se
quences are called a composite sequence
becausea compositesequence can be expressed
as a combination of shorter maximal-length
sequences. The nonmaximal-sequence length
is in fact the product of the length of the
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Fig. 20 - A maximal-length sequence seven-stage shift register. A complete description of this
circuit appeared in October 1986 QEX.
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smaller m-sequences of which it is composed.
Determining whether a giventap sequence

will produce a maximal or composite se
quence is quite complicated. Most efforts
have been carried out by computer search
methods, and a numberof excellent tables are
available for the designer.

A maximal-length sequence seven-stage
shift register can easily be built withtwo ICs,
asshown in Fig. 20.A morecomplete descrip
tion of this shift register appearedin October
1986 QEX.

Orthogonality
An important considerationin choosing a

sequence for a spread-spectrum system is the
amountof statistical similarity a sequence has
withconventional signals and withsequences
employed by other spread-spectrum systems.
The greater the degree of similarity, the less
ablethe spread-spectrum receiver will be able
to reject interference.

The ideal sequence will show a very low
correlation when compared with undesired
sequences. Moreover, thePN sequence should
also have a low correlation with shifted
versions of itself. A measureof a sequence's
self-correlation is measured by its autocor
relation function(ACF).The ACF measures
howmuch interference will be received from
other spread-spectrum units using the same
PN sequence but with different startingpoints
within the PN code cycle.

Two code families that have found
common usage are the m-sequences and Gold
codes. Gold codesare a familyof spreading
codes generated by exclusive-on combining
the output of two "preferred" m-sequence
generators. Manyother PN codescan beused
withspreadspectrwn- Dixonlistsa number
of such codes.

Synchronization
Synchronization is the most difficult issue

for spread-spectrum systems. For a spread
spectrum receiver to demodulatethe desired
signal, it must be able to synchronize the
locallygeneratedPN codereference with the
one used by the transmitter. This operation
commonly takesplaceat veryhighspeeds. It
is usually viewed as two processes: rough
synchronization whichsearches and acquires
the receiver's PN code within one bit or
channel of the transmitter's, and fine syn
chronizationwhichmaintains bit or channel
dwell timing.

In rough synchronization, the receiver at
tempts to line up the local PN code as close
as possible to the transmitters. Thereare two
methods. The first is calledepochsynchroni
zation, in whichthe transmitter periodically
sends a special synchronization sequence.
Commonly, this synchronization sequence is
a unique short bit sequence chosen because
it is easily detected by a simple correlator
known as a digitalmatched filter. This filter
consists of a shift register that clocks the
received sequence by one bit at a time and
compares i~ against the unique sequence. The
outputof thematched filter ishighest when the
unique word is found in the input bit stream.

A second method of synchronization is

known as phase synchronization. Here, the
receiver attempts to determine whichof the
2N - I phases the m-sequence could be in.
To determine the phase, and therebythe syn
chronization, at least N bits would have to
be received withouterror. Noisysignals may
require more than N bits depending on the
signal-to-noise ratio.

PN codeswithshort cycle times will exhibit
several repetitions in a short amount of time.
A digital matched filter can be constructed
to signalthe presence of a uniquecode word
fromthisshort spreading codesequence. This
isessentially a formof epochsynchronization.

Longer sequences require more-complex
synchronization methods. One method uses
a sequence based on the time of day. The
receiver sets up a digital matched filter with
a value several seconds ahead of the current
time and waits for this uniquecode word to
appear. The proceduremaybe useful for net
operations in which stations canenteror leave
a net at will.

There are a numberof specially developed
sequences available for rapidsynchronization;
however, they fall beyond the scope of this
brief discussion.

Preamble
A preamble signalis commonly sentby the

spread-spectrum transmitterimmediately be
fore the transmitter enters the spread mode.
The preamblesignalalerts the receiver to set
up its synchronizing procedureto acquirethe
spreadsignal.The format of the preambleis
different from system to system.

In slowfrequency hopping,which has hop
rates of lessthan 100 times a second,a tone
appearing on a prearranged frequency or
home channel can be used. The falling edge
of the tone signals the beginning of hopping.
At faster speeds,the precise instant the tone
falls may be difficult to measure accurately;
other preamble methods are typically em
ployed. One such method calls for the fre
quency hopping receiver to examine a specific
set of channels continually. A frequency
hopping transmitter would hop on these
channels a prearranged number of times to
allow the receiver to synchronize.

In direct-sequence transmissions the pre
ambleperforms threefunctions. First, theRF
carrier mustbe acquiredby the receiver. This
maybe doneby transmitting a run of all zero

bits, which reveals the carrier's center fre
quency to the receiver. Second, local clock
synchronization is established bytransmitting
a sequence of alternating onesand zeros. The
receiver will detect thesetransitions andderive
bit timing from them. Last, the spreading
codeitselfmust besynchronized. Thiscan be
donebyan epochsynchronization procedure.

Onceroughsynchronization is established,
the spread-spectrum receiver must track and
maintain bit timingor channeldwelltiming.
There are several techniques to accomplish
finesynchronization; however, the underlying
mechanism is a feedback loop that attempts
to minimize the timing error between the
transmitter and receiver PN code at the
fraction of a bit time.

The feedback loopitselfcommonly consists
of a differencing circuit that calculates the
actualbit difference and a feedback path that
adjusts the receiver spreadingcodeclock. In
one technique called dithering, the spreading
code clock speed is continuallyrocked back
and forth around the synchronization point,
causing the receiver to periodically move in
and out of synchronization a smallamount.
The point at which best synchronization is
achieved is used to synchronize the receiver
clock. Dithering can track a spreading code
whosetimingmay be changing, perhaps be
causethe transmitteris mobile, or in the case
of HF spread spectrum, with changes in the
height of thereflecting layers of theionosphere.

Spectrum of Spread Spectrum
The spectrum of each type of spread

spectrum signaldepends on several factors,
suchas the speedat which the spreading code
is clocked, the type of spreadingcode used,
whether frequency hopping or directsequence
is beingused, the modulationbandwidthand
the method of modulation.

Fig. 21 is the spectrumof a BPSKDS se
quence. The signal is symmetric around the
center frequency and contains several peaks
that are calledlobes. The main lobe is maxi
mum at the center frequency but falls rapid
ly. The point at whichthe main lobe falls to
its low point is called the first zero; sub
sequent lobes are called spectral sidelobes.
The main lobe of a DS signal contains the
majority of power, about 90 percent, while
the remaining 10 percent is distributed over
the sidelobes. In manysystems, the sidelobes
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Fig. 22 - Power vs. frequency for frequency
hopping spread-spectrum signals. Emissions
jump around in pseudorandom fashion to
discrete frequencies.

Fig. 21 - Power vs. frequency for a direct
sequence-modulated spread-spectrum signal.
The envelope assumes the shape of a sin x2

divide by x curve. With proper modulating
techniques, the carrier is suppressed.
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The error voltage generated by the phase
comparator holds the veo on the desired
multiple of the reference oscillator.

This approach is limited because of
the time required for the loop to settle.
Various modifications are possible such
as replacing the loop's low-pass filter
with an active low-pass filter; however, the
settling-time problem is difficult to over
come. One successful method has been to
use two or more synthesizers, alternately
allowing one to settle while using the other
to control the current channel. The increase
in hopping speed can be found by calcu
lating one minus the number of synthesizers
multiplied by the ratio of dwell to settling
time.

Another enhancement to the basic PLL
synthesizer comes by inserting a D/A con
verter into the PLL. The DfA takes a dig
ital word from a computer which represents
a voltage feed to the veo. The voltagehas
been selected so the VCO will produce a
desired frequency. The PLL and reference
oscillator are used to lock the VCO output
to a precise channel; however, the large
settling time, attributed mainly to the loop
tracking large jumps in frequency, is
absent.

A different approach to FH generation
can be found in the direct-synthesis ap
proach. Here, a large number of samples
are taken of a sine wave that is stored in
a ROM. A signal is generated by feeding
these samples into a wide-band D/A con
verter, producing an RF sine wave. The fre
quency of the RF sine wave is determined
by the rate at which the samples are fed to
the D/A. A synthesizer of this type is capa
ble of hopping many thousands of times
per second and commonly has a resolution
of l-hertz steps.

Self Policing and Enforcement

Spread spectrum belongs to the general
class of wideband signals that are new to
many Amateur Radio operators. Tradition
ally, amateur experience has been with
narrow-band signals that can be easily
received with conventional receivingequip
ment. Wideband signals require larger IF
bandwidths and some new ways of
thinking.

Spread spectrum employs a carrier with
a very wide bandwidth. In addition, the
carrier is coded with a PN sequence. These
two factors make conventional amateur
receivers unsuitable for spread-spectrum
reception. There are, however, many tech
niques available that recognize,locate and
recover the transmitted information for
amateur spread-spectrum users.

Amateur operators are interested in ex
periments that enhance communications;
hence, system parameters are chosen to
facilitate communications. Amateur sys
tems are designed so they can be received
without too much difficulty. Conversely,
military users are interested in signal hid
ing - to preve-nt reception by unauthorized
users - so military system parameters are

marked effect on the spectrum of an FH
signal. For example NBFM produces a
constant-amplitude signal and generates a
relatively flat spectrum. SSB, however,
emits energy only when there is informa
tion to transmit, and hence less energy is
emitted overall.

Near vs. Far-Field Strength

Spread-spectrum. signals exhibit some
unusual but logical signal effects. Close to
the transmitter, a spread-spectrum signal
may be observed readily on a convention
al receiver; however, at a distance (50-100
miles) the signal may be noticed only with
careful measurement. This results in a
property called low probability of intercept
(LPI). Some authors dispute the notion of
LPI, saying that spread-spectrum signal
energy is in fact intercepted by the receiving
station's antennas and receivers; however,
there is a low probability that the listener
will recognize the presence of spread spec
trum. The term low probability of recog
nition (LPR) has been suggested in place
of LPI.

This radical difference in signal strength
between close-in and distant observers is
quite logical. The power of a narrow-band
signal is typically concentrated about a
center frequency; hence, a conventional
narrow-band receiver will be in a position
to collect much of the original power sub
ject to path loss. In the DS spread-spectrum
case, the same power is distributed over a
band of frequencies, giving less power per
hertz. A narrow-band receiver can collect
only as much of this distributed power as
the width of its IF passband; consequently,
it registers a much weaker signal. A spread
spectrum receiver's passband is quite wide,
allowing it to receive the entire bandwidth
containing the spread-spectrum signal. This
power is concentrated by the despreading
process, making the output signal-to-noise
ratio at least equal to the narrow-band
signal's.

In the case of FH spread spectrum, a
full-power narrow-band carrier is hopped
among many channels. The concentrated
power of the carrier can be observed at a
distance equal to that of a nonhopping
narrow-band signal; however, a conven
tional receiver will only catch a glimpse of
the FH signal as it briefly visits the cur
rently received channel.

FH Frequency Generation

Generation of FH frequencies is com
monly done with a synthesizer that oper
ates in one of several ways. The most
popular amateur synthesizer technique uses
a phase-locked loop (PLL) in which a
voltage-controlled oscillator (VeO) gener
ates the frequency of interest. The VCO is
typically locked to a multiple of a reference
crystal that also determines the channel
spacing. The loop is established by sam
pling the veo output frequency and divid
ing it down so its divided frequency
matches the reference-oscillator frequency.
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are clipped sincethey tend to extend out over
a large span of spectrum but carry little of
the DS signal's power.

The chip rate determines the overall
spread of the DS signal. The overall size
of the DS carrier expands as the chip rate
increases, while lower chip rates collapse
the signal into a nonspread conventional
PSK signal. In addition, the chip rate de
termines the size of the DS main lobe and
the location of the zeros. The main lobe is
2/chip-rate wide, centered about the DS
carrier's center frequency. Zeros occur at
multiples of l.zchip-rate, symmetrically on
either side of the center frequency.

The spectrum of an FH signal is shown
in Fig. 22. The spectrum structure is not
as complex as in the DS signal, but depends
on the spreading bandwidth and type of
modulation used. The spectrum of FH
signals consists of a carrier that moves
pseudorandomly among many channels.
As the speed of hopping increases, channels
are visited more frequently with less time
spent on a channel. At very fast hopping
speeds, significant sidebands can be ob
served on the FH signal. These sidebands
are generated from the pulse-like behavior
that the FH signal exhibits at high speeds.

The amount of power the frequency
hopping transmitter delivers per channel is
related to how often the channel is visited
and the dwell time. The amount of power
per channel is greater with fewer channels;
conversely, a large number of channels
decreases the frequency of visits, hence a
lower power per channel. In sum, the larger
the number of channels, the lower the sig
nal power per channel.

Last, the method of modulation has a
8·6 Chapter 8



set with this objective in mind.
When a spread-spectrum signal is above

the noise level, it can be received with a
wideband receiver, and direction-finding
techniques can be used to locate the signal
source. Interference to other amateur oper
ations or TVI complaints are resolved eas
ily because a signal strong enough to cause
interference is far enough above the noise
that it can be located with conventional DF
techniques. In particular, a directional an
tenna can be connected to the receiver that
is being interfered with. Rotation of the an
tenna can be used to help locate the source.
Moreover, the periodic identification re
quired of all amateur signals can aid the
interference-determination process.

Currently, the FCC has authorized two
types of spread-spectrum communications
for amateurs. The user must identify with
narrow-band transmissions on one frequen
cy in the band being used. Alternatively,
the station ID may be transmitted while in
spread-spectrum operation if the transmis
sion is changed so that CW, SSB or nar
row-band FM receivers can be used to
identify the station. One proposed identifi
cation procedure is for the stations involved
to send call signs by on-off keying of the
spread-spectrum carrier. This will provide
a method to readily identify an amateur
spread-spectrum user.

Sometimes it is necessary to monitor the
contents of an amateur spread-spectrum
transmission to determine if the amateur
station is being used properly. This is pos
sible when the signal is above the noise; a
wideband receiver and appropriate detec
tor to demodulate the signal are necessary.
Other signals in the passband can cause in
terference, so a sharp beam antenna is re
quired to reduce the effects of the undesired
signal.

In DS spread-spectrum transmissions,
both the spreading PN code and the trans
mitted information are digital in nature and
are often mixed before being used to modu
late the RF carrier. The signal must be
despread before the digital information can
be recovered; however, the PN code must
be known in advance. In the spread
spectrum rules, the FCC defines three
m-sequence PN codes for amateur use.
These codes are generated by three shift
register configurations: a seven-stage
register tapped at stages (7,1); a 13-stage
register tapped at stages (13,4,3,1); and a
19-stage register tapped at stages (19,5,2,1).
These three sequences are the only ones that
amateurs are allowed to use. It is not
difficult to test all three sequences against
a received amateur DS signal to determine
which is in use. Once the sequence is iden
tified and synchronized, the transmitted
digital information can be recovered.

Amateur 55 Experimentation
Spread-spectrum development for jam

proof military communications began in
the late 1940s. John P. Costas, W2CRR,
was the first person to recognize non-

military applications for SS. Costas However, the conventional SSB could be
presented a paper entitled "Poisson, Shan- disrupted by strong interference on that
non, and the Radio Amateur," in .the channel. While hampered by cyclic inter
Proceedings ofthe fREfor December 1959. ference when busy frequencies were re
(Poisson and Shannon developed mathe- visited, the frequency-hopped link could be
matica! models for communications sys- maintained despite band congestion.
terns - all analytical studies in Although the tests were announced
communication theory and information beforehand in Amateur Radio publications
theory are based on their results.) and on the air from WIAW, no corres-

In this paper, Costas explained that con- pondence was received indicating that the
gested band operation presents an interest- frequency-hopping tests either interfered
ing problem in analysis that can be solved with, or were heard by, other Amateur
by statistical methods. He showed that in Radio stations. The only exception was that
spite of the bandwidth economy of SSB, several amateurs in the Northern Virginia
there are definite advantages to using very area could recognize the presence of the
broadband techniques. Costas concluded frequency-hopped transmissions on con
that broadband techniques would result in ventional SSB receivers after learning what
more efficient use of the spectrum and an the signal sounded like. All were within five
increase in the number of available chan- miles of W4RI and were able to hear both
nels. At the time, Costas' statements were ends.
revolutionary, for they challenged the con- AMRAD member Chuck Phillips,
ventional theory that congestion in the ra- N4EZV, built a VHF frequency-hopping
dio spectrum can be relieved only by the radio in 1980. The design consisted of a
use of smaller transmission bandwidths. modified Vl-lf-Engineering scanner board

In 1980, Dr. Michael Marcus of the FCC capable of switching between four different
Office of Science and Technology (OST) crystal oscillators. By tripling the clocking
suggested that radio amateurs experiment speed, the transmitter was made to hop at
with spread-spectrum modulation tech- 12 hops per second. The oscillators were
niques. The rationale was that (a) the civil arranged to operate continuously, and were
radio services could take advantage of the switched in and out by using high-isolation
spread-spectrum pioneering of the military, solid-state switches. Sometime in 1981, the
(b) design of spread-spectrum systems by Motorola synthesizer chip showed up in a
the private sector was slow because of the GLB add-on synthesizer board. N4EZV
high cost of development vs. return on in- modified a couple of those boards and
vestment, (c) more experimentation was managed to reach 15 hops per second.
needed in areas such as designing for low- Later that year, N4EZV tried a new syn
cost and en-the-air testing in congested fre- thesizer, working at lower frequencies, by
quency bands, and (d) radio amateurs modifying some Heathkit HW203Is. The
could perform useful experiments without synthesizer signal was then heterodyned to
the need for either governmental or indus- the desired output frequency. Both the
trial research and development money. transmitter and receiver were equipped with

The Amateur Radio Research and De- identical frequency "look-up tables" stored
velopment Corporation (AMRAD) re- in EEPROMs. When the push-to-talk
quested, and the FCC granted, a Special microphone switch was depressed, a short
Temporary Authority (STA) to permit audio tone burst was transmitted and then
spread-spectrum tests in the amateur bands decoded at the receiver. At the end of the
by a small number of amateurs, for one burst, both transmitter and receiver started
year beginning in March 1981. Under the hopping to the frequencies pre-loaded in
STA, the first Amateur Radio S8 tests were the look-up tables. The hopping rate was
conducted by W4RI in McLean, Virginia derived by dividing down from the refer
and K2SZE in Rochester, New York. ence crystal used to pilot the whole setup.
Later, WA3ZXW in Annapolis, Maryland When the microphone push-to-talk button
ran additional on-the-air tests with K2SZE. was released at the end of a transmission,
The equipment used was capable of hop- another tone was sent, which stopped the
ping over a frequency range up to 100 kHz hoppers. If the receiver detected only noise,
at rates of I, 2, 5 and 10 hops per second. (caused by interference), it would auto
RF power output levels of 100 and matically revert to its "home frequency"
500 watts were used into dipole antennas. where it would wait for another transmis-

These particular radios functioned best sion. This system seems to operate well up
at 5 hops per second. This was subjective- to about 100 hops per second over a
ly judged on the basis of least-bothersome a-megahertz frequency range.
interference from the various signals at the Experiments run by AMRAD in 1985
different hopping frequencies. It was used a Commodore computer to control
observed that frequency hopping was more the frequency of an ICOM IC-2AT. Very
successful in the presence of heavy CW in- little interference to conventional 2~meter
terference than it was in the presence of users was created by the spread spectrum
heavy SSB interference. In comparison, transmissions. The signals were inaudible
conventional ssa usually provided better to amateurs involved in regular QSOs, but
communications than frequency-hopped the transmissions did cause some inter
SSB whenever a single clear channel could ference by keying some repeaters that did
be found for the conventional 8SB. not have a carrier-sense activation delay.
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This interference affected only a few
repeaters out of many in the Northern
Virginia area, and the problem was cured
by removing the appropriate repeater input
frequencies from the table of frequencies
used in the frequency-hopping scheme.

In 1987, AMRAD member Elton
Sanders, WB5MMB used the direct
synthesis oscillator described by Fred
Williams in the February 1985 issue of
QST to build a frequency hopper. The
frequency of the direct-synthesis oscillator
was determined by a program written by
David Borden, K8MMO, to run on an
IBM'" PC-XT clone, and the oscillator
output was limited to frequencies within the
6.15 to 6.25 MHz band. This output was
then multiplied by 72, and fed to a
70-centimeter output amplifier. (Hopping
rates ranging between 250 and 1000 hops
per second were obtained by this method.)

Initial discussions with the FCC con
cerning the second STA revealed that
the FCC Field Operations Bureau was
interested in conducting monitoring
and direction-finding exercises against
amateur spread-spectrum transmissions. In
February 1985, FCC personnel conducted
a "fox hunt" to find an amateur spread
spectrum transmitter operating at an un
disclosed site. Using the standard FCC
spectrum analysis van and enforcement car,
FCC personnel located the transmitter
within 25 minutes, proving that they can
OF amateur spread-spectrum transmissions
if necessary.

On May 9, 1985, the FCC amended the
rules to permit SSoperation on the amateur
bands above 420 MHz at power output
levels no greater than lOO-W PEP for
domestic communications. These rules be
came effective in June 1986. The amateur
community is working toward establishing

a set of standards for amateur SS opera
tion. The current rules authorize three PN
sequences, and both FH and DS are
allowed. Hybrid spread-spectrum tech
niques are not permitted. Bandwidths may
be as large as the amateur band of opera
tion. Also, SS users are specifically
prohibited from causing interference to
other users of the band.

Under these new rules, amateurs engag
ing in SS operation must maintain a log
with the following information.

1) A technical description of the trans
mitted signal.

2) Signal parameters including the fre
quency or frequencies of operation, the
chip rate, the code, the code rate, the
spreading function, the transmission
protocol(s) including the method of
achieving synchronization, and the modu
lation type.

3) A general description of the type of
information being conveyed; for example,
voice, text, memory dump, facsimile, tele
vision and so on.

4) The method and, if applicable, the
frequencies used for station identification.

5) The beginning date and ending date
of use of each type of transmitted signal.

Throughout 1986 and 1987, AMRAD
continued to devise and run experiments
designed to bring this spread-spectrum
technology within the reach of the average
radio amateur, by utilizing only parts and
technologies readily available to everyone.
In June 1986, AMRAD member Andre
Kesteloot, N4ICK, demonstrated a way to
derive clock signals (suitable for frequency
hopping) by using broadcast TV signals.
The complete experiment is described in
October 1986QEX, pp 4-7. With the equip
ment described, the trailing edge of an
audio tone burst was used to derive original

synchronization, and the two sets hopped
at 15 hops per second for more than one
hour without losing sync.

In September 1986,N41CK demonstrated
an experimental board allowing for the
transmission of data with direct-sequence
spread spectrum. Synchronization was ob
tained by using a sliding correlator, fully
described in the December 1986 issue of
QEX. In 1987,N4ICK developed a method
for deriving precise clock signals from AM
radio broadcast transmitters (see October
1987 QEX) which was used in an interesting
experiment conducted in January 1988.
This experiment (see May 1988 QEX) can
be summarized as follows (see Fig. 23):
N4ICK used two hand-held transceivers
operating on 445 MHz. At both sites, PN
generators were driven by clock pulses de
rived from the same AM radio transmitter.
These two PN sequences were thus driven
by synchronous clocks (it was still neces
sary to correlate them). At the receiver end,
additional pulses were fed into the clock
pulse stream, making that clock operate
slightly faster than the transmitting clock.
The receiver output was connected to a
DTMF decoder. In the absence of a valid
tone, the receiver clock would continue to
operate faster than the transmitter clock.
If a DTMF tone was sent at the transmit
ter for a certain duration of time. there
would necessarily be a moment when the
transmitting and the receiving PN
sequences would be in phase. At that
moment, the output of the receiver's
doubly balanced mixer would be cor
related, and a signal would reach the
DTMF decoder. A valid output from the
DTMF decoder would be used to slow the
receiver clock-pulse generator down to its
normal speed. Although the overall
synchronization process was relatively slow

AM
BROADCAST

STATION

Fig. 23 - Block diagram of one of N4ICK's spread-spectrum experiments.
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(it could take up to 45 seconds to reach
sync) once synchronization was reached
both stations would remain in lock for
hours.

These AMRAD experiments all relied on
a clock derived from an external reference.
A major problem, one common to all
spread-spectrum systems, remained. How
can the transmitter clock signal be re
covered directly from the received signal?
Because the received signal appears to be
noise (Fig 248) this can be a formidable
challenge, In the May 1989 issue of QST,
Andre Kesteloot described his design of a
complete UHF direct-sequence transmitter

-
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carrier and the clock are harmonically re
lated, recovering either one will be suf
ficient to derive the other.

At the receiver end of the link, a sliding
correlator is used as follows: The output
of a free-running "synchronized oscillator"
is divided to create a clock signal at a
frequency close to that of the transmitter
clock. This locally generated clock is used
to drive a PN generator identical to that
used at the transmitter site. The resulting
PN sequence is mixed with the incoming
RF in a doubly balanced mixer. The free
running frequency of the synchronized
oscillator can be adjusted to run the
receiver PN sequence slightly faster or
slower than the transmitter oscillator
(which is fixed), Although they are not
synchronized, the transmitter and receiver
PN sequences are identical. They do differ
in speed, however, so the receiver sequence
"slides by" the transmitter sequence, some
what like two wheels rotating at different
speeds on the same shaft. One of the wheels
can thus be thought of as "catching up"
with the other. There willnecessarily be one
instant when the two PN sequences are
momentarily in phase. At that moment,
correlation, or "despreading" occurs, and
the output of the receiver DBM duplicates
the original carrier, as shown in Fig 24C.
This carrier is fed to the input of the
synchronized oscillator, which locks on the
incoming signal. Since the recovered carrier
is now synchronized to the transmitter os
ciliator, the receiver PN generator (which
is a submultiple of the carrier) remains in
phase with that at the transmitter, and the
loop is closed, The original clock has been
regenerated and the system stays locked.
With a seven-stage shift register as
described in the article, search-and-lock at
the receiver is almost instantaneous (on the
order of a few milliseconds).

450.5

(C)

445,5

Frequency (MHz)

i.... -, """
,--- --~~--- - - -

30

20

E 10

,~ 0

~-IO

e-20

".~-30
··40

-50
440,5

and receiver, offering a remarkably simple
solution to the problem of synchronization.
(Because of its simplicity, the solution does
not offer all the anti-jamming properties
of more sophisticated systems, but this
should not be of concern to Amateur Radio
operators.)

The block diagram is shown in Fig 25.
At the transmitter site, the output of a
446 MHz generator is fed to one of the in
put ports of a doubly balanced mixer
(OHM), The other input port of the mixer
is connected to a PN sequence generator,
which is clocked at a submultiple of the
transmitter carrier frequency. Since the

Fig 24-{A) The envelope of the unfiltered
biphase-modulated spread-spectrum signal as
viewed on a spectrum analyzer. In the
practical system described, band-pass filtering
is used to confine the spread-spectrum signal
to the amateur band. (B) At the receiver end
of the link, the filtered spread-spectrum signal
is apparenl only as a 1().dB hump in the noise
floor. (C) The despread signal at the oulput of
the receiver DBM. The original carrier-and
any modulation components Ihal accompany
it-has been recovered. The peak carrier Is
about 45 dB above Ihe noise floor-more than
30 dB above the hump shown al B. (These
spectrograms were made at a sweep rale of
0.1 sldlv and an analyzer bandwidth of
30 kHz; the horlzontel ocale 10 1 MHzldlv.)
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Fig 25-A block diagram 01 the practical spread-spectrum link. The success of this arrangement lies in the use of a synchronized oscillator (right)
to recover the transmitter clock signal at the recalvlnq site.
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A Digital Frequency Synthesizer with a Microprocessor
Controller

Frequency synthesis can be accomplished
three ways: direct synthesis, indirect syn
thesis and digital synthesis. This article
describes the digital-synthesis technique. It
includes a complete design for a high per
formance digital synthesizer, shown in Figs.
22 through 33.

The project, designed by Fred Williams,
was first described in QST, April 1984 and
February 1985. Stas Andrzejewski,
W6UCM, became involved when his firm,
A & A Engineering, decided to design cir
cuit boards for the project. l He overcame
several parts-procurement problems and
made a few circuit changes to improve the
reliability and operating ease of the syn
thesizer and controller. The parts and
diagrams shown here include the changes
made by A & A Engineering.

Digital Synthesis

Advances in integrated circuits that per
form arithmetic functions and convert
signals from digital to analog form have
made this kind of synthesizer possible. The
digital synthesizer does not have the draw
backs of the other two types, such as a large
number of separate. oscillators or very
sharp filters for a direct synthesizer. or the
phase noise common with phase-Iocked
loop indirect synthesizers. These advan
tages over the other methods should make
the digital synthesizer very popular.

Many readers are probably unfamiliar
with the branch of engineering called
digital-signal processing. so a few of the
fundamentals are discussed first. That will
help your understanding of the operation
of this digital synthesizer.

Let's think about a sine wave. Even if
it's only one complete cycle, there are an
infinite number of points at which it can
be evaluated. Unfortunately. even modern
high-speed I'Cs can only process a limited
number of points in a second, so something
has to give. Intuitively, it seems reasonable
to represent a sine wave by using the ampli
tudes at some number of points, as shown
in Fig. 23. To get the original signal back,
we can use a low-pass filter to interpolate,
or smooth out, between these points.

-cncutr boards and completeparts kitsfor both
the synthesizer and the controller portions of
the project are available from A& AEngineer
ing. Contact A & A Engineering for current
pricing and availability of the parts you need.

The questions then arises, "How many
points do we need to represent a sine wave
and still get a good reproduction?" The
answer is really quite surprising: any
number greater than or equal to two. On
the average, this will give a perfect sine
wave at the output of a low-pass filter. For
example, 2.1 is quite sufficient, if the filter
is good enough. The number of sampled
points per cycle doesn't have to add up to
a whole number. Fractional (or even irra
tional) values are allowed (for example, 2.9,
4.7,4.8). This requirement for two or more
samples per cycle is called the Nyquist limit,
named after its discoverer, an engineer at
Bell Labs.

Suppose we take a perfect 2·MHz sine
wave. which might come from a crystal
oscillator. Let's look at it every 50 ns, as
illustrated in Fig. 23. The time between
samples will be determined by the maxi
mum frequency we want to represent and
the speed of the les that are available. The
synthesizer described later uses a 59.6-ns
time between samples. Since we have
sampled more than two points per cycle.
there will not be any problem with getting
the original signal back when we need it,
as shown in Fig. 24.

But if we are going to process the signal
digitally there is another problem: We
don't have infinite precision. Specifically,
we only have eight "bits" (a "bit" is a
binary digit - a number that can be only
a 0 or 1) or about 0.4070 accuracy, in the
arithmetic section of a typical synthesizer.

What is this effect going to be? Without
delving deeply into the mathematics, the
only effect caused by this lack of precision
is to increase the harmonic content some
what, and give a low-level broadband
noise. What we have done so far is to
reduce our 2-MHz sine wave to a sequence
of numbers. If we want the sine wave back,
we feed the sequence of numbers into a
digital-to-analog converter (DAC) and
follow it with a low-pass filter. It stands to
reason, therefore, that to synthesize a sine
wave, all we have to do is come up with
the same sequence of numbers that we
would get by measuring a sine wave, and
feed that sequence into a DAC.

Let's look at another graph of a sine
wave (Fig. 25). This one is not much dif
ferent than the previous one. All we've
done is change the X axis from time to
phase angle. The value of the sine wave
varies from + 1 to - 1, depending on the

Fig. 22 - The synthesizerand controller
boards, along with keypad and display, form a
small package.
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Fig. 23 - A 2-MHz sine wave is shown, with
its amplitude sampled every 50 nanoseconds,

measurement angle. So, one way of getting
that series of numbers is to find the angle
of a sine wave at a particular point in time,
and convert it to the amplitude value. This
is done by storing the values for the sine
wave in a read-only memory (ROM). But
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Fig. 25 - Any sine wave can be sampled at
various phase angles (in this case, every
36 degrees) and the values stored for later
reccnstructtcn of the wave.

rlbl18
Example. of "Overflow" Condition
In Doclmll or Blnlry Addition
Decimal BInary

00 47 94 0000 0110'
+£' +£ +47 +0110 +0110

47 94 1411 0110 1100

'''Overflow'' ccncttten: the result Is 41.
't-overncw'' condition; the result Is 0010,

Fig. 24 - A sine wave can be represented by Its value at a few points, and a replica of the
original wave can be constructed from those values.

if we look at the phase angles, we notice
something quite remarkable: They are all
multiples of the same number.

The phase-angle values may look as
though they can get huge, but every time
we pass 360 degrees we can subtract 360,
so that the phase 'angle is always less than
that. One way of getting this specific series
of numbers is to take an adder and a
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storage register and just add the same
number to the value in the register every
SO ns. If we program the read-only memory
to contain one cycle of a sine wave, the
number in the register will be a fraction of
360 degrees.

A storage register will store a binary
number of a given size; the register used in
the synthesizer described here can store

24 bits. This is about equivalent to eight
decimal digits. What happens when the
sum that we get is larger than 24 bits?
Table 8 shows both decimal and binary ex
amples of this condition, called "over
flow." If we just ignore the carry digit, the
effect is the same as subtracting a number
one larger than the biggest number that can
be stored.

Since the number in the register is a frac
tion of 3600, every time the register
overflows it has the same effect as sub
tracting 360°. This combination of an ad
der and a register is called a "phase accu
mulator," and the number that is added
repeatedly is called the' 'phase increment."

So these are the blocks of a digital syn
thesizer t shown in Fig. 26: a phase ac
cumulatort a ROM, a DAC and a low-pass
filter. To make the synthesizereasier to use,
a controller may be added to allow a dial
or keypad to provide the required phase in
crement. As designed, the digital syn
thesizer requires a number with 24 binary
digits (bits) to specify the frequency.

There are several possible ways of con
trolling the synthesizer. A personal com
puter with three serial I/O ports or one
parallel port can provide the proper se
quence of data. Individual switches can be
used to enter t~e frequency directly into the
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Fig. 26 - Block diagram of a digital frequency synthesizer.

accumulator. This would not require the
shift registers. It may be okay for ex
perimentation, but not on a regular basis.
Similarly, a multiple-position switch could
be used to select a set of diodes, which
would enter the frequency directly into the
accumulator, again not using the shift
registers. This project uses a dedicated con
troller with a microprocessor Ie.

The frequency is entered as a 24·bit
binary number, shifted in most-significant
bit (MSB) first. If you are using the shift
register, three signals are needed; data,
clock and load. The data must be valid
during the rising clock edge, and the load
control must go high after the last data bit
has been shifted in. The clock may be con
tinuous or gated, as long as each data bit
is present at the appropriate rising edge and
the load control goes high before the next
rising clock edge.

Circuit Description

The schematic diagram for the digital
synthesizer is shown in Fig. 27. It really is
just a straightforward implementation of
the block diagram. To get a 24-bit adder,
six 4·bit adder chips are cascaded. The
speed of the circuit is determined by Fair
child 74F283 adders. Slower units will not
work at a 16-MHz clock rate. The 24-bit
register is made out of three 8-bit registers.
These don't need to be cascaded, just
clocked at the same time. The nine most
significant bits of the output from the
register go to read-only memory, which
contains the stored values of the sine wave.
This data tells the ROM which phase value
to send. The ROM can be any ROM with
a short enough access time.

From the ROM, the signal goes to a
video-speed digital-to-analog converter. A
TRW TDClO16B7C8 IC is used in this part
of the circuit because of its speed. This chip
has a 75-ohm output over a wide frequen
cy range, and makes the design of the low
pass filter, which interpolates the points,
much easier. It can also provide 'l'2-V peak
to-peak signals into a 75-ohm load without
an external amplifier. (Many video-speed
DACs provide a current output, which
places some of the burden of getting good
response on an external amplifier. These
amplifiers can be more expensive than the
DACs that drive them!)

Fig. 28 is a parts-placement diagram for
the synthesizer board. Double-sided circuit
boards with plated-through holes are avail
able from A & A Engineering. (See note I.)

Some Design Criteria

Since people think and work in decimal,
some way is necessary to convert from the
decimal form that people use to the binary
numbers that digital circuits use. That job
is performed by the controller section.
Since the synthesizer and the controller
(which provides for keypad entry of the
desired frequency) are built separately to
make debugging easy, the design connects
these two units with three wires - a data
line to carry the information one bit at a
time, a clock line to tell the synthesizer
when to look at the data line, and one line
to tell it that the new number is ready to
use. This allows the use of different kinds
of controllers. That's the reason for the
three 8-bit shift registers. If we didn't mind
a broadband burst of garbage every time
the frequency changed, the intermediate
latches could be eliminated.

Now let's focus on how some of the
numbers were chosen for this circuit. Some
of them may seem arbitrary; however, there
are good reasons for every choice. A syn
thesizer using the block diagram of Fig. 26
can be designed for different frequency
steps. The maximum output frequency is
determined through the formula

f fclock
out < --2-

Actually, it is best to leave some room
for the low-pass filter to cut off. A good
rule of thumb is:

f _ fclock
max - 2.2

The master clock frequency also deter
mines the size of the phase accumulator (in
bits) and the size of the frequency steps that
you can get. There's a very simple formula
for this:

cf = fclock

2M
where

df = the frequency step size
M = the number -of bits in the phase

accumulator

This design uses 24 bits and a master clock
frequency of 16.777216 MHz - which
happens to be 224. This gives a frequency
step of I Hz.

These formulas work for any digital syn
thesizer that has been designed from this
block diagram. If you want an audio syn
thesizer, a smaller clock frequency and
phase accumulator size can be used to give
the same performance over a more limited
range. For example, a clock frequency of
65.536 kHz (216) and an M value of 16 bits
will give I Hz steps from Ito about 30 kHz.
Standard 74LS-series parts could be used
for everything in that case. If a step size
other than 1 Hz is used, the phase incre
ment is the desired frequency divided by the
step size. Of course, this number must also
be in binary form.

The ultimate stability of a digital syn
thesizer is a function of the stability of the
reference oscillator. The one used in the
synthesizer for this article is not perfect,
and a better oscillator is not difficult to
build. The broadband spectral purity is a
function of the number of bits used in the
ROM and the DAC, and of the low-pass
filter response. If the synthesizer is used to
replace a 5- to 6-MHz VFO in a transceiver,
a band-pass filter can be used, which will
give excellent performance. As the spectral
photograph at Fig. 29 shows, the phase
noise performance of the synthesizer is
outstanding. The speed of changing fre
quency is limited only by the time it takes
to transmit the 24 data bits from the con
troller to the synthesizer. One nice feature
of this approach is that the output is phase
continuous when the change is made. This
means the sidebands generated by the
change are minimized.

Microprocessor Controller

The frequency must be supplied to the
synthesizer as a binary number. Although
it is possible to enter the desired frequency
directly as a binary number by setting 24
switches, that is rather inconvenient. In ad
dition, most people are not capable of
rapidly converting decimal numbers into
binary ones - nor should they be. This
task is best left to inexpensive micro
processors. As a bonus, the computing
power inherent in these chips allows extra
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Fig. 27 - Digital frequency synthesizer schematic diagram.

convenience features to be added at no ex
tra parts cost, just the programming effort
to tell the unit what to do. A controller
based on the Zilog Z80™ microprocessor
is described here. It provides keypad entry
of the desired frequency, for use with the
digital frequency synthesizer.

A Quick Review of Microprocessors

Any computer system uses a limited
number of basic component sections. These
are:

I) A central processing unit (CPU),
which performs all of the required opera
tions on the information it is presented
with.

2) A memory section that stores tempor
ary and permanent information, and also
stores the sequence of instructions that tells
the processor what to do and when to do it.

3) Some way of communicating with the
"outside" world (called input and output,
or 110 for short).

Since microprocessors are inexpensive,
the CPU of most small systems is already
designed. For most control purposes, there
is virtually no difference in final results be
tween the major microprocessors.

Once the CPU is specified, all that re
mains to build a unit that uses a micro
processor is to design a memory section,
the 1/0 circuits and the interconnections
between these sections. The design philoso
phy on this project was that simple parts
should beused wherever possible, to reduce
the cost and difficulty of debugging the
controller.

Before beginning a design, you must
know what you want the unit to do. Since
you are going to be the operator, it is a

good idea to start by describing how it
should appear to you as a user. In other
words, describe how it communicates with
the world outside the equipment that you're
designing, since you're pan of that outside
world!

This project includes keypad entry of the
frequency and control information, with a
digital readout of the frequency as it is
being entered. Since the synthesizer is a
wide-range device, covering from low audio
frequencies to around 6.S MHz, the fre
quency readout will range over several
decades. To get around this problem, an
ENTER key is used. This key tells the syn
thesizer to change to the frequency just
entered. The keypad and display work
somewhat like a pocket calculator.

The second set of outputs are the ones
that tell the synthesizer what frequency to
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Memory Circuit

Two kinds of information are stored in
the memory section. One kind is temporary
data. Examples of temporary data held in
memory are the present operating frequen
cy, recorded in both decimal and binary
forms, and intermediate results of calcula
tions. The other kind is permanent data,
such as the sequence of instructions that tell
the controller what to do, or the informa
tion that specifies which segments of the
LEDs to light for each display digit. It isn't
surprising to find that different kinds of
memory chips are often used for different
kinds of data. The temporary data is stored
in memory that can be changed. This kind
of memory is referred to as read/write
memory (RWM) or .random access memory
(RAM). Despite the name being less de
scriptive, the term RAM is normally used.
The permanent data (which includes the
program or sequence of instructions to tell
the processor what to do) is stored in
memory that cannot be changed. One kind
of memory which does this is called
erasable, programmable, read-only
memory (EPROM). This is the type of pro
gram memory that is used in the controller.
The information stored in an EPROM does
not "go away" when the power is turned
off,like the information in RAM memory
does.

For convenience, chips which store data
in 8-bit "bytes" can be used to simplify
design, because they match the 8-bit groups
that the microprocessor handles. The cost
of these chips is so low that a designer of
a simple, not mass-produced device like this
controller can make the task much easier
just by using chips that are larger than
needed. Each of the chips used in this con
troller is capable of storing 2048 eight-bit
numbers. The single RAM chip (U2) is a
6116-type static memory, but a 2016-type
memory IC would also work. The EPROM
(U3) is a 2716 IC. Each of these memory
les almost forms a complete memory sub
system in itself. The CPU needs to have
some way of distinguishing between these
memories, which it does by using different
addresses for the two memory chips, and
different 110 addresses for the 110 chips.
A simple gate circuit selects which memory
is used, as shown in the memory portion
of the Fig. 31 schematic diagram.

Interconnection Circuitry
Interconnections between the three dif

ferent sections (CPU, memory, and 110)
fall into four different categories:

1) Connections that carry information
to and from each section. A set of wires
which carries information is called a data
bus. The Z80 uses a set of 8 lines to carry
data, because it handles information in

the oscillator portion of Fig. 27), and then
using the driver circuit that appears in the
Zilog data sheet, as shown in the clock
input portion of Fig. 31.
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Circuit Design

Microprocessor Requirements

In order for the 280 chip to work prop
erly, it needs a signal to tell it when to per
form each operation. This signal is called
a clock. There are specifications both on
the frequency (minimum 100 kHz, maxi
mum 4 MHz for the standard part) and
voltage of the clock signal. To avoid the
cost and trouble of providing a separate
oscillator, the clock signal is obtained by
taking the l6.777216-MHz synthesizer
clock signal, using a 74LSl93-counter IC
to divide this frequency by 16 (shown on
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provide. Three signals are required to drive
the synthesizer; one line for the data bits,
another to tell the synthesizer when a data
bit is valid and can be loaded into the shift
register. and one to tell the synthesizer that
all data bits have been transferred from the
controller to the synthesizer. The data bits
must be sent with the most significant bit
first. The load-data line must go from a
logic LOW value to a HIGH one after all
24 bits have been transferred to the syn
thesizer. Fig. 30 shows how these wave
forms should look.
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Fig. 28 - A parts-placement diagram for the synthesizer board.

Fig. 29 - Spectral display of the digital fre·
quency synthesizer output.

8-bit bytes. Becausethis bus carries instruc
tions to the microprocessor from the
memory, all 8 lines must be used.

2) Connections that tell a section where
to find or put information. This set of lines
is called an address bus. The Z80 provides
a set of 16 lines to carry the address. but
not all of these lines need to be used.

3) Connections that tell a section what
to do. This set of lines is called a control
bus. This bus tells each section whether it
will receiveor send information, and what
it should do with the information. Control

signals in a Z80 system all come from the
microprocessor.

4) Miscellaneous connections that pro
vide power and other signals necessary for
proper operation.

A single-step program-advance circuit
used to debug the software and a power
on-reset circuit are shown on the schematic
diagram. The power-an-reset circuit is
needed to ensure that the microprocessor
always goes to a known state when the
power is applied,

liD Circuitry
At specified times, the processor has to

communicate with a keypad, a display, and
the synthesizer itself. The Z80 has special
instructions for performing 1/0 operations,
but these instructions still must bematched
to the circuitry that surrounds the
processor.

The keypad shown in the title photo was
salvaged from a pushbutton telephone. A
calculator-style keypad. available from
many surplus dealers, willalso do fine. The
keypad was wired up as a set of SPST
switches in a rectangular array, as shown
in Fig, 3L The keypad is scanned by
grounding one row at a time and seeing
which (if any) column has a ground on it.

If no column has a ground present, then
no key is depressed, If one does. the key
can be identified by which column the
ground appeared in, and which row was
grounded when that happened. By scan
ning the keypad at such a high rate that
any delay in recognizing the key will be
unnoticeably small. you get the feeling that
the computer is watching the keypad
continuously.

The LED display. likewise. will only
have one digit lit at a time, but it gives the
impression that all digits are continuously
illuminated by using a high scanning rate
to take advantage of the persistence of
human vision. Both the keypad-scanning
technique and the display-scanning tech
nique are widelyused in pocket calculators.

To communicate with the synthesizer,
the three output lines must each be able to
change independently of the times that the
other lineschange. This function is handled
quite simply by three flip-flops that hold
the data-bus contents when an output oc
curs. This is shown in the synthesizer
output section of Fig. 31. The synthesizer
circuit itself does not provide any informa
tion back to the controller. so the only
input comes from the keypad.

There are four 1/0 chips in the con-
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Fig. 30 - Controller-output signal waveforms on the lines to the synthesizer.

SIGNAL LEVELS ftEMAIN CONSTANT UNTIL
NlIIT I"ft[QU[NCT 1$ '[NT

'A commented eeeemtny-code listing Is
available from ARRL for $2.50.Send your re
quest to ARRL Technical Department,
225 Main St., Newington, CT 06111. Mark
the outside of the envelope: Williams
Synthesizer. Please print your name and
address clearly on your request.

Construction

Fig. 33 is a parts-placement diagram for
the controller PC board. Double-sided
boards with plated-through holes are avail
able from A & A Engineering. (Seenote I.)
The keypad and displays were built on
separate boards, to make it easier to mount
them in a chassis. Preassembled flat cables
with dual-in-line-package (DIP) plugs con
nect the keypad and display to the main
computer board. The supply voltage for
each IC is bypassed with a O.OI-~F
capacitor. No special construction tech
niques are required.

Access to an EPROM programmer is
necessary if you plan to program the
EPROM yourself. Many distributors of
electronic components offer programming
as a service, and computer stores will also
often perform programming services for a
fee. You might even find a local computer
hobbyist who would be willing to program
the EPROM for you. Alternatively, you
can purchase a preprogrammed EPROM
from A & A Engineering. (See note I.)

One possibleproblem area is the keypad.
If your keypad has different connections
for the various keys, the table in EPROM
that tells which key was depressed for each
possible code will have to be corrected to
match your keypad. Since there is no stan
dard, you willeither have to write your own
conversion table to replace KCTBL, or use
individual keysand wire them according to
the diagram shown in Fig. 30.

Debugging
Ideally. the synthesizer and controller

will work perfectly the first time you turn
them on. The real world seldom turns out

synthesizer, and another to send a "one"
to the synthesizer. In turn, each function
is built up out of individual instructions.

With this idea in mind, look at Fig. 32.
This diagram is the programming equiva
lent of a block diagram. It's called a flow
chart. Unlike a block diagram for a piece
of electronicequipment, only one block can
be working at any instant. Since only one
block can be working. the computer has to
store the results at each block, so that they
will be available when needed. Where is
each number stored? The diagram that
gives this information is caned a "memory
map, tI and the map for this controller is
shown in Table 9. Much of this program
is "table driven" so changes will be
relatively easy to implement if you want.
("Table driven" means that all the infor
mation that the program uses for a par
ticular function is stored in a single, un
broken area of memory). 1

esigned with simple modules, which can
then be strung together to perform the
desired function. Instead of wires or coax
ial cable to connect different modules or
sections together, program sections com
municate by placing numbers in certain
memory locations, somewhat like com
municating with your neighbors by leaving
messages at their doors.

There are several major program
modules used in this controller:

1) Main program - selectswhich of the
other modules is used.

2) Memory-clear module - makes sure
that westart with zeros in everyRAM loca
tion that is used.

3) Display-driver module - sends one
digit to the LED display.

4) Keyboard-scan module - checks to
see if a key is pressed; if so, it reports which
one.

S) Decimal-to-binary conversion sub
routine.

6) Module to send frequency data to the
synthesizer in binary form.

Each of these modules is composed of
smaller sections. For example, the module
that sends the frequency to.the synthesizer
uses one section to send a "zero" to the

MEW I"ftEQUEJrIC'I'

I
-J',"-='-"'"-_-''-__ /\ /, J\---~--DATA

CLOCK ---~---

TftANll"Eft WL -=---

troller. The CPU needs to have some way
of distinguishing each one. It does this by
using different I/O addresses for each of
these chips. Two 74LS13g 3- to S·line
decoder chips are used to direct the chip
enable commands to the right IC.

To aid in troubleshooting the controller,
a small circuit has been included to perform
only one instruction, then wait for a push
button to be pressed and released before
performing the next instruction. This
single-step circuit is shown connected to
pin 24 of the microprocessor in Fig. 31.

Program Design

A program is a list or sequence of in
structions that the computer followsto per
form a specific task. Unlike humans,
microprocessors can only do one thing at
a time, but they can do each operation ex
tremely fast.

The best programs, like the best circuits,
are put together from sections that do not
have a lot of connections. In transceiver
design, for example, different circuits are
often placed in different metal boxes, with
only the inputs and outputs connected, so
that interaction between sections can be
minimized. Likewise, programs are best

Table 9
Controller.Program Memory Map
Address Range Contents
$OOOO-$07FF ROM (program and tables)
$0000·$0037 Main program
$0100-$0100 Memory-clear subroutine
$0200-$0218 Display-scan subroutine
$03OO-$033B Keyboard-scan subroutine
$0380-$03A7 Subroutine to convert keystroke to decimal
$0400-$0412 Subroutine to convert decimal to seven-segment display
SQ480·$04AA Subroutine to shift display digits during entry
$0500-$0535 Subroutine to send binary frequency data to synthesizer
$06OQ-$060E Delay subroutine
$0620-$0687 BCD-to·blnary conversion subroutine
S0700-S07AF Unused ROM space
$07BO·$07C4 Dectmat-to-blnary converelon-tactors table
$07Dl,S07FO Keyccde translation table
$07F1-$07FF seven-eeumeot display translation table
~~~F~--R~---------------------------

$0800-$0807 Display memory
S0808-$080F BCD frequency memory
S0810-S0816 Intermediate results
$0817-$0819 Binary frequency data
$0820-$OFFF Unused RAM space
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Fig. 32 - A simple flow
chart for the controller
program.

that way. however! A logic probe and pulse
generator, and a triggered oscilloscope will
be helpful in debugging the projects.

If your unit does not work when first
turned on, verify that there is +5 V at the
supply pin of each Ie. Next be sure the
clock waveform is present on the Z80 clock
input pin, and that it is of the proper
voltage.

Once the required driving signals are
present, the proper operation of the CPU
must be checked. To do this, use a logic
probe or scope to verify the presence of a
negative-going pulse at the keypad. If this
is missing, use the reset and single-step con
trols to check for the presence of the prop
er signals on the address and data buses.
If these are not the same at each chip, check
the bus connections to those chips. Once
the keypad strobe is present, verify the
presence of strobe pulses at the display. If
the keypad can enter numbers correctly into
the display, then synthesizer output can be
checked either on a scope or by using a
logic probe to check the signals at the
output of the serial-to-parallel shift

registers in the digital frequency syn
thesizer. A reminder, so you aren't scared
away by all this talk of debugging: knowing
that you have a functioning program in
EPROM to begin with provides an
immense advantage in debugging!

Conclusion

There are unused keys on the keypad and
a lot of unused memory space in the pro
gram memory chip (U3), so several features
could be added at only the cost of repro
gramming the 2716 EPROM. These include
a scan feature, the ability to store a large
number of frequencies (for nets, skeds, and
the like), or the ability to use a dial similar
to that of traditional rigs. Only your im
agination and programming skills need
limit what you can do with the synthesizer.
This project is a good way to improve both.

The combination of the digital frequen
cy synthesizer and controller provide the
ability for an amateur who enjoys construc
tion to obtain the benefits of a high-quality,
low-phase-noise, stable signal source that
is convenient and easy to use.

NO NC

Fig. 33 - A parts
placement diagram for
the controller board.
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QST. June 1986

Spread Spectrum: Frequency
Hopping, Direct Sequence
and You
Are you ready for this month's spread-spectrum rule implementation?
How do you operate in spread mode? Here's the answer.
By Hal Feinstein, WB3KDU

Member, ARRL Ad Hoc Spread-Spectrum Committee

This is the station used in the FCC direction-finding test. An ICOM IC·2A was used as a frequency
hopping spread-spectrum beacon. The hop rate was 80 hops/so

A s regular readers of QST know,
after studying the issue since June
1981, the FCC passed a delayed rule

allowing radio amateurs to use spread
spectrum frequency-hopping and direct
sequence systems, effective June 1, 1986.I

However, readers may not know about ex
perimentation that has been ongoing in the
spread-spectrum area and how Amateur Ra
dio interoperability will work. This article
covers those topics.

What Is a Spread-Spectrum Syslem?

In the 1986 ARRL Handbook, Chapter
21 containsa description of spread-spectrum
communications.That sectionof the Hand
book should be consulted for an extensive
discussion of the subject. The basic expla
nation is that spread spectrum is a modula
tion scheme whereby the signal is spread
over a very wide bandwidth. This results in
a dilution of the signal energy such that the
power density present at any point within
the spread signal is slight. Beyond a certain
distance from the transmitter, the spread sig
nal can be below the noise level yet still be
recovered with the proper spread-spectrum
receiver. Only the intended receiver (or
receivers in a net operation) can recover the
signal, as both sender and receivers hold
copies of the binary sequence that is used
to spread the signal and know when it was
started in time. Interference to other users
of the same spectrum is slight or nil (unless
they are close to the transmitter).

There are two spread-spectrum modes
authorized to the radio amateur. Frequen
cy hopping is a mode in which the operat
ing frequency is changed rapidly over the
spread bandwidth. Both the transmitter and
receiver visit the same frequencies at the
same time, and must stay in exact synchroni
zation. Each holds the same list of
pseudorandom-ordered frequencies, and the
transmitter and receiver start hopping
together using the same starting point on the
list.

In direct sequence (the other authorized

lNotes appear at end of article.

mode), a high-speed pseudorandom binary
data stream is used to shift the carrier phase
between 0 and 180degrees. The phase shift
ing is normally done in a balanced mixer I

and the information being transmitted is
normally added to the high-speed code
sequence.

Why Use Spread-Spectrum Systems?

Effective spectrum management allows
the greatest use of a band of frequencies by
the largest number of possible users. A large
number of spread-spectrum systems can oc
cupy the same band and not interfere with
each other. Spread spectrum can make use
of unused portions of a frequency band
such as between repeater channels. Only by
experimentation can radio amateurs learn
the true potential of this new mode. The
military has been using these systems for
years for "antijam" communication, and
the radio amateur can benefit from this ex-

perience. Computer-assisted power control
can be used effectively in this mode to meet
the FCC requirement that amateurs run only
the minimum power needed for communi
cation. This has not been done to date, but
it is a feature for advanced experimenters
to work on.

What Has Been Done Up to Now?

The Amateur Radio Research and
Development Corporation (AMRAD), a
nonprofit club composed of radio and com
puter amateurs, has been involved with a
series of investigative experiments with
spread-spectrum systems since september
1980.The investigationsfall into five general
experiments authorized by a series of FCC
Special Temporary Authorities (STAs).

1) Commercial/military frequency
hopping radios were borrowed and used to
test on amateur frequencies in the HF
bands, The hop rate was slow-only 5 hops

Spread Spectrum Theory and Projects 8-25



The HF spread-spectrum station at K8MMO. A Xerox 820 computer
was used for control. The transmit position is on the right; receive
is on the left.

The heart of the HF spread-spectrum station is the frequency synthesizer
designed by Fred Williams. This version of "Fred," as the synthesizer is
affectionately called by AMRAD members, came from A & A Engineering. 2

per second (hops/s). The system worked
wellusing voicewhilehopping in a nonvoice
portion of a ham band. Little, if any, in
terference was noted in a nearby receiver.
When the hopper came by, an "aup" or
"thu" noise resulted. This experiment was
lots of fun. However, the greatest benefit
was to get everyone fired up to go build
some equipment for the ham bands.

2) Chuck Phillips, N4EZV, constructed
hand-held, frequency-hopping FM trans
ceivers.These units hopped at 10-80hops/s
over 3.2 MHz. If the receiver or transmitter
lost synchronization, the lost unit would
return to a "homing frequency" and
"scream" for help. Periodically, the trans
mitting station would stop and listen on the
homing frequency for screams. If one was
heard, a new start-up would be initiated.
Further details of this system are not
available.

3) ICOM IC-2A transceivers were modi
fied to allow a computer (Commodore e64)
to set the frequency instead of using the
radio's thumbwheels. A beacon was set up
to test for interference caused in the 2-meter
repeater band. Receiver synchronization
schemeswere tested. This project was aban
doned after spectral analysis of the trans
mitted signal revealed that the synthesizer
was never "locking up." For that reason,
fast-hopping operation was not feasible.
Modificationsof the phase-lockedloop filter
improved the lockup time, but produced
some "strange audio. It The FCC located
this unit in a direction-finding test in only
25 minutes, proving that the agency is able
to regulate this mode of operation using
current equipment.

4) Fred Williams of the TRW LSI
Products Division designed a direct
synthesis oscillator that is described in
February 1985 QST and Chapter 29 of the
1986ARRL Handbook. AMRAD has used
this synthesizer with the Yaesu FT-7 and
FT-IOJ ZD and Xerox 820 computers to fre-
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quency hop cleanly on the HF bands.
Experiments with these units continued as
synchronization software was being
perfected. This experiment came to a
standstill when the FCC denied AMRAD's
latest STA request for permissionfor further
HF experimentation. The net effect of this
denial is to force all experimentsto 420 MHz
and above. Andre Kestleloot, N4ICK, is
building a mixer to convert signals from HF
to UHF. This mixer will allow these experi
ments to resume on the air at UHF. Con
ventional UHF transverters could also be
used, but are costly-the AMRAD gang
prefers to build their own and save money.

5) Dick Bingham, W7WKR, has
produced a single PC board add-on for a
44O-MHz hand-held transceiver that allows
direct-sequence transmission or reception.
It appears that this unit, whileallowed under
the AMRAD STA, would not be allowed
under the new Part 97 rules, because of the
method used to add information to the basic
spreading sequence. This requires further
study.

What Is Interoperahlllty?
The ARRL Board of Directors has autho

rized, and President Price has appointed, an
ad hoc Spread-Spectrum Committee to
study interoperability. When the rules go
into effect, two radio amateurs who have
been working together closely can commu
nicate using spread-spectrum techniques.
This is possible because both operators un
derstand how both systemsoperate and how
to begin their spread-spectrum communica
tion and maintain synchronization. But how
does an amateur call CQ using spread
spectrum, and expect to receive a reply?
How does the amateur communicate the
spreading sequence in use, starting signal,
hopping frequencies, hopping rate and the
like to another amateur listening for a
spread-spectrum CQ call? How does the
amateur identify spread-spectrum transmis-

sions? The rules require conventional identi
fication.

In packet radio, we have a protocol called
AX.25 to answer similar questions. It is
too early to agree on a protocol for this new
mode of communication, but some basics
need to be established, such as a home
or calling frequency on each band from
420 MHz and above.

The Committee recommends that you use
the national FM calling frequency (or
another FM simplex frequency if the
national frequency is in frequent use in your
area) for calling CQ and for announcing
spread-spectrum operating parameters. A
further recommendation is that you let
others in your area know of your experi
ments through clubs, over repeaters or by
any means that seems appropriate. The
committee will publish more on these mat
ters as we gain on-the-air experience.

Your suggestionsand comments concern
ing these matters are welcome. Please
remember that it is not our goal to stifle ex
perimentation by needless regulation or
standardization. Send your comments and
suggestions to the committee secretary:
Chuck Hutchinson, K8CH, ARRL
Headquarters, 225Main St, Newington, CT
06111.

How Can an Amateur Keep Current on
Spread-Spectrum Progress?

Read QST and QEX to keep current on
fast-breaking spread-spectrum news
updates. Take advantage of this unique
form of Amateur Radio communication.
Start by learning the basics that are found
in the 1986 ARRL Handbook.

Notes

10. Newkirk, "Our new Spread-Spectrum Rules,"
QST, Apr 1986, p. 45.

2A & A Engineering, 2521 W LaPalma Ave Unit
K, Anaheim, CA 92801, tel 714·952-2114.



QEX, October 1986

Practical Spread-Spectrum:
A Simple Clock Synchronization Scheme
By Andre Keslelool N41CK

O
n June 1, 1986, US Amateur
Radio operators were given
authorization to use a transmis

sion method known as spread spectrum.'
For a good theoretical coverage of the
subject, refer to chapter 21 of The 1986
ARRL Handbook? In addition, a condens
ed report on spread-spectrum ex
periments conducted by the Amateur
Radio Research and Development Cor
poration (AMRAD) has been published in
a recent issue of QST.3

In Amateur Radio spread-spectrum
transmissions, in addition to the applica
tion of some traditional method of
modulation to an RF-carrier, a pseudo
random code is used either to (a)alter the
phase of the carrier (direct sequence), or
(b) force the carrier to hop from one fre
quency to another (frequency hopping).

'Notes appear at end of article.
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Fig 1-AII US television stations transmit
horizontal and vertical synchronization
pulses that amateurs can use as clock
pulses for spread-spectrum applications.

This pseudo-random code is generated
in the transmitter at a certain clock fre
quency. If that clock and the original code
are available at the receiving site,
decoding (despreading)can be achieved.

The code can be easily dismissed from
the picture. The only pseudo-random
sequences presently authorized in
Part 97 of the latest FCC Rule Book are
those that can be obtained from the out
put of one binary linear-feedback shift
register either 7, 13 or 19 stages long,
and using only certain feedback taps (see
note 1).4 Thus, both transmitting and
receiving parties can agree in advance on
a particular pseudo-random code and set
up their equipment accordingly.

The clock poses a much more intricate
problem. In 1983, William Sabin, W0IYH,
suggested that one solution is for both
parties to be synchronized to the same
external reference, such as WWV.5
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Table 1 0001110 14 0110001 49 1111010 122
Pseudo-random Sequence Generated by the Described Circuit 1000111 71 0011000 24 0111101 61

1100011 99 1001100 76 0011110 30
0000000 0 1000100 68 0010000 16 1110001 113 0100110 38 1001111 79
1000000 64 0100010 34 1001000 72 1111000 120 1010011 83 1100111 103
0100000 32 1010001 81 0100100 36 0111100 60 1101001 105 1110011 115
1010000 80 1101000 104 1010010 82 1011110 94 1110100 116 1111001 121
0101000 40 0110100 52 0101001 41 0101111 47 0111010 58 1111100 124
1010100 84 1011010 90 0010100 20 0010111 23 1011101 93 0111110 62
0101010 42 0101101 45 1001010 74 0001011 11 1101110 110 1011111 95
1010101 85 0010110 22 0100101 37 0000101 05 0110111 55 1101111 111
1101010 106 1001011 75 0010010 18 0000010 02 0011011 27 1110111 119
0110101 53 1100101 101 1001001 73 1000001 65 0001101 13 1111011 123
0011010 26 1110010 114 1100100 100 1100000 96 0000110 06 1111101 125
1001101 77 0111001 57 0110010 50 0110000 48 1000011 67 1111110 126
1100110 102 0011100 28 1011001 89 1011000 88 1100001 97 0111111 63
0110011 51 1001110 78 1101100 108 0101100 44 1110000 112 0011111 31
0011001 25 0100111 39 0110110 54 1010110 86 0111000 56 0001111 15
0001100 12 0010011 19 1011011 91 0101011 43 1011100 92 0000111 07
1000110 70 0001001 09 1101101 109 0010101 21 0101110 46 0000011 03
0100011 35 0000100 04 1110110 118 0001010 10 1010111 87 0000001 01
0010001 17 1000010 66 0111 011 59 1000101 69 1101011 107 0000000 00
0001000 08 0100001 33 00111 01 29 1100010 98 1110101 117
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that these clock pulses are actually in
phase, we need now only reset both
dividers simultaneously. This is achieved
by one station issuing an audio tone
burst, used as the reset signal at both
transmitting and receiving sites. This
burst needs to be sent only once, in clear,
before Spread-spectrum transmissions
may commence. (The audio burst can be
transmitted on the spread-spectrum ser
vice frequency, or over a local FM
repeater to allow for an Amateur Radio
net.) From this point on, the two clocks
will be in sync unless the TV signal to
either ham station is momentarily lost
(fading, and the like).

The Circuit

Refer to Fig 3: A 555 (U2) is connected
as an astable pulse generator to oscillate
continuously at about 2 kHz. The exact
frequency is determined by the setting of
the 25-kilohm potentiometer, while the
symmetry (duty-cycle) of the waveform is
adjusted by means of the 100-kilohm
potentiometer. Another 555 (U1) is
connected as a monostable generator
and produces one pulse (of about a
one-second duration) every time pin 2
is grounded (depress the reset button).
This pulse opens a 4011 gate and sends
a tone burst to the transmitter's micro
phone input. The same pulse is fed
to a pulse stretcher consisting of a
1-Megohm/3.3-"F/4049 combination, the
output of which is used as the PTT sig
nal. (Pulse stretching ensures that the
transmitter stays on a little longer than the
duration of the tone burst.)

Each station uses the same burst
decoding circuit to allow for an easier
decoder adjustment. The audio tone
burst, when applied to pin 3 of the 567
tone decoder, produces a negative-going
output at pin 8. The negative pulse resets
the 4018 divide-by-N and clears the
74164 shift register.

The 4016 divide-by-N stage is fed
60-Hz (V) pulses. Its output is the clock
signal used to drive a pseudo-random
generator of the type allowed by the FCC
(see note 1). For our model, a simple
7-slage serial-in, parallel-out shift register
was chosen with feedback taps from
stages 1 and 7. A 74164 and a 7486 were
used. (The 4015 and 4070-CMOS chips
could have been used instead to main
tain an all-CMOS design, but I had the
TTL chips in my junkbox!) The 74164 is
an 8-stage shift register and the 7486 is
a quad XOR gate. One section of the
7486 is used to combine the feedback
from taps 1 and 7, and another section
is used as an inverter. The purpose of the
inverter can be understood by consider
ing the operation of the shift-register
stage: When the 74164 is reset, all
register-stage outputs are set to O. Thus,
feedback laps 1 and 7 are Os, and the out
put of the XOR stage is also 0, feeding
a new a to the input of the shift register.
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seemed logical for a first attempt.

The Arrangement

This article describes a practical
frequency-hopping scheme using the dis
cussed approach. A model for spread
spectrumtransmissions was built for, and
demonstrated at, the June 2, 1986
AMRAD meeting in Vienna, VA. A block
diagram of the general arrangement used
for the demonstration is shown in Fig 2.

Refer to Fig 3. Vertical sync pulses are
readily available at the deflection yokes
of any TV set. Since most TV sets have
one side of the mains connected to the
chassis, the use of an optoisolator stage
is strongly recommended as an interface
between the TV set and the ham gear.
The 60-Hz V sync pulses are fed to a
shaping stage and then used to feed a
divide-by-N stage, the output of which is
the hopping clock frequency. (To make
the hopping frequency 15 hops/second,
make N = 4, etc.) If both parties use the
same arrangement, they will obtain clock
pulses of the same frequency. To ensure

~GND

n
/

~l
13 12

Fig 3-The schematic diagram of demo station A. Station B is similar except that the
555 reset generator, 555 audio pulse generator, audio-burst gate and the PTT gener
ator are not needed. Audio output from the 144·MHz receiver is connected to pin 3
of the 567 audio-burst detector.

Choosing WWV as a source was plaus
ible at the time because amateur HF
spread spectrum was still being consid
ered as a possibility. The new FCC ruling,
however, allows for spread-spectrum
transmissions to take place only above
420 MHz. This effectively restricts the
coverage of any given spread-spectrum
transmission to a relatively small
geographical area, possibly that of a
given community (at least until spread
spectrum repeaters are deployed)! If that
is the case, then the local TV station's
signals can be used as a source of
accurate clock pulses (see Fig 1).

All US TV stations transmit horizontal
synchronization pulses (H sync) at ap
proximately 15,750 Hz and vertical syn
chronization pulses (V sync) at approx
imately 60 Hz. These sync pulses can be
used as clock pulses for amateur spread
spectrum applications. At this time,
AMRAD members are interested in fre
quency hopping at a fairly slow rate
(between 10 and 60 hops per second) and
choosing the V sync as a clock signal
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This arrangement would normally "hang
up" the shift-register in a nonaliowable
state. By adding the inverter stage (one

section of the 7486), the 0 output of the
XOR stage, obtained on reset, is changed
to a 1 and the counting sequence can
start over again.

The outputs of the shift-register stage,
at pins 3, 4, 5, 6, 10, 11 and 12 are
now the complements of the original
sequence, But since common emitter
transistor (or inverting buffer) stages are
used to interface with the ham gear, the
original sequence, as specified by the
FCC, is restored. Note that the tone burst
detector's output resets (clears) the shift
register and the divider stage simul
taneously.

The pseudo-random sequence gener
ated by this described arrangement is
shown in Table 1. The numbers listed are
the decimal equivalents of the binary
states appearing at the 74164's output
pins.

The Demonstration

During the AMRAD demonstration, two
TV sets were used to simulate a real-life
situation. Each set was modified to
produce V sync pulses. Both TV sets
were tuned to the same local channel. (As
luck would have it, the location used for
the AMRAD meeting was a genuine RF
hole and TV reception was poor at best.
Nevertheless, acceptable sync pulses
were derived from each set.) The output
of each TV set was connected to a
separate pulse-shaping stage and a shift
register. Each station also had its own
separate audio burst detector. An audio
tone burst used to synchronize both
boards was sent from one station to the
other. This was done using 144-MHz
transceivers. Both stations remained in
phase for the duration of the lecture
(about 90 minutes).

Comments

A few words of explanation and some
suggestions may be in order

a) A 7-stage shift register was chosen
because its parallel output interfaces
easily with any parallel scheme, and spe
cifically with the spread-spectrum sets
designed several years ago by ChU9k
Phillips, N4EZV. (At the time, Chuck used
extremely stable crystal oscillators in
each set, from which he derived clock sig
nals. Clocks were reset whenever sync
was lost.)

b) Although a simple serial-in, parallel
out shift register was used for the demon-
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stration, a more elaborate parallel load
ing scheme could be envisaged. This
would allow for different "words" to be
loaded initially in the shift registers,
thereby permitting different shift se
quences and, hence, operation of several
different stations on the same frequency
band with a minimum of interference.

c) Other external references are avail
able: In addition to WWV, already sug
gested by William Sabin, Loran C, Satnav
satellites and our Ubiquitous 60-Hz mains
readily come to mind. Each has advan
tages; each has drawbacks. The TV sync
pulses, on the other hand, are easy to
obtain. In practice, a portable amateur
station would not require a complete TV
set, but only a TV tuner, an IF stage and
an AM detector followed by a sync sepa
rator to produce acceptable V sync
pulses. Inexpensive all-band receivers
(which have an AM detector) could be
modified to cover part of the TV channels.
Modern portable FMIVHF TV-sound
receivers, however, are often only
equipped with a combined IF amplifier
and FM detector single-chip arrangement
which does not easily lend itself to modifi
cation for AM detection.

d) Whichever external reference sys
tem is favored, remember that any such
scheme could be particularly attractive in
future single-sidebandfrequency hopping
applications, as no continuous carrier
would need be transmitted to convey
clock information. The only output would
then be the instantaneous hopping fre
quency, further reducing the likelihood of
interference.

e) The 555/567 audio-burst generator
and decoder combination I have used (for
the sake of expediency) could profitably
be replaced by a more reliable (and easier
to adjust) dual-tone, multi-frequency
(DTMF) decoder. This would allow for a
standard transceiver's DTMF pad to be
used as the source of reset pulses.
(Radio-Shackselis a DTMF decoder chip
requiring no adjustment.)

f) In the arrangement used for the
AMRAD demonstration, (Fig 3), the trail
ing edge of the push-to-talk pulse was
controlled by a half monostable to keep
the transmitter on slightly longer than the
audio burst. It also ensured that the
receiver's squelch tail did not interfere
with the operation of the burst detector.

g) A maximal-length 7-stage shift
register requires 127 clock pulses to corn
plete one sequence. For high-speed
spread spectrum, the H sync pulses could
be used as a clock, as follows: There are
262.5 TV lines (H sync) per field, two

fields (V sync) per frame and 30 frames
per second. By feeding the H sync pulses
to a divide-by-2, 131 clock pulses
per V sync pulse could be obtained. (A
"flywheel" circuit would be required to
oversee that the equalization pulses do
not create false clock signals.) The V sync
pulse could be used to trigger a mono
stable of 4H duration which would be the
shift-register reset pulse. Thus, there
would be exactly 127 clock pulses until
the next reset pulse. The audio burst
scheme could then be eliminated and the
frequency-hopping rate, or the carrier
phase-reversal rate, would be 7650 per
second. With this arrangement, if there
were to be a temporary loss of clock syn
chronization between the two amateur
stations, sync would automatically be
restored after a maximum of 1/60th of a
second. This could be a particularly
useful feature for mobile spread-spectrum
applications.

If the audio burst scheme is retained,
then any submultiple of H (between
15,750 Hz and 60 Hz) can be used as a
clock pulse, simply by feeding H sync to
a divide-by-N. Hence, by making N =
150,105 hops per second is obtainable,
and so on.

h) The scheme described in this arti
cle is not necessarily the best way to
achieve clock synchronization. It is only
my version 1.0, ie, a simple way of doing
it. It is offered here with the hope that
other radio amateurs will use it as a start
ing point to design their own equipment.

I thank Chuck Phillips, N4EZV, with
whom I am exploring several other prac
tical frequency-hopping methods. My
thanks are also extended to Terry Fox,
WB4JFI, David Borden, K8MMO, and Hal
Feinstein, WB3KDU, three other AMRAD
members whose encouragements helped
me to complete the project.

Notes

1 D. Newkirk. "Our New Spread Spectrum Rules"
OST. Apr 1986, p 45
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JH. Feinstein, "Spread Spectrum: Frequency
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5W, Sabin. "Spread-Spectrum Applications in
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Experimenting With Direct-Sequence
Spread Spectrum
By Andre Keateloot N4ICK
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Fig 2, U1 is a 4-MHz DIP oscillator that The Q output of U2B is our data, or DA.
is used as the referencefrequency. U2A, The 2-MHz carrier (CA) is also used to
a 4013 D flip-flop divides this frequency clock U7, a 74164 7-stage Iinear
by 2 to produce a 2-MHzcarrier (referred feedback shift register connected as a
to as cAl. The 2-MHz frequency is further pseudo-random noise generator (PN),
divided by 1,000(through three consecu- with feedback taps at outputs 1 and 7.
tive 4017divide-by-10 stages,U4, US and Feedback is applied using an XOR
U6)to producea 2-kHzsquarewave.This stage U8B, while U8A is connectedas an
signal is used as a test square wave inverter. (This is one of the FCC
(Figs 3, 4 and 5) and also servesas clock authorized PN sequences. For a more
for another 4013 D flip-flop, U2B. complete study of this circuit, see note 3.)

Under normal conditions, the Morse The PN sequence is available at pin 2
key is open, the D input of U2B is low and of U7 and is called the original code or
its Q output is low. When the key is OCO. It is modul0-2 added to the data
pressed, the D i~ut goes high. At the output of U2B in an XOR stage, U8C, the
next clock pulse Q goes to +5 V. When output of which is OCO x DA. This signal
the key is released, the D input goes low is xoaed with the 2-MHz Carrier (CA in
again, and at the next clock pulse,Qalso U8D) to produce the output signal oco x
goes low. Thus, the data (in this case the DA x CA, a BPSK DSSSsignal. (In reality,
Morse sequence) is now synchronized to this signalwould be applied to an antenna
the 2-kHzclock, itselfa submultipleolthe using a power amplifier. On my experi
2-MHzcarrier. This synchronized opera- mental board, it is simply jumpered to the
tion ensures phase-coherent switching. input of the receiver.)
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Fig l-A block diagram of a possible radio amateur's spread-spectrum communica
tions link. The external reference signal can be received from a TV or radio trans
mitter.

Introduction
During the past several years, AMRAD

(Amateur Radio Research and Develop
ment Corp) has been conducting
experimentation with spread spectrum
technology.' ,2 As a member of the
group, I decided to build a board that
would demonstrate some practical
aspects of direct-sequencespread spec
trum (DSSS). I chose a carrier frequency
of 2 MHz so that the phenomena could
easily be displayedon any low-frequency
(5-MHz bandwidth) oscilloscope likely to
be available to the average radio
amateur. The equipment, which can
transmit and receive data, test square
waves and Morse code signals, was
demonstrated at the September 1986
AMRAD meeting in Vienna, VA.

Description
Referring to Fig 1, it is fairly easy to

conceive ofan amateur spread-spectrum
communication link if an existing exter
nal reference, such as a local TV or radio
transmitter, is used.3ln this experiment,
the external reference is a 4-MHz oscil
lator. A 2-MHz carrier is obtained by
dividing the reference frequency by 2;
this carrier is also used as clock for a
pseudo-random generator. Data is
xosed with the output of the pseudo
random generator and the result is
xoaed with the carrier. This produces a
binary phase shift keyed direct sequence
spread spectrum (BPSKDSSS)signal. At
the receiving site. a pseudo-noise
sequence similar to that created at the
transmitter, is generated and syn
chronized to the original one. By mixing
thissequence with the reference carrier,
it is possible to extract the original data.

In my demonstration model, points T
and R were connected to each other with
a jumper. In a practical application, point
T would be connected to an antenna via
an amplifier; point R would similarly be
connected to a receiving antenna, AGC
amplifier and the like.

Circuit Operation
Reviewing the transmitter stage in

'Notes appear at end of article.
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be clocked at the same frequency and will
be in phase (oco ~ LCD). The edge
triggered RS latch (U12C, D) prevents
further changes at the output of the
magnitude comparator from influencing
the clock speed, something that would
otherwise happen whenever data is
received.

Loss of sync between OCD and LCO
can be simulated by momentarily ground
ing pin 9 of U7. OCD and LCD will now be
out of phase. When this occurs, press the
reset button-in the absence of data, or
when data is low, the magnitude compar
ator output is compared to the clock
speed selector (by bypassing the RS latch
through U18C) to resynchronize LCO to
oco.

If Morse code is sent, for instance,
notice that the lock LED extinguishes
while the data is being transmitted. This
occurs because the code nowextracted
from the DSSS transmission is no longer
in phase with either oco or LCD. The
latter two, however, are still in phase, and
as soon as the key is released, the LED
lights again.

The carrier (CA) and the LCD are now
xoaed in U9A, the output of which is CA
x LCD. This signal is applied to one of
U10's inputs, a MC1496P/1596 balanced
demoduiator.s The other input is fed with
the received DSSS signal (OCD x DA x
CAl. Since OCD ~ LCO, the output of the
demodulator is the data DA. (To adjust
the three potentiometers associated with
U10, an oscilloscope should be connected
to U10, pin 6. Both input potentiometers
should be adjusted for no overloading,
and the 1-kll potentiometer between pins
2 and 3 can usually be left in the minimum
resistance position to provide maximum
gain for this stage.) As U10 operates from
+ 12 V, a dc voltage shifter composed of
Q1 and U11A is used to shift the data to
TIL levels. In my experimental board, this
data is then used to gate ON and OFF an
audio oscillator (U12A and B) that is con
nected to a small outboard audio ampli
fier and speaker.

Conclusions

Using components and test equipment
readily available to the average radio
amateur, it is possible to experiment with
DSSS and gain hands-on experience and
a better understanding of the fundamen
tals of this neWly authorized technology.
No attempt was made to optimize this
demonstration board. The use of some
circuitry was dictated by the availability
of a particular IC, or because a portion
of a quad gate was yet unused. No doubt
several gates could have been saved,
other more elegant ways of achieving the
same results could have been developed
and additional circuit simplifications could
havebeencarried out. However, this was
never meant to be a finished product,

closed, U18A is normally open and the
4-MHz clock signal is applied to the PN
generator U20.

Since U8 and U20 use the same feed
back taps, they produce the same
random sequences. Our goal is to syn
chronize both signals so that they will be
in phase. As was discussed earlier, when
no data is transmitted, the output of U13
is oco, the original code sequence. The
words produced by U13 and by U20 are
compared, bit for bit, in a magnitude com
parator comprised of XOR stages U14A,
B, C, D, U15A, B, and C, quad input OR
gates U21A and B and NAND gate U16A.
As U20 is clocked at twice the rate of U13,
its output tries to "catch up" with that of
U13. There will be one instant when both
output words are equal bit for bit. At that
time, all outputs of the seven XOR stages
will be low and the output of U16A goes
high, driving the output of U17A low. This
illuminates the "lock" LED and drives the
Q output of U12C low. In turn, U18B
opens and U18Acloses,thereby switching
the clock rate of U20 from 4 MHz to
2 MHz. From then on, both U7 and U20
will produce the same PN sequences, will

Fig 5-The output of PN generator U7, at pin 2. The scanning rate Is 5 p.s/dlv.

Reviewing the receiver stage, we can
see that the input signal (oco x DA x cAl
and CA (the carrier derived from the
external reference)are both applied to the
inputs of an XOR stage, U17D. At the
beginning of a transmission, no data is
transmitted and the result of xORing
(oco x cAl and CA is thus OCD, the
original code sequence. This sequence
is serial-loaded into U13, a 7-stage shift
register clocked by CA.

Another 74164 shift-register stage,
U20, is connected as a PN generator
using the same pseudo-noise sequence
as. the one used in the transmitter. (In
Amateur Radio spread spectrum, it is
mandatory to announce in ciear the kind
of register used. This enables both oper
ators of the radio link to set their PN
generators to the same sequence.) When
the receiver is turned on, U20 is clocked
at twice the normal 2-MHz rate. This 2 x
clock is generated by applying the 2-MHz
CA to U15D, a multiply-by-two stage, the
output of which is shaped by a Schmitt
trigger (U19A, U19B). U18A and U18B
(partof a 4066-quad switch)are connected
as a SPDT switch. U18B is normally

Fig 4-The upper oscilloscope trace shows a 2-kHz test square wave before trans
mlaalon at the output of U28. The lower trace is the same signal after decoding at
the receiver, at the output of U11A. There Is no discernible difference between the
two signals. The scanning rate Is 0.2 msJdiv.

Fig 3-A DSSS carrier Is shown at the jumper between the transmitter (output of
U8D) and receiver. The scanning rate Is 1 p.S/dlv.
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but simply a test bed for ideas. The
reader is invited to dream up their own
refinements.

If some quad-gate ICs were shared
between the transmitter and receiver
sections on the prototype board, they
were renumbered (for clarity) and shown
as separate ICs in Fig 2. (Incidentally, the
555 timer, located at the bottom left of the
board [cover photo). is an adjustable
clock generator only used in some early
experiments. It is not shown on the
schematic.) The three square potentiom
eters near the center of the board are
associated with demodulator U10. The
reset switch is mounted on the rear
of the board and is not shown in the
photograph.

To build a radio link for 440 MHz, XOR
stages U8C, U8D, U9A and U17D would
have to be replaced with doubly-balanced
mixers such as the SBL-1 from Micro
Circuits, or the M53T manufactured by
Magnum Microwave.5,6 You'll need a
reference carrier higher than 440 MHz,
and for that purpose a local UHF-TV
transmitter carrier comes to mind. At both
amateur sites, a free-running oscillator
could be used at approximately the refer
ence frequency and a phase-lock loop
(PLL) to lock this oscillator to the external
reference TV transmitter would be neces
sary, This arrangement is equivalent to
the CA on my demonstration board,

In the experiment described earlier,
no preamble signal was sent for syn-

chronization purposes. Sync was
acquired before data was transmitted. On
440 MHz, it may be advisable to send a
short preamble to synchronize the divider
chain from which the 440-MHz carrier will
be derived.

Finally, to transmit audio sine waves
rather than square waves, it should be
relatively easy, after raising the low clock
rate from 2 kHz to 20 kHz, to apply that
new clock and the audio sine waves to a
conventional 555 pulse-width modulator,
for example. To raise the clock rate, lower
the dividerratio from 1/1,000 to 1/100 by
eliminating one of the 4017 divide-by-ten
stages.

Further Reading

Radio amateurs who reference readily
available literature on spread spectrum
will find ample mathematical treatment,
plenty of block diagrams and a remark
able paucity of detailed schematic dia
grams or specific information on
hardware. Chapter 21 of The ARRL 1986
Handbook for the Radio Amateur7 offers
a good theoretical background on the
SUbject. The articles by Scholtz8 and
Pickholtz et al9 should also be refer
enced, Details of prototype realization are
available In a paper by Van Der Gracht10
and to a lesser extent in an article by
Maskara and Das.11 Finally, anyone con
templating involvement in spread spec
trum shouid have access to the funda
mental book by Dixon,12
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Extracting Stable Clock Signals From AM
Broadcast Carriers for Amateur Spread
Spectrum Applications
By Andre Keeteloot N41CK

Fig 2-The circuit used to extract stable clock signals from AM broadcast
carriers Is made up of three parts. The first part consists of a ferrite loop and
amplifier that proceases the Incoming AM signal. The synchroniZed oscillator
locka onto the Incoming carrier to produce a Jiller-free output. Then, the pulse
conditioner converts that signal into a clock pulse with an adjustable phase
delay.

This circuit provides jitter-free clock
pulses by locking onto a readily
available external reference signal

source. Although it was designed pri
marily to provideclock pulsesfor Amateur
Radio spread-spectrum transmissions,
this circuit can also be used as a stable
reference for frequency-calibration
purposes.

Introduction
To recover data from spread-spectrum

transmissions, it is necessary to reintro
duce, at the receiver end, locally gen
erated signals locked in frequency and
phase to the clock used in the original
transmissions. At carrier frequencies of
up to 50 MHz, the extraction of clock
pulses from direct-sequence(OS) spread
spectrum transmissions canbe achieved
fairly easily, using readily available ICs.'
The 1986 FCC decision to relegate
Amateur Radio spread-spectrum trans
missions to frequencies above 400 MHz,
however, singularly complicated the
design and realization of this type of
equipment' Although it will be eventual
ly possible to find a way to extract the
clock signal at those frequencies, it is a
major stumbling block to the development
of uncomplicated amateur spread
spectrum equipment.

Another way to obtain a clock is to use
an external reference signal readily avail
able at both the transmitting and the
receiving sites. 3 Since our amateur
transmissions must take place at UHF,
communications will usually occur when
the two parties are within a fairly short
distance of each other. Locally available
reference signals are generated by TV,
FM and AM radio stations. I have already
explored the recovery of such signals,
and have demonstrated the possibility of
using vertical synchronization signals
from local TV stations to generate reliable
clock pulses for slow frequency-hopping
spread-spectrum experiments.'

OSspread-spectrum on the other hand,
requires that clock signals be in the
megahertz region.5,6 In OS, the clock

lNotes appear at end of article.
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drives a pseudorandom generator, which
is modulo-z added to the carrier, to vary
the phase of the UHF carrier by 180
degrees. The carrier is cancelled and
replaced by the familiar [sin xix]>
spectrum (Fig 1). The ratio of FelFk,
where Fe is the RF carrier frequency (in
our case Fe > 400 MHz), and Fk is the
clock, is important. If Fk is lOW, the ratio
is too high, and spreading of the signal
does not take place. If Fkis too high, the
RF signal is spread over too wide a band
width, and the spectrum used exceeds
the limits of our amateur bands. In
practice, for Fe = 440 MHz, an Fk be
tween 500 kHz and 2 MHz appears
reasonable. (In Fig 1, Fe = 146 MHz and
Fk = 1 MHz. Nulls are clearly visible at
Fe ± Fk' 2Fk, and so on, ie, 144, 145,
147, and 148 MHz. This experiment was

144 f45 146 147 148
MHz

Fig 1-Spectrum-analyzer frequency
domain display of a direct-sequence
spread-spectrum signal. Fearne, = 146
MHz and Fclock ;:: 1 MHz.

LOOP
STICK

conducted in a test load, and at power
levels lower than 0 dBm.)

Problems
There are many ways to generate clock

signals. You could lock onto a TV
station's video AM carrier, and divide
down to obtain the required clock. The
division process, however, introduces an
ambiguity that has to be resolved at the
receiving end, thus further complicating
receiver design.

You can also extract horizontalTV sync
pulses (at 15,750 Hz) and multiply that
signal by 100 for a clock at 1.575 MHz.
The problem here is that the multi
plication process (using, for example, a
4046 phase-locked loop oscillating at
1.575 MHz and two cascaded 4017
divide-by-ten stages between the oscil
lator and the phase comparator) also
multiplies the original jitter by 100! Some
jitter is always present on the H sync
pulse, and a jitter of 10 ns (10 ns =
0.01 pS), perfectly negligible at 15 kHz,
becomes 1 pS at 1.5 MHz. This is clearly
an unacceptablesolution since the period
of a 1.5-MHz signal is only 0.66 psi

I followed a similar approach using the
19-kHz stereo subcarrier available from
all FM stereo stations. Here again, jitter
(principally because of incidental ampli
tude modulation and lack of operating
point stability in simple zero-crossing
detectors)does not allow for a reasonably
stable signal once the 19-kHz signal is
multiplied by 100to yield a 1.9-MHzclock.



I eventually decided to lock onto the
carrier of an AM broadcast station, and
after experimenting With different phase
locked loops, I settled for this design
which uses readily available components.
The circuit features a stable clock pulse,
adjustable in phase to compensate for
propagation delays, and it produces no
measurable jitter.

The Circuit

Fig 2 shows the three parts of the
circuit. The first part includes a ferrite loop
and a clipping amplifier. The second part
consists of a synchronized oscillator that
locks onto the incoming carrier to
produce a jitter-free output. Finally, the
third part converts that signal into a clock
pulse with adjustable phase delay.

Fig 3 shows the complete circuit
diagram. The ferrite loop receives the
signal and U1, a TBA120S, amplifies it.
U1 is an FMIIF 6-stage differential ampli
fier with good limiting and AM rejection
properties." Its output is amplified by
U2A, a section of a CD4001 operated in
its linear mode. The output is sub
sequently fed to U2B, connected as a
Schmitt trigger. A 1-V pop output is avail
able at the emitter of 04 (shown in the
upper trace of Fig 7). This part of the
circuit is the RF head (Fig 4). It can be
positioned and oriented for best
reception.

Fig 5 is the remote unit. It uses the 1-V
Pop square wave from the RF head to
lock the "synchronized oscillator.!" The
remote unit can be placed several
hundred feet away from the RF head.
This circuit, used for clock recovery in
satellite installations, is yet generally
unknown in Amateur Radio circles. 05,
06, and 07 comprise the synchronized
oscillator. 05 functions as a modified
Colpitts oscillator. It has two positive
feedback paths, one from the common
point between the two capacitors in the
collector tank to its own emitter, and the
other path from the junction of the 220-n
resistor and the collector tank to the base
of 05, via C2. C2 is large and represents
a very low impedance at the operating
frequency. 06 can be thought of as a
dynamic emitter resistor for 05. Since 05
operates in class C, the conduction angle
is very small. Each time conduction
occurs in 05, a voltage develops across
06, and amplification of whatever signal
is present at that time at the base of 06
takes place. Conduction in 06 is similar
to the opening of a very brief "time
window" during which synchronization to
the input signal occurs. Because there is
a tuned circuit in the collector of 05, in
the event of a temporary absence of sync
pulses, the tank (functioning as a
flywheel) continues to produce sine
waves at a frequency close to the
frequency of interest.

An AM input signal consists of a carrier

(Fe = 1,390 kHz in our case), plus two
sidebands (Fe + Fmod) and (Fe - Fmod) '
Assuming a single modulating frequency
of 2 kHz, the input signal consists of three
discrete RF frequencies-the carrier at
1,390 kHz and the two sidebands at 1,388
and 1,392 kHz (Fig 6). In practice, the
instantaneous frequencies and ampli
tudes of the two sidebands depend on the
audio input and depth of modulation,
respectively. These discrete frequencies
in the RF spectrum are visible as jitter on
the upper trace of Fig 7.

Although the frequency and amplitude
of the sidebands vary continuously, the
mentioned attributes of the carrier are
constant. Because of the flywheel effect,
the synchronized oscillator, operating as
a sort of coherent amplifier, tends to
accept the carrier as the sync information.
Jitter on the input signal tends to be
perceived as an aberration, and is es
sentially ignored. Hence, the output sine
wave at the collector of 05 does not
exhibit input jitter.

Finally, 05's output is buffered by 07,
an FET stage. With the output of a
synchronized oscillator being constant in
amplitude throughout the synchronized
range, it is acceptable to feed that output
to U3A, a 7414 Schmitt trigger to obtain
a stable trigger pulse. That pulse is then
fed to the first of two monostable oscil
lators connected in series. The first
portion of U4, a 74123, introduces a
variable delay, adjustable by means
of R2, over a range of approximately
270 degrees. U4B, the second mono
stable, outputs a short positive-going
clock pulse, with 08 connected as a 50-n
line driver.

Fig 7's upper trace is the leading edge
of the input signal to the synchronized
oscillator, available at the top of R1. Peak
jitter covers about one division, or ap
proximately 0.02 "s. (In practice, average
jitter is about 0.01 ~s. This is consistent
with an upper audio modulation fre
quency of 10kHz. The peak jitter dis
played in Fig 7 is probably the resultant
of several causes, including some in
cident phase modulation.) The lower
trace shows the signal at the emitter of
08. There is no visible jitter at the output,
so we know that the synchronized oscil
lator is operating properly. (Jitter on the
upper trace is essentially caused by
residual amplitude modulation.)

Construction
Observe good RF construction prac

tices when building the synchronized
oscillator, particularly with respect to
ground returns and shielding. The proto
type of my oscillator is built on fiberglass
circuit board, using self-adhesive silvered
circuit decals for connection points.

Because of U1's sensitivity, I recom
mend that it be housed in a separate
enclosure from that of the synchronized

oscillator. The synchronized oscillator
produces several volts of RF at the same
frequency as that of the input of U1.

The portion of the circuit comprising
01,02,03 and U1 is housed in a small
('14 x '/2 x 3'12 inches) aluminum die
cast box. U2 and 04 are mounted in a
larger (2% x 3'12 x 41/2 inches) box used
for the base of the receiving head. The
loopstick is mounted in a plastic box that
swivels on a wooden dowel and is posi
tioned for best reception. In my present
installation, the receiving head is located
near a window so I can orient the ferrite
loop for maximum signal reception. The
receiving head connects to the syn
chronized oscillator with 25 feet of RG58
coax cable, with no visible degradation.
You could easily use 100 feet of cable,
if required. The larger aluminum box also
contains a 12 V dc power supply (not
shown on the schematic) for the receiving
head. A separate aluminum box (2 x 5
x 9'12 inches) houses the synchronized
OSCillator, the pulse conditioner elements,
and a 5 V dc power supply (see Fig 5).

AdJustments

An oscilloscope and a frequency
counter are required to adjust this unit.
(I locked onto WMZO, a Northern Virginia
radio station that uses a solid-state trans
mitter to broadcast on 1,390 kHz.)
Connect the oscilloscope probe at pin 14
of U1, and the frequency counter probe
at the emitter of 04. The counter will
indicate the carrier frequency of the AM
broadcast transmitter you are receiving.
The counter will probably jump ±100 Hz
around the carrier frequency, represent
ing modulation peaks (this reading
depends on the integration time of your
counter). On the scope screen, adjust C1,
the trimmer across the loopstlck coil, for
maximum signal amplitude of the carrier
you are trying to lock onto. By moving the
scope probe to the emitter of 03, you
should see a fairly clean looking 150 mV
p-p square wave. Look for a similar
signal, 4 V pop in amplitude, at the emitter
of 04.

In the remote unit, connect the oscil
loscope probe to the source of 07 (not to
the tank of 05). Adjust the slug in the
collector tank of 05 to produce a free
running frequency close to that of the AM
broadcast station you are locking onto.
This adjustment must be made with R1's
wiper turned to ground potential. If you
have a dual-trace triggered sweep oscil
loscope, connect the synchronized
channel to the source of 07 (oscillator
output), and the other channel to the input
pulse. As the input signal applied to 06
is slowly increased by adjusting R1, you
should see the input pulse lock onto the
sine wave (it is actually the sine wave that
locks onto the input pulse). Jitter should
be visible on the input signal only. (If the
oscilloscope were synchronized on the
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Fig 3-Thla circuit extracta atabla clock algnala from AM broadcallt carrlera for amateur apread-spectrum appllclltlona. All
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C1-Trlmmar capacitor, 4-64 pF.
FB-Ferrlte beads, Amidon FB·73-101.
L1-30 turns of 3G-gauge wlra, wound

on an Amidon ferrtta rod
R-61-0s0-7s0.

L2-JW Millar shlaldad submlnlatura
adlua18bla RF coli, catalog no. 9055,
60-120 ~H.

Q1, Q2, Q7-MPF102 or ECG312 FET.
Q3-2N4400 (or 2N2222) NPN

transistor.
Q4, Q8-2N2222 NPN tranalator.
Qs-2N918 NPN transistor.
Q6-ECG161 NPN transistor.
R1-Adlus18bla potentiometer, 100 O.

R2-Adlustabla potentiometer, 50 kO.
U1-TBA120S (Motorola) or ECG1292

(Sylvania) IF amplifier.
U2-CD4001 Quad NO. gate.
U3-7414 Hex Schmitt trigger.
U4-74123 Dual monoatable.
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jittery input signal, both the input and the
output signal would appear to jitter.)
Increasing the input level setting can
"oversynchronize" the oscillator and
possibly drive it into an "injection
oscillator" mode' This results in distor
tion at the output, and possibly jitter, as
the tracking range of the circuit
increases." Keep the input signal as low
as possible.

Your frequency counter, now con
nected to the emitter of 08, should
indicate the carrier frequency you are
locking onto, with a maximum deviation
of ± 1 Hz. This deviation represents the
least significant digit resolution of your
counter, and not a loss of synchroniza
tion.

Conclusion

In my synchronized oscillator, a 2N918
transistor was chosen for 05 because of
its good RF properties. An ECG161 was
selected for 06 because of its low noise.
lf you are only interested in breadboard
ing a synchronized oscillator for ex
perimental purposes, you may use
2N2222s or 2N4400s in both positions.
The result is some degradation of
performance. Depending on the type of
transistor used, the value of the 220-kll
bias resistor is adjusted so that 05's
emitter is at about Vc<12.

This circuit provides extremely
accurate clock signals and uses readily
available parts. Whether you are in-

terested in spread-spectrum applications
or another phase of Amateur Radio, build
a synchronized oscillator, and experiment
with this very versatile building block. It
can also be used as a divider or multiplier.
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Fig 5-The remote unit. The board on the right supports the synchronized
oacilletor. The voltage regulator and the pulaa-ahaplng circuitry are mounted on
the center board.
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Feedback
Please refer to my article, "Extracting
Stable Clock Signals From AM Broadcast
Carriers For Amateur Spread Spectrum
Applications," QEX. Oct 1987. There is
an error in the schematic on page 7. The
numbering of pins 14 and 15 of U4A
should be reversed. The junction 01 R2
and the 12-pF capacitor connect to pin 15
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CLIPPING LEVEL ~. ~."

CLIPPING
LEVEL

ENLARGED AREA
SHO..... ING DETAILS

OF THE UPPER TRACE

OF FIG 7

Fig 6-A almplilled time-domain
representation of amplitude
modulation (see text).

(which should be labeled R",. C",), and
the other capacitor lead connects to pin
14 (which should be labeled C.,,).
Andre Keste/oot, N4/CK

Correct Your Schematic
Andre Kesteloot, N41CK, author of

Fig 7-The upper trace shows the
input signal going to the synchronized
oscillator, and the lower trace Is the
aignal at the emitter 01 08. The
vertical acale is 1/div; the horizontal
acale is 0.02 "sJdiv.

"Extracting Stable Clock Signals From
AM Broadcast Carriers for Amateur
Spread-spectrum Applications." (Oct 1987
QEX, P5), notes two things missing from
Fig 3 on p 6: U1 should be labeled ECG
1292, and insert a 560-pF mica capacitor
between the wiper of R1 and the junction
of the 220-kO resistor and the base of 06.



QEX, May 1988

Practical Spread Spectrum: Achieving
Synchronization with the Slip-Pulse Generator
By Andre Kesteloot N41CK

Fig 1-Block diagram of a direct-sequence spread-spectrum communications
system.

Atwerway, spread-spectrum contact
was successfully conducted in
January 1988 as part of a con

tinuing series of experiments in spread
spectrum communications administered
by the Amateur Radio Research and
Development Corporation (AMRAO). This
article describes the experiment and the
equipment used. Before detailing the
experiment, a brief introduction to direct
sequence spread-spectrum (OSSS)corn
munications is in order.

Direct-Sequence Spreed-Spectrum
Communlcetlons

The RF bandwidth of conventional
Amateur Radio modulations (AM, NBFM,
FSK) is usually proportional to the amount
of information that is transmitted. The
bandwidth of the RF signal is kept as
narrow as possible (you generally think
of narrow contiguous channels), possibly
a few kilohertz wide, with each channel
containing separate information. When a
conventional channel is in use, it is
impossible for other users to transmit on
the same channel without creating inter
ference.

Using OSSS techniques, you can have
a wide RF bandwidth-possibly several
megahertz wide-and different networks
can transmit on the same frequencies
without interfering with one another. Also,
the bandwidth of the signal is not related
to the information rate.

At the OSSS transmitting site, a carrier
is mixed with the output of a pseudo
random noise (PN) generator to spread
the information over a wide bandwidth.
The seme pseudo-random sequence is
reintroduced in the receiver (see Fig 1).
If the original carrier is frequency modu
lated (to transmit voice, for instance), the
original modulation information can be
extracted at the receiver. If data other
than voice is sent, this data can be
logically xoaed with the PN sequence at
the transmitter, and similarly recovered
at the receiver.' In either case, only the
signals corresponding to the original PN
sequence are correlated at the receiving

'Notes appear at end of article.

site. The noise is spread over a wide
bandwidth and filtered out. The signal-to
noise improvement thus derived, called
process gain, is an important derivative
of the OSSS process.

The Doubly Balanced Mixer

Fig 2 shows the schematic of a dOUbly
balanced mixer used to mix the carrier
signal and the output of the PN generator.
Note that 01 through 04 are connected
as a ring-modulator. The RF carrier is fed
to the input transformer, while the PN
signal is fed to the center tap of the output
transformer. The PN generator uses TIL
ICs, and by connecting it via a capacitor,
the center tap of the output transformer
swings from +2 V to -2 V, with respect
to the center tap of the input transformer.
When + 2 V is applied, 01 and 03
conduct, and 02 and 04 are reverse
biased, connecting point A to C, and point
B to O. When the output of the TIL goes
low, the center tap of the output trans
former goes to -2 V. At this instant, 02
and 04 conduct, connecting point A to 0
and point B to C. This produces a
succession of 180-degree phase re
versals of the RF carrier at the output,
effectively canceling the carrier. The PN
signal, which is fed in opposing phase to

the input and output windings, also
cancels. On the other hand, sidebands
are created because of the heterodyne
process. Since the output of our PN
generator is a square wave in the time
domain, its Fourier transform in the
frequency domain is a (sin xlx) waveform.
Because we are dealing with a signal
proportional to the output power of the
mixerstage,whatwe see ona spectrum
analyzer connected to the output is
proportional to the square of the voltage,
or (sin xlx)2 (see Fig 3). As shown in the
waveform of Fig 3, the original 445-MHz
signal is spread over almost 10 MHz. In
practice, a suitable filter shapes the
transmitter output to allow radiation of
only the main lobe. (The main lobe
contains approximately 95% of the total
power.)

At the receiving site, a similar doubly
balanced mixer arrangement recreates,
or "despreads," the original carrier (Fig
4). To maximize isolation between ports,
each port must be properly terminated in
5D-<lhm loads. The setup used at both the
transmitting andreceiving ends isshown
in Fig 5.

Synchronization

To despread a signal, the PN sequence
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Fig 2-The doubly balanced mixer. Its lunctlon Is to combine the carrier signal
with the output 01 the PH generator.

Fig 3-0utput 01 the doubly balanced
mixer at the tranamitting alte. The
signa. Is apread over several
megahertz, where ~••"'., = 445 MHz
and Fclock =1.390 MHz.
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Fig 4-0utput 01 the doubly balanced
mixer at the receiving site. The signal
Is "despread,"

Fig 5-Schematic 01 the doubly balanced mixer port termination at the
transmitting alte.

at the receiver must be synchronized in
both frequency and phase with that 01
the transmitter. Synchronization is con
sidered to be the most difficult problem
to solve in spread-spectrum appli
cations."

There are several ways to achieve syn
chronization: (1) recover the transmitter
clock at the receiving site (a considera
ble undertaking at 445 MHz), (2) transmit
the clock separately, (3) transmit the clock
as part of the signal, or (4) synchronize
both transmitter and receiver to an exter
nal relerence, an approach suggested by
William Sabin, W0IYH.'

The latter technique is used in this
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experiment, and the equipment required
to extract a stable clock pulse from an AM
radio station is described in an earlier
article." Thus, the PN generator lor both
the transmitter and receiver are clocked
at the same frequency. The remaining
problem is for the two PN sequences to
operate in phase.

The station setup used lor the success
lui spread-spectrum aso is shown in Fig
6. Although the actual aso was con
ducted at 445 MHz, some 01 the pre
liminary work was performed at 146 MHz.
At 146 MHz, the output of the transmitting
equipment was connected via a cable to
the receiving gear. At 445 MHz, actual

antennas were used at both transmitting
and receiving sites. Since the equipment
designed for this experiment is not Ire
quency specilic, the operation 01 the
synchronization arrangement was exactly
the same in both cases.

Referring to Fig 6, the transmitter used
was a Yaesu hand-held FT·208R lor
146 MHz and an FT-708R lor 445 MHz.
At the receiving site, I used a Yaesu
FT-23R for 146 MHz and an ICOM Ie-4AT
lor 445 MHz. The output of the transmitter
and the output of the PN generator are
fed to a doubly balanced mixer, as ex
plained earlier, and the signal at the
output 01 the mixer looks like that 01
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PULSEAM
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Fig 6-General aqulpment arrangement for the DSSS experiment.

Fig 3. To decode the original FM rnodu
lation at the receiving site, the signal must
be despread. (This happens only when
the two PN generators are in phase.)

To understand how the phase
synchronization process works, imagine
that the two PN generators are receiving
the same 1.390-MHzexternal clock pulse.
These pulses, at both sites, are used to
clock identical 7·stage PN generators
(Fig 7).5 Although the two PN generators
are identical, their sequences are not
necessarily in phase because they may
have been started or reset at different
times. To obtain phase synchronization,
it is necessary to shift the phase of the
receiver's PN generator, with respect to
that of the transmitter's, until the two
sequences coincide. To that effect, the
slip-pulse generator occasionally

introduces an extra pulse in the
1.390-MHz clock stream. Thus, the
receiver's PN generator slowly "catches
up" with the transmitter's until coinci
dence is achieved, When this happens
despreading takes place, the receiver's
squelch opens, and the slip-pulse gener
ator inhibits the introduction of addition
al Slip pulses.

Circuit Description

To achieve phase synchronization, I
used the built-in DTMF (dual-tone multi
frequency) generator of the Yaesu
FT·208R/708R to send a "1." I also
prewired U1, an SSI-202 DTMF decoder,
in the slip-pulse generator to accept a "1"
as a valid output (see Fig 8).

Let's assume that the two PN se
quences are not in phase. There is no

despreading and thus no output from the
receiver. The slip-pulse generator con
tinues to insert pulses at a very slow rate.
Since a 7-stage PN register is 127 steps
long, after a maximum of 126 additional
Slip pulses, there will be a moment when
the two PN sequences are In phase. At
that moment, despreadlng takes place,
the squelch opens, and the receiver
generates a "1" that is recognized by U1.
The green LED illuminates and the reset
set (R-S) tlip-ftop (U2A and U2B) latches,
turning on the red LED and grounding pin
4 of U4B.

U3, a 555, free-runs at about 200 Hz.
If U4B is enabled (ie, when there is an
absence of a valid DTMF signal), U3's
output pulses are channeled to US. US Is
a 7474 connected in a one-and-only-one
configuration.

~--....-_-----_--_------....----<: + 5V

UZD SECTION UNUSED

OUTPUT TO
OOU8L'i'

BALANCED

~_""_:--J&-4R

"111k11

CLOCK PULSE FROM
,. 9 ,. "SLIP-PULSE GENERATOR '"

,
'" 12 1O "0, • U2 •

..JL.fLJl 74164
U2A

"• '" SHIFT
0, , 9

REGISTER 7
7486

0,

'" 2

7

Fig 7-Schematic of the pseudo-random noise generator.
U1-74164 6-blt shift register.
U2-7466 quad 2-lnput XOR gate.

Spread Spectrum Theory and Projects 8-43



•
11 )(EN liP EN

,-....-"~XOUT 11/1 2:

Fig 8-Schematlc of the slip-pulse generator. Circled letters reference the
waveforms shown In Fig 9.
Ql, Q2, Q3-2N2222 NPN transistor.
Sl, S2-SPST switch.
U1-SSI-202 DTMF decoder.
U2-CD4011 quad 2-lnput NANO gate.
U3-LM555 timer.
U4-7400 quad 2-lnput NAND gate.
U5-7474 dual D flip flop.
U8-74123 dual retrlggerable

monostable multlvlbrator.
U7-7414 hex Schmitt trigger.
Yl-3.58-MHz crystal.

+5V

TO RX SPKR
TERMINALS

" =3.~8 101Hz
'M

12 XII'I

0,01

ur
551-202

OTMF
DECODER

ENABLE' HIGH

..
r~-O+'V

4,7 k

• • +'V

r----{O)OUTPUT

•,
747"1

"v"
'f''-------''''1o U58

o r-s
I' elK

•
a c u"o F-f

'"

Ifun

n

BV

*
Ok

0."'"

2.2k

U70
7414

6

u..

•

u7C

EXCEPT AS INDICATED, DECIMAL
VALUESOF CAP..,CITANCE ARE

JlIN MICROFARADS (I'F): OTHERS
ARE IN PICOFARADS ( pF ):

HV RESISTANCES ARE IN OHMS;
k .. 1000, M.. 1000 000.
T-TANTALUM

*. MICA

PHASING

+5V +5V

L ..
a

ff • "
U7B 100*

Jl +5V

JUL'
SLIP

PULSEe
0.'

JUUL
DELAYED
CLOCK

u'"

CONT
VOLT

U3
LM555
TIMER

tN4148

RESET vee

V"J'~6.....~__~
eLAI 3

• Z
GNO 9\

~~~~l P~~-'VV'v--O-"

eeXTI
QI 14

"•

TRIG

'"

uvo

"0

4.7k

'-'\Nv--.....~--'-j7 ~~:~2

6 CeXH
ca

t----....~'''l082 A2

11 C~R2

FREQ

'0'

CLOCK
'N

A2 lOOk

t---__....--'-j6 THRES

"""'''v-''--'V'''---'-I
7

DISCH

+5V

Li6A
7'1123
DUAL
MONOSTABLE
MUL Tlvl8RATOR

8-44 Chapter 8



CLOCK {U7,PIN S1

DELAYED CLOCK
(U6, PIN 51

WAVEFORM "Au
(U40, PIN II}

WAVEFORM "8"
(U7F, PIN 12)

WAVEFORM "c" GATE PULSE
(U4A, PIN1)

WAVEFORM "0"
SLIP-PULSE GENERATOR
OUTPUT (U4C, PIN S)

WAVEFORM "E"
ADDITIONAL PULSE

(U4A, PIN 3)

---J1-+_'L_jL~,'-----~L.-Jl.---'L-..JL--.JL--'L-jl.-.---JI--'L--.JL-

I

I
I
,

I
I I___---'n'-- ---JIlL _

ADDEO PULSES

_____--'nL .___Jn'----- _

parts of the equipment were built in
separate shielded boxes and connected
as shown in Fig 6. Fig 10 is a photograph
of the slip-pulse generator. I found that
at slip-pulse frequencies above 250 Hz,
the system cannot achieve lock. This
upper limit occurs becauseit takes a finite
time for Ihe receiver's squelch to open
and the DTMF decoder to recognize a
valid tone. By adjusting R2 so that the
output frequency of U3 is about 200 Hz,
it took a maximum of 42 seconds for
locking to occur reliably. (Depending on
the respective position of the two PN
sequences, it can take less time; 42

Fig 9-SIIp-pulse generator timing sequence.

The external clock signal is applied to
U6A and U6B, two monostable multi
vibrators connected in series. This circuit
provides an adjustable delay to compen
sate for TIL gate propagation delays,
different cable lengths, and so on. The
delayed clock signal is then buffered by
U7B end U7C, and fed to U7F and U7E
(connected as two "half-monostable"
sections that produce a short pulse on the
trailing and leading edges of the clock
pulse, respectively). The signal from U7E
is also used to clock US. US produces a
gating signal, the length of which is the
interval between two clock pulses, only
after it receives a pulse from U3.
Whenever this gating pulse occurs, U4A
is enabled and allows a pulse syn
chronized on the trailing edge of the clock
(ie, half-way between two regular clock
pulses) to reach U4D, where it is added
to the normal stream of 1.390-MHz
pulses. (A pulse timing diagram is shown
in Fig 9.) We have thus "slipped-in" an
extra clock pulse for every pulse created
by U3 (hence my name for the slip-pulse
generator), and the effective clock pulse
at the receiver end is 1,390,200.

This process continues as long as U4B
remains enabled. A valid DTMF signal
inhibits U4B. To prevent further tones or
audio noise from adding extra slip pulses
once phase synchronization has been
achieved, the output of the DTMF
decoder is connected to U2A and U2B,
an R-S latch, that can only be reset by
grounding pin 6 of U2B via 51. Similarly,
52 can simulate the reception of a valid
tone by stopping the shp-pulsegenerator,
a help during testing.

The Experiment
To facilitate experimentation, various Fig 10-The slip-pulse generator.

seconds was the maximum time required
when the two PN sequences were 126
steps apart.) Once synchronization is
achieved, however, both transmitter and
receiver clocks remain in phase, whether
communication takes place or not. In a
regular spread-spectrum system, syn
chronization must be achieved each time
the push-to-talkswitch is engaged. In this
experiment the transmitting site and the
receivingsite were symmetrical(no ampli
fier was connected between either anten
na and doubly balanced mixer), and it
was possible to establish a twe-way
contact between the two units. Because
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445.000
MHz

Conclusion
Although this experiment worked fault

lessly, the equipment is fairly slow to
reach synchronization and somewhat

Fig 11-0utput of the doubly balanced
mixer at the receiving alte. The two
clocks are out of phase by about 10
degrees. Here, F~rr1.r = 445 MHz and
FClOCk = 1.390 MHZ

cumbersome, because it relies on the
presence of a separate unit to provide
synchronizing pulses. This experiment
was designed to prove that it is possible
to use such a synchronization approach.
My thanks go to the core group of
AMRAD, particularly Chuck Phillips,
N4EZV,LawrenceKesteloot,N4NTL, and
Mike O'Dell, N4NLN.
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of the extremely low power levels used
(less than 1 mW), the maximum distance
between the transmit and receive anten
nas was less than 12 inches! (The actual
transmitter and receiver were located
about 50 feet apart to avoid direct feed
through from transmitter to receiver.)

Once the two PN sequences are
properly phased,adjust the relativephase
of the clock pulses. By properly adjust
ing R1 in the slip-pulse generator, it is
possible to match the phase of the trans
mitter and receiver clock pulses. Fig 4
shows the output of the despread signal
when the two clocks are perfectly in
phase. Fig 11 shows the same despread
signal with the receive clock about 10
degrees out-of-phase.

All parts used for this experiment are
readily available. The SSI-202touch-tone
decoder chip is available from Radio
Shac~ (RS 276-1303), and the doubly
balanced mixers were purchased from
Mini-Circuit Labs (type SBL-1(6)).'
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QST, May 1989

A Practical Direct-Sequence
Spread-Spectrum UHF Link

Fig l-Simplifietl block diagram of a direct-sequence spread-spectrum communication sys
tem. In the transmitter, left, a spread-spectrum signal is generated by mixing carrier
oscillator and pseudo-noise (PN) signals in a doubly balanced mixer (DBM). The energy of
the resultant biphase-modulated suppressed-carrier signal is spread over a wide band
width. In the link receiver, right, the spread-spectrum signal is despread by mixing it with
a PN signal identical to that used in the transmitter. In practice, the most difficult aspect
of making this system work is that of synchronizing the PN-generator clocks at the trans
mitter and receiver sites.

Receiver

biphase modulation, described in more
detail in the references cited at notes 2 and
3, creates sidebands, or "spectral lines,"
the envelope of which has a (sin x/x) 2

shape as shown at Fig 2A.
A simplified understanding of this phen

omenon can be arrived at by considering
the PN sequence as a succession of identi-

Transmitter

signal can be obtained by mixing a carrier
with the output of a clock-driven pseudo
noise (PN) generator (see Fig I). This is
readily achieved.in a doubly balanced mixer
(DBM), and results in the suppression of
the original carrier and the creation of a
new signal that is spread over a wide band
width (typically several megahertz). This

By Andre Keslelool, N41CK
AARL Technical Advisor
6915 Chelsea Rd
McLean, VA 22101

In this OST exclusive,
amateur spread
spectrum communi
cation moves off the
drawing board and
into practical reality.
Read all about it
and warm up your
soldering iron!

R
ad io amateurs under FCC
jurisdiction have been authorized
to use spread-spectrum emission

since June I, 1986,' but practical
information on how to get an amateur
spread-spectrum system up and running has
been scarce. This is so for good reason:
Military applications of spread spectrum
are routinely classified, while space and
other civilian applications are usually
proprietary. Because of this, the literature
abounds with spread-spectrum articles
replete with mathematical treatments and
block diagrams, but very few articles that
give practical details of spread-spectrum
systems have been published.

This situation has, in effect, forced
Amateur Radio experimenters to reinvent
parts of the wheel! Notwithstanding the
fact that spread spectrum has been around
for about 50 years, this article is, to my
knowledge, the first to give complete details
of the concept, design and realization of
a direct-sequence spread-spectrum UHF
radio link. Although this article does not
present construction information at the
component level, experimenters with a
good grounding in UHF construction
techniques should have no trouble building
a functional spread-spectrum system based
on the information given here.

Introduction to Direct-Sequence Spread
Spectrum

A direct-sequence (OS) spread-spectrum

lAeferences appear at end of article.
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when observed with a spectrum analyzer
(Fig 2A). Note that the spectrum-analyzer
display shows only the envelope of all the
sidebands-that is, an imaginary curve
joining the peaks of all the spectral lines.f

At the receiver end of the spread
spectrum link, the output of the DBM
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Fig 3-The PN signal (lower trace at A and
B) consists of constant-width pulses that
vary in repetition rate as the PN-generator
shift register advances. Varying the PN
signal pulse rate changes the number and
position of the spread signal's
characteristic "spectral lines" (upper trace
at A and B) without changing the shape of
the signal envelope.

cal rectangular pulses 'of constant width,
but variable repetition rate, the latter
always being some submultiple of the
(constant) clock frequency. Because the
modulating signal is a rectangular pulse
(rich in harmonics), a multitude of side
bands is created. As the shift register ad
vances, the varying repetition rate changes
the number and position of the spectral
lines. Neither the shape of the envelope nor
the position of the nulls-which are func
tions of the pulse width (see Fig 3)
changes.

The envelope is so shaped because a
rectangular pulse in the time-domain has
a (sin x/x) Fourier transform in the
frequency domain. Hence, the sidebands,
or spectral lines, created by such a pulse
have a (sin x/x) envelope." As we are
dealing with a signal proportional to the
output power (that is, a function of the
square of the output voltage), the resulting
signal appears as a (sin x/x)2 spectrum

Fig 2-(A) Envelope of the unfiltered
biphase~modulated spread-spectrum signal
as viewed on a spectrum analyzer. In the
practical system described, band-pass
filtering is employed to confine the spread
spectrum signal to the amateur band. (8)
At the receiver end of the link, the filtered
spread-spectrum signal is apparent only.as
a 1().dB hump in the noise floor. (C)
Despread signal at the output of the
receiver OBM. The original carrIer-and
any modulation components that
accompany it-has been recovered. The
peak carrier is about 45 dB above the
noise floor-more than 30 dB above the
hump shown at B. (These spectrograms
were made at a sweep rate of 0.1 sldiv and
an analyzer bandwidth of 30 kHz; the
horizontal scale is 1 MHzldiv.)
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The spread-spectrum transmitter is based on a Hamtronics
TA-451 446-MHz transmitter strip (Z1, right). The transmitter PN
generator-the two piggybacked boards at teft-uses 111.5-MHz
energy from the TA-451 as the PN-sequence clock.
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The heart of the spread-spectrum receiver is a synchronized oscil
lator (right) that recovers the transmitter PN·sequence clock from
the received signal. The modules at left contain clock divider les
(UB and U9), a voltage regUlator (U7) and the receiver PN genera.
tor (U10 and U11). R1. the OSCFREQ control, is at top right.



preamplifier (Z3) aligned for a flat response
from 430 to 460 MHz, an arrangement that
provides some limited RF selectivity. The
output of Z3 is boosted another 20 dB by
a Mini-Circuits MAR-8 MMIC (U4) and
then applied to one port of an SBL-l Mini
Circuits DBM (U5). The output of the
OBM is further amplified by a second
MAR-8 (U6), the output of which feeds Z4,
a 446-MHz narrow-band-FM receiver (in
my system. a Yaesu FT-708R transceiver),
and the input of a synchronized oscillator.

The synchronized oscillator is a
deceptively simple-looking circuit that is
unfortunately as yet little-known in
amateur circles. Q2 is a modified Colpitts
oscillator that, in this application, free-runs
at approximately 111.5MHz, or one-fourth
of the expected input frequency. Because
Q2 operates in class C, it draws supply
current only during a small portion of each
cycle of its output sine wave. The resulting
pulsating emitter current develops a
pulsating voltage across Ql. Because there
is no voltage drop across Q I when Q2 is
cut off, Ql operates as an amplifier only
on the peaks of Q2's output sine wave.
Thus, an RF synchronizing signal applied
to QI 's base will be allowed to steer Q2's
oscillation frequency only for the brief
periods during which Q2 conducts. Rl ,
osc FREQ (labeled TUNING in the title
photo), allows adjustment of Ql 's base
current and, hence, Q2's free-running
frequency.

In practice, the synchronized oscillator
provides the function of a phase-locked
loop (PLL) while offering several
advantages over a PLL. The synchronized
oscillator, which uses only two transistors,
is simpler to implement. Unlike a PLL,
which depends on a multistage feedback
loop (phase detector, loop filter and so on)
to achieve and hold lock, the synchronized
oscillator locks onto the input signal
directly. Further to its advantage, the
synchronized oscillator can 0lierate with
very noisy input signals. 10,11,

The output of Q2 is thus a sine wave at
llUO MHz. It is divided by 20 in U8 (a
MC3396P prescaler) and then again by 2
in U9 (a 7474 flip flop), the output of
which-a 2.7875-MHz square wave-feeds
a seven-stage shift register (UIO, a 74164),
the application of which is described in
more detail in the work cited at note 9. This
arrangement exactly duplicates that used at
the transmitter end of the link.

The output of the PN generator is
connected to the IF port of the DBM (U5).
This constitutes a sliding correlator in the
sense that the transmitter and receiver PN
sequences-identical, but running at
slightly different speeds-slide by each
other within the DBM. At the instant the
receiver PN sequence coincides with that
of the transmitted signal, correlation takes
place in the DBM, and the DBM delivers
a despread signal (Fig 2C). This despread
signal, recognized by the synchronized
oscillator as a valid input, forces the
oscillator into lock and keeps it there.

The Direct-Sequence Receiver and Syn
chronizer

See Fig 6. Signals from the antenna are
fed to a Hamtronics Model LNW-432
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The Direct-Sequence Transmitter
As shown in, Fig 5, I used a

Hamtronics" model TA-451 transmitter
strip (ZI), the output power of which is
adjusted 10 10 mW (+ 10 dBm), as an ex
citer. This transmitter is based on a
12.388-MHz crystal oscillator, the output
of which is multiplied by 36 to produce
output at 446 MHz. The link clock is based
on transmitter energy sampled at one
fourth the output frequency (111.5 MHz,
at the base of Q8 in the Hamtronics
transmitter). This signal is fed to a divide
by-40 chain consisting of a MC3396P and
a 7474. The divider chain produces a series
of pulses at 2.7875 MHz. These pulses are
used to clock a seven-stage shift register
composed of a 74164 and a 7486. (This
circuit, described in detail in the reference
cited at note 9, is identical to that used in
the link receiver [Fig 6).) This shift register,
the PN generator. drives one input port of
a doubly balanced mixer (VI). Attenuators
are used on all ports of the DBM to reduce
the effects of impedance mismatch and
keep IMD products at a low level.

The output of the DBM, a biphase
modulated signal, is then amplified by an
MM1C (U2), and a UHF amplifier module
(U3) that produces about 0.39 W in the
440- to 450-MHz range. The output
spectrum of the transmitter (ahead of the
band-pass filter, Z2) is shown at Fig 2A.

Because about 900/0 of the output power
appears between the two first nulls (located
at 443.2125 MHz [446.00 - 2.7875] and
448.7875 MHz [446.00 + 2.7875],
respectively) the use of a band-pass filter
(Z2) to attenuate the signal below 440 MHz
and above 450 MHz does not appreciably
affect reception of the radiated signal.
(Reliable lock was obtained over a distance
of more than a mile of fairly flat terrain
using 0.39 W output and a quarter-wave
groundplane antenna.)

As Fig 5 shows, the link clock is slightly
frequency modulated by the audio signal.
This does not introduce jitter or cause false
synchronization because a peak deviation
of 5 kHz at ·146 MHz translates to a shift
of only 15 Hz at the clock frequency
(2.7875 MHz)-a negligible variation. (As
an alternative approach, the clock could be
derived directly from the transmitter's
crystal oscillator, ahead of the phase
modulator. This would, of course, require
a different divider chain at the receiver end
of the link.)

despreading, then occurs, and the output
of the OBM duplicates the original carrier
as shown in Fig 2C. This carrier is fed to
the input of the synchronized oscillator,
which locks onto the incoming signal. The
loop is now closed: The original clock has
been recovered, and the system stays
locked.

Overall Description of the Link

The VHF link described in this article
was first demonstrated at the June 1988
AMRAO meeting. (Several members of
AMRAD [the Amateur Radio Research
and Development Corporation) have been
involved in spread-spectrum experimenta
tion since 1980.) Fig 4 shows the general
arrangement used. The output of a
446-MHz transmitter is fed to one input
port of a doubly balanced mixer. The other
input port of the mixer is connected to a
PN sequence generator that is clocked at
a submultiple of the transmitter's carrier
frequency.

At the receiver end of the link, a sliding
correlator is used as follows: The output
of a free-running "synchronized oscillator"
8 is divided to create a clock signal at a
frequency close to that of the transmitter's
clock. This locally generated clock is used
to drive a PN generator identical to that
used at the transmitter site. The resulting
PN sequence is mixed with incoming RF
in a doubly balanced mixer. The free
running frequency of the synchronized os
cillator can be adjusted to run the receiver's
PN sequence faster or slower than the
transmitter's. The speed difference causes
the receiver PN sequence to "slide by" the
transmitter sequence (hence the name
sliding corre/afor).

Because the transmitter and receiver
sequences differ in speed, the PN sequence
fed to the receiver's doubly balanced mix
er will coincide with the transmitter se
quence at some instant. Correlation, or

shows-in the absence of correlation-a
slight rise in the noise floor, as shown in
Fig 28. If we now reintroduce PN identical
in sequence, frequency and phase to that
used at the transmitter, the received signal
will be correlated or "despread," and the
output of the DBM will be as shown at
Fig 2C.

In Amateur Radio applications, the PN
sequence is announced before spread
spectrum transmission beginsf and can
thus be easily duplicated at the receiver. A
major problem-one common to all
spread-spectrum systems-remains: that of
synchronizing the receiver's PN sequence
with that used at the transmitter. This can
be done by recovering the transmitter clock
frequency from the receivedsignal. Because
the received signal appears to be noise
(Fig 2B), however, this can be a formida
ble challenge. Commenting on this
problem, Robert Dixon writes that
". , .more time, effort and money has been
spent developing and improving syn
chronizing techniques than any other area
of spreadspectrum systems. There is no rea
son to suspect that this will not continue
in the future."?

This article describes a simple solution
to the synchronization problem. (Because
of its simplicity, the solution does not offer
all the antijamming properties of more
sophisticated systems, but this should not
be a concern to Amateur Radio operators.)
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Construction of the Link Prototype
As shown in the photographs, the

various elements of the circuit were built
in individual die-cast aluminum boxes. This
provides ample interstage shielding; it also
allowed flexibility during development of
the link. A second version could no doubt
be made much simpler mechanically.

Adjustments

The Hamtronics transmitter (ZI in Fig
5) requires only one adjustment specific to
its use in this application: Its output must
be reduced to 10 m W. If you do not own
an RF-power meter capable of measuring
this level accurately. you can easily
construct one as follows. Build a dummy
load by connecting a 1.5-V. 25-mA lamp
(one of the two identical lamps available
as Radio Shack'" no. 272-1139) in series
with a 1- to g·pF variable capacitor.
Connect this dummy load to the
Hamtronics transmitter via a sensitiveSWR
indicator. Turn on the transmitter and
adjust the capacitor to minimize the SWR
presented by the dummy load to the
transmitter. Connect the second 272-1139

lamp across a 1.5-Vcell in series with a 50-0
adjustable resistor. and place this lamp so
that you can simultaneously view it and the
dummy-load lamp. Adjust the current
through the de-fed lamp so that the lamp
dissipates 10 mW. Turn on the transmitter
and adjust R37 (on the transmitter) so that
the RF-fed lamp glows at the same
brightness as the de-fed lamp. This simple
comparison method yields surprisingly
accurate results. No other adjustments are
required at the transmitter site.

At the receiver site, the only adjustments
necessary concern the synchronized
oscillator (Fig 6). Using a dip meter coupled
to L5 as a resonance indicator. adjust CI,
esc INPUT TUNING, for resonance at
111.5 MHz. (Because R2 loads the tuned
circuit, you may have to temporarily dis
connect the 68-pF capacitor from the R2
wiper to obtain a discernible dip.) Connect
a frequency counter to the output of the
divide-by-40 chain via J II. FREQ COUNTER.
Adjust RI, ose FREQ. to the center of its
range. Adjust the wiper of R2, GAIN SET,

to the ground end of its range. Set C2, asc
TANK TUNING, to the center of its: range.

and adjust L6 for a reading of
approximately 2.78 MHz on the frequency
counter. Note that this reading can be
varied by adjusting the ase FREQ control.

Operation
After identifying your station on the link

carrier frequency in accordance with
§97.84(g)(5) of the FCC rules (identifica
tion by means of a narrow-band
emission-AFSK or voice-is the easier
option to implement) and stating the
characteristics of your PN sequence. you
may turn on the spread-spectrum
transmitter .13

At the receiver end of the link, adjust the
wiper of R2 (Fig 6) to about 30° from the
ground end of its range. (Further advancing
this control only "oversynchronizes" the
oscillator and produces distortion at its out
put, and could lead to false triggering of
the divide-by-20 stage.) Connect a
frequency counter to J11 and adjust R1 for
a counter indication of about 2.7875 MHz.
Assuming that the received signal is
sufficiently strong, you should observe that
the counter suddenly displays exactly
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Filter

Except as indicated, decimal
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in microfarads (,uF); others
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FT=feedthrough
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U3-TRW 2812 or Motorola MHW 593
amplifier module.

Zl-Hamtronics TA-451 446-MHz FM
transmitter (Hamtronics, Inc, 65 Moul Rd,
Hilton NY 14468-9535, fel 716-392-9430).

Z2-Hamtronics HRF-432 440- to 450-MHz,
helical-resonator band-pass filter.

Fig 5-Schematic of the 440-MHz spread-spectrum tran~mitter. ~II capacitors under 0.001 1tF are dipped mic~; others are ~~-v ceran:'ic
(0.1 1tF units: monolithic ceramic) unless marked otherwlse. ReSistors are 5% tolerance. Y4- or 1f2-W carbon film or composmon, 08 (In
the Zl box) is a Hamtronics part designator. See Fig 6 for details on the PN generator. The l-kHz tone generator, included to facilitate
testing in the author's version of the link, is not described in this article.
01, 02-1N4148 or equiv. L2-1 turn of no. 30 KYNAR-insulated wire
L1-10 close-wound turns of no. 30 through an Amidon FB-64-101 (Palomar

KYNAR@ -insulated (wire-wrap) tinned FB-1-64, RADIOKIT FB64-101 also suita-
copper wire, 1 mm diam (use a no. 64 ble) ferrite bead.
(0.036-in. diam] drill as a removable Ul-Minj-Circuits SBL-1 mixer (Mini-
form). Circuits, PO Box 350166, Brooklyn, NY

11235-0003, tel 718-934-4500).
U2-Mini-Circuits MAR-8 MMIC.
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U7-7805 regulator IC
U8-MC3396P divide-by-20 presealer IC.
U9-7474 dual-D, positive·edge-triggered

flip-flop IC.
U10-74164 8-bit, parallel-output shift

register, asynchronous clear IC.
U11-7486 quad two-input exclusive-OR

gatelC.
Z3-Hamtronics LNW-432 preamplifier

adjusted for an input response flat from
430 to 460 MHz. See text.

Z4-446-MHz FM receiver, or transceiver in
receive mode.

Use a w-ln-dtem drill as a form. Atter
winding the coil, remove the drill and
spread the turns to make a coil V2 inch
long.

L6-4 space-wound turns of no. 20 enam
copper wire on a 1/4-in. diam, slug-tuned
plastic form. Nominal inductance, approx
0.2 ,H.

R1-100-kO, linear-taper control.
RFC1-100-J.LH miniature molded choke.
U4, U6-Mini-Circuits MAR-6 MMIC.
U5-Mini-Circuits SBL-1 doubly balanced

mixer.

Fig 6-Mixer and PN·generator circuitry for the 440-MHz spread-spectrum link. Except for O.1-ItF units, all capacitors are SO-V ceramic
unless marked otherwise; O.1-IlF capacitors are SO-V monolithic ceramic. Resistors are 5% tolerance, Y4- or V2-W carbon film or
composition.
C1-1- to 10-pF, ceramic-dielectric piston

trimmer.
C2-1- to 12-pF, air-dielectric trimmer.
FB1, FB2-Amidon FB-64-101 (Palomar

FB-1-64, RADIOKIT FB64-101 also suita
ble) ferrite bead.

L3, L4-10 close-wound turns of no. 30
KYNAR-insulated (wire-wrap) tinned
copper wire, 1 mm diam (use a no. 64
[O.036-in. diam] drill as a removable
form).

LS-2V2 turns of no. 16 tinned copper wire,
Y4 in. diam. Tap 3/4 turn from ground end.
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Construction of the transmitter biphase modulator. J1, TX IN, is at
left; the SBL·1 DBM, U1, at top center; and J2, BIPHASE-MODULATED

OUTPUT, at right. U1 receives PN·generator injection via the wire in
the foreground.

The transmitter MMIC (U2) and power (U3) amplifiers. J3, MOD TX

IN, is to the lower left; J4, RF POWER OUT, to the right. U3, a TRW
2812 amplifier module, commands the right two-thirds of this
view; U2, a Mini-Circuits MAR-8, is the tiny black pill above and
to the right of J3.

2.7875 MHz as you adjust RI. When this
happens, the receiver PN sequence has
locked to the transmitter sequence;

The synchronized oscillator should be

able to achieve lock at free-running
frequencies from about 2.7860 to 2.7890
MHz. In my version, the receiver stays in

lock for hours without needing readjust
ment of RI once the synchronized
oscillator enclosure has stabilized (about 30
minutes after turn-on).
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The receiver preamp, 23, a Harntronics LNW-432 module, fits
neatly into its own die-cast box.

The three ICs in the receive-mixer module are contained on a
single PC board. U4 is at ~eft (abov~ J5, RF I.N); U5 is almost .
hidden from view by the disc-ceramic capacitor at top, and U5 IS

at the right (above J8, SYNC OSC). (In this model, a coaxi.al tee is
used at J8 in lieu of mounting J7, RX, on the box.) The jack at
center is J6, PN INPUT.

What's Spread Spectrum?
The useful energy in a conventional AM, FM or PM signal-including CW,
RTTY, AMTOR, SSB and packet-radio transmissions-is concentrated narrowly
around a center frequency. The bandwidth of such signals is directly related to
the modulating frequency (and, where applicable, frequency deviation and
modulation rate). The efficiency of these and other conventional modulation
schemes is often equated with how tightly they concentrate signal energy for a
given information rate.

Spread-spectrum communication doesn't follow these rules. In spread
spectrum work, the signal energy is intenNonally spread over a wide bandwidth.
Because of this, spread·spectrum signals are largely immune to interference
from. and less likely to cause int.erference to; nonspread signals. Spread
spectrum offers the additional ad,vantages of better noise rejection .. than
nonspread systems, the possibility of hiding the communication channel in the
ambient noise, and the possibility of conducting multiple communications at the
same time on the same frequency (code-division multiplexing). Also, spread
spectrum is highly resistant to jamming and can be used for precise ranging
characteristics that make it valuable in space communications.

Signal spreeding can be done in several ways. In a frequency hopping (FH)
system. the center frequency of a conventional signal is varied many times per
second according to a predetermined table of frequencies. Direct sequence (OS)
spreading is done by varying the phase of an RF carrier with a very fast,
pseudorandom binary bit stream called pseudo-noise (PN). In chirp spread
spectrum, the signal carrier is swept over a range of frequencies. (The USAF
over-the-horizon-backscalter HF radar is a chirp spreed-spectrum system.) In
time hopping spread spectrum, a carrier is keyed on and off with a PN
sequence. Many commercial and military spread-spectrum systems are hybrids
of two or more of these spreading techniques, but current FCC rules limit
amateur spread-spectrum work to FH orDS-FH-DS hybrids are not allowed.

To learn more about spread-spectrum communication, see chapter 21 of the
1989 ARRL Han_. back issues of QEX and the amateur spread-spectrum
rules in ARRL's FCC Rule Book. Watch for ARRL's upcoming spread-spectrum
book. And stay tuned to QST: This month, Andre Kesteioot describes what we
believe' to be the first practical amateur spread-spectrum communication
system-an affordable system that's simpie to adjust and based on components
readily available to experimenters. Amateur spread spectrum is here-and you
can be a part of it.-Ed. .

Summary

This article has described a direct
sequence spread-spectrum UHF link that
uses readily available components and does
not require sophisticated equipment for
adjustments and tuning. As it stands, the
system transmits and receives voice, or
packets by means of AFSK. Work is
currently proceeding to modify the system
to allow direct data transmission.

Radio amateurs should expect spread
spectrum technology to become rapidly
prominent in the field of amateur high
speed data transmission. I hope that this
description of a practical spread-spectrum
link will encourage others to undertake
their own experiments on one of Amateur
Radio's newest frontiers.
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seven-stage shift register with feedback taps at
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rules before putting their own spread-spectrum
systems on the air.-Ed.
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12An ambiguity is introduced by the fact that the
synchronized oscillator divides by 4. It is thus
theoretically possible for the oscillator to lock
onto anyone of the four RF cycles that can
produce the correct frequency relationship at
the receiver end of the link. In practice, though,
the receiver tends to lock onto the proper cycle
very reliably. (This ambiguity will be resolved
once it becomes posslble to [1) build a
synchronized oscillator capable of operating
reliably at 446 MHz, or [2) find a
reasonably priced phase-locked loop capable
of operating at 446 MHz.)

131identify my spread-spectrum transmissions by
speaking into a hand-held FM voice transceiver
tuned to the link carrier frequency.
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Practical Spread Spectrum: Clock Recovery
With the Synchronous Oscillator
By Andre Kesteloot N41CK
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words, properly timed synchronization
pulses are produced, but some of them
are purposely deleted.) The general
arrangement is shown in Fig 3, while the
actual circuit is shown in Fig 4.

U1, a crystal oscillator operating at
2 MHz is used to drive a seven-stage
pseudorandom noise (PN) generator of
the kind used in most of my spread
spectrum equipment. The PN generator
consists of U2, a 74164 shift register,
while two sectionsof U3, a 7486, are used
as an XOR and inverter stage (see refer
ence 6 for a more complete description
of the PN generator used). This PN
sequence is fed to an "edge-detector"
consisting of U4, another 7486 XOR
integrated circuit. Three of the four gates
are connected in series, and their
cumulative propagation deiay is put to
good use to retard the incoming pulse.
This pulse and the original pulse are
XORed in the fourth section of U4, and
a short output pulse is thus created for
each input transition. Since the output of
a seven-stage pseudonoise generator
presents at times up to six "0" or six "1"

100 kO

220 kO

100 0

Sync In

explains the excellent noise rejection
characteristics of the SO. (Such a cir
cuit is used for carrier recovery in my
440 MHz direct-sequence spread-spec
trum link, published in the May 1989 is
sue of OST.) Note that, contrarily to What
happens in a phase-lock loop, in an SO
the input signal directly synchronizes the
output signal.

The Clock Recovery Circuit

Clock recovery circuits do not gener
ally need the ability to work with noisy sig
nals, a quality usually demanded of
carrier-recovery circuits, and it is thus
possible to further simplify the SO (see
Fig 2). The tuned circuit in the collector
introduces a flywheel effect which sup
plies the stability required to produce
steady output clock pulses in the momen
tary absence of input synchronization
pulses.

Practical Application

To put the SO to the test, an apparatus
was built which generates an incomplete
train of synchronization pulses. (In other

Introduction
Clock recovery circuits are usually built
around convolvers, such as surface
acoustic wave devices, or phase-lock
loops such as Costas loops, ,-.ditherloops
etc (see references 1, 2). The formers
tend to be extremely expensive and
therefore out of the reach of radio
amateurs, while the latters can be quite
complicated and are inclined to work
better when the clock information is
present most of the time.

When, however, synchronization infor
mation is missing, a large portion of the
time (ie, in the presence of heavy
interference, or long pseudorandom
sequences) most PLLs revert quickly to
their free·running frequency, thus pro
ducing output jitter.

A simple solution to the above problem
is the Synchronous Oscillator (SO), an
interesting and simple circuit which can
be used for clock recovery. This article
oescrloes its principle, as well as a
test apparatus designed to evaluate the
SO's practicality, ease of use, and
performance.

The Basic Circuit
Referring to Fig 1, the Synchronous

Oscillator is basically a modified Colpitts
oscillator with an extra transistor in its
emitter-to-ground path. It has two positive
feedback paths: one from the junction of
the two capacitors in the collector tank cir
cuit back to the emitter of the upper tran
sistor; the other one from the junction
between the tank coil and the RF choke
back to the base of the transistor. The
operation of this circuit is described in
detail in references 3, 4 and 5. Briefly,
the upper transistor is a free-running
sinusoidal oscillator operating in class C.
It thus conducts only during very short
periods of time. Whenever it draws cur
rent, it develops a voltage across the bot
tom transistor, and allows the latter to
conduct. Therefore, of all the signals
applied to the base of the bottom transis
tor, only those which appear during that
very short "time-window" which is the
moment of conduction, can be amplified
by the bottom transistor and used to
synchronize the upper one. This "co
herent amplification" arrangement

1Notes appear at end of article.
Fig 1-The Synchronous Oscillator. Component values depend on frequency of interest
and transistors used.
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frequencies much above 50MHz, thecircuit
can be scaled up, but it will be necessary
to use Schmitt triggers made of discrete
components (such asMPF102 FETs). Simi
larly, VHF transistors (such as the 2N918)
should replace the 2N2222 used for Ql.

Adjustments
A digital frequency counter is connected

to the outputof U4 (pin 11)to measure the
frequency of the input signal.The counter
probeis thentransferred totheoutputof the
synchronous oscillator at US pin 10. The
wiper of Rl, the potentiometer used to
adjustthe amount of syncsignalapplied to
the SO, is first turnedall the way downto
ground. The slug of L2 is then adjusted to
bring the free-running frequency of the SO
near the target frequency (in our case, 2
MHz). The variable capacitor Cl is then
adjusted until theoutputfrequency, read on
the frequency meter, is asclose aspossible
to the target frequency (say plus or minus
5 kHz, orbetween 1,995 and 2,005 MHz). The
input signal isthen slowly Increased bymeans
of Rl. After less than V. turn, the frequency
meter will suddenly display the target
frequency, as the SO has reached lock.

If a dual-trace oscilloscope is available,
connect channel B totheoutput of theedge
detectorU4,connectchannel A to the out
put of US and synchronize on channel A.
The channel (theupper traceon Fig 5) will
display a square wave, whiletheothertrace
will be fuzzy. Asyouslowlyturn up Rl, the
lower trace (channel B) will suddenly syn
chronize with the bottom trace, as shown
on Fig 5.

Tracking Range
To simulate theeffectsof a Doppler shift

in inputfrequency (satellite operation, for in
stance), the crystal oscillator wasreplaced
by a variable-frequency oscillator. With the
values shown on Fig 4 and the circuit ad
justed forafree-running frequency of 2 MHz,
the tracking range (ie,thebandwidth within

Out

amplitude signal, should such a signal be
ussd.) The output of the Schmitt trigger
stage isa 2-MHz square wave shown onthe
upper oscilloscope trace of Fig 5. Notice
that,although 6 synchronization pulses are
missing, there is no visible jitter on the
tracesin the interval between syncpulses.

Construction
The circuit described above was

constructed on perforated phenolic board,
using polnt-to-polnt wiring techniques and
generally following good HFwiring practices,
particularly with regard to grounding and
decoupling. If it is desired to recover clock

220 kO

100 0 ;:-~--'I r-+---.--t-1

Sync In

in a row, the edge-detector will create a
pulse train with up to six synchronization
pulses missing from time to time.

This latterpulse-train is thesynchroniza
tion information supplied to our SO. It is
displayed on the loweroscilloscope trace of
Fig5. Oneof thecharacteristics of the SO,
which consists of Ql, is thatit isa sine-wave
oscillator whose outputamplitude is always
constant throughout the synchronization
range. Since the output amplitude is con
stant, it is acceptable to feedit to a CMOS
Schmitttrigger(US, a 74HC14) without fear
of output jitter. (Which would otherwise
resultfromvariable triggerpoints dueto the
ceaselessly varying slope of a variable

Fig 2-Simplified Synchronous Oscillator for clock recovery.

2-MHz Crystal
Oscillator

Ul

PN
Generator
U2 • U3

Edge
Detector

U4

Synchronous
Oscillator

01

U5

OUT

JlfUlJtrum Fig 3-General arrangement used to test the Synchronous Oscillator.
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Synchronous Oscillator

whichsynchronization takesplacewithout
returning) extended from 1.988 MHz to
2.015 MHz. This 1.5% tracking range is
.generally in agreement withmeasurements
reported in references 3 and4.Several typi
cal synchronization curves havebeen pub
lished in reference 3. It should be kept in
mindthatthetracking range depends onthe
level of the synchronization signal at the
input, and on the Q of the collector tank
circuit. (Incidentally, per reference 7, the
maximum doppler shiftcreated by amateur
radio satellites is typically lessthan0.006%
whichis buta fraction of the tracking range
available with the SO.)

Conclusion
The SO is a circuit remarkable both for

its performance and its simplicity of con
struction. The reader is encouraged to
breadboard a SOto appreciate its easeof
use. (Ifa commercial application is contem
plated, thereader should note thattheSOis
covered byseveral USpatents, seenote8.)

I amindebted to Professor Marvin White

(ofLehigh University) and Mr. Vasil Uzunoglu
(formerly with Fairchild Communications),
theco-developers of theSynchronous Oscil
lator, fortheirencouragements andstimulat
ing discussions.
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Fig 5-The upper oscilloscope trace shows
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in the absence of input signal. Horizontal
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Practical Spread Spectrum: An Experimental
Transmitted-Reference Data Modem
By Andre Kesteloot N41CK

ARRL Technical Advisor

Introduction
Direct-sequence spread-spectrum sys

tems may be classified into two broad
categories: stored-reference and trans
mitted-reference systems. The circuits I
have described so far in these col
umns1.2,3,4 have all been of the stored
reference kind, in that a replica of the
pseudo noise sequence used at the
transmitter site was also stored at the
receiver. The main problem then facing
the designer was to build into the receiver
a circuit which would (a)extract the clock
from the transmitted signal, and (b)
synchronize the two identical, but out of
phase, sequences.

A radically different approach consists
in transmitting simultaneously on a fre
quency F1 the PN sequence XORed with
the data, and on a frequency F2 the PN
sequence alone. If the receiver uses a
second intermediate frequency (2nd IF)
equal to (F1-F2), it is possible to rnodulo-z
add the iwo signals and recover the
original data'. This approach has a
major advantage: its simplicity. It also has
two main drawbacks for military applica
tions: It is easy to either jam the receiver
by transmitting a carrier equal to the IF,
or for unauthorized listeners to decode
the signal with a very simple receiver.
Neither of these problems is of concern
to the radio amateur, and it was therefore
decided to design a simple data link using
the transmitted reference approach. The
description of the circuitry used will be
brief, as most of its elements have already
been described in some of my previous
articles. (This paper does not aim to be
a "construction article," but to give
enough pointers to the interested that
they may decide to use this information
as a starting point, and try their hands at
experimenting with spread spectrum.)

Specifications

The equipment described, an experi
mental modem operating around 70 MHz,
can transmit and receive ASCII data at
rates higher than 38 kilobauds. The
70-MHz output, about 7 MHz wide, can
be up-converted to 440 MHz or any other

'References appear at end of article.

8-58 Chapter 8

amateur band of interest.

General Description

Referring to Fig 1, the transmitter con
sists of two oscillators, one on 69.8 MHz,
the other on 73 MHz. The 73-MHz carrier
is also divided and used as a clock for the
pseudonoise (PN) generator. The output
of this PN generator is mixed in a doubly
balanced mixer with the 69.8-MHz carrier
to create a BPSK signal, while the same
PN sequence is XORed with the data and
then applied in a similar manner to the
73·MHz carrier. The resultant BPSK
signals, one centered on 69.8 MHz, the
other around 73 MHz, are then summed
(not mixed) in a hybrid combiner, the
output of which, in the time domain,
looks like a "double hump" centered on
71.4 MHz as shown in Fig 2. This output,
6.85 MHz wide between the two first nulls,
is then up-converted to the 440·450 MHz
band. At the receiver, a similar 374-MHz
local oscillator creates an IF centered on
71.4 MHz. This signal is split through a
hybrid and applied to two identical band
pass amplifiers, one broadly tuned to
69.8 MHz, the other to 73 MHz. The out
puts of these two bandpass amplifiers are
then fed to the two input ports of an active
doubly balanced mixer, the' output of
which is our baseband data. It is then
filtered, amplified and regenerated
through a Schmitt·trigger stage.

Transmitter Circuit

As shown in Fig 3, the transmitter con
sists of two identical frequency syn
thesizers, one functioning on 73 MHz,
the other on 69.8 MHz. (Only one, the
73 MHz, is shown for simplicity.) The cir
cuit is comprised of an MC1648 voltage
controlled oscillator tuned to the frequen
cy of interest, an MC3396 divide-by-20
stage, and a MC145151 synthesizer chip.
(The operation of this synthesizer was
described in more detail in the November
1988 AMRAD Newsletter, Vol XV, No.5.)
The output of the MC3396 divlder-by-20
stage is a clock at 3.65 MHz. This clock
is buffered by four sections of U4, a 4049
hex-inverter, and used for three separate
functions. After another division by two
in U9B, a 7474 tlip-Ilop, the resulting

1.825-MHz square wave clocks a 7·stage
PN generator comprised of US, a 74164
shift register, and U6, a 7486 XOR chip.
This PN generator arrangement has
already been described previously' The
PN sequence is used directly to drive the
IF port of an SBL-1 passive doubly
balanced mixer (only one of two shown
on this diagram).

The PN sequence is also XORed with
data. This data can be either an internal
ly generated test square wave, or some
external signal. The square wave is the
clock divided by 100(in U7 and U8), while
the external signal is whatever is fed to
the RS-232 port. Either signal, selected
by S1, is then resynchronized via U9A,
a 7474 flip-flop. The output of the flip-flop
is then XORed with the PN sequence in
U6D, which then drives the IF port of
a second doubly balanced mixer (see
Fig 1).This output is shown as point "A"
on Fig 1.

Two separate frequency synthesizers
were used so that I could easily adjust,
for experimental purposes, the frequen
cies of the two carriers, and hence, the
IF. Should the reader wish to duplicate
this setup, it would be much simpler to
use two straightforward crystal oscillators.

The outputs of the two doubly balanced
mixers are thenadded ina summing net
work, here a TV antenna coupler/hybrid
combiner (Radio Shack'" part #15-1141).
One could also manufacture one's own
by winding a few turns of trifilar wire on
a ferrite core, but the Radio Shack part
is perfectly satisfactory, and comes
already shielded and fitted with F
connectors.

The output of the summing hybrid is
centered on 71.4 MHz, and occupies a
minimum bandwidth of about 6.9 MHz. As
shown in Fig 1, the output of the summing
hybrid feeds yet another doubly balanced
mixer, wherein is mixed the 374-MHz
local oscillator signal, thus hetero
dyning the whole band, from 67.975 to
74.825 MHz to the 440-MHz band.

Although the heterodyning and
amplification process are by no means
trivial, they are not novel and have
already been covered in the literature.
This article concentrates on the spread-
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Fig 1-General arrangement of the transmitted
reference spread-spectrum data link.

DATA
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spectrum aspect of the project.

The Receiver
Fig 1 shows the general arrangement,

while Fig 4 shows the details.After mixing
with a local 374-MHz oscillator, the
incoming signal is once again centered
on a 71.4-MHz intermediate frequency.
This signal is then split into two paths,
each fed to a band pass amplifier, one
centered on 69.8 MHz, the other around
73 MHz. The outputs of those two
amplifiers are shown as A and B in
Figs 1 and 4. These outputs are now fed
to the two input ports of U101, an
MC1496P active doubly balanced mixer.
In the absence of an input signal at the
transmitter, the two PN streams are in
phase, but if data is applied, that portion

DBM

Amplifier

374
MH,
LD

of the PN sequence which corresponds
to a "data high" will be inverted. (See
reference 1 for additional details of a
similar data recovery scheme.)

A replica of the data is thus available
at the output of the MC1496P DBM. After
passing through a lowpass filter, the data
is amplified through U102 a CMOS op
amp, and finally regenerated through
U103, a 4093 Schmitt trigger. RS-232
level conversion and buffering is then
accomplished with U104, an MC14881C.

Operation
Testing was conducted as shown in

Fig 5, with the data used being ASCII
characters generated by the computer. A
test program was written by Lawrence
Kesteloot, N4NTL, and is availableon the

DATA
OUT

Fig 2-0utput of transmitter summing
hybrid.
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AMRAD BBS in the spread-spectrum
arsa". The program continuously sends,
in ASCII format, all the letters of the
alphabet, and after each letter, checks
whether the letter coming back from the
receiver is the same as the one just sent.
The highest speed (easily) available at
the RS-232 port of my IBM@ clone is
38 kilobauds, and Fig 6 shows on the
upper trace, the signal at the input of the
transmitter, while the lower trace shows
the receiver output. The two signals are
essentially indistinguishable from each
other, and we may infer from these
preliminary results that much higher
speeds are attainable, (The final version
of the hardware will probably include a
more sophisticated data interface, such
as NRZ, etc.) At 38 kilobauds, during
tests repeated over several days, the
error rate was always 0 (zero) error for
over 2,000,000 (two million) letters of
transmitted data, This kind of error rate
is due, at least in part, to the fact that this
was an ideal bench setup without any
interference at the IF, In a practical
realization, one would obviously benefit
from the addition of an LC circuit tuned
to the IF of interest, at the output of U101
(between pin 12 and ground), Another cir
cuit which wouid need to be added is an
automatic gain control (AGC) for the IF
strip, something not exactly trivial for
direct sequence.
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License-Free Spread Spectrum Packet Radio
By Albert G. Broscius, N3FCT

Distributed Systems Lab, CIS Dept
University of Pennsylvania
200 S 33rd St
Philadelpbia PA 19104-6389

ABSTRACT
Under Part 15.126 of CFR Title 47 the FCC has autho

rizedthe use of unlicensed spread spectrum transmitters with
output power not to exceed one watt in the 902-928 MHz,
2400 MHz, and 5800 MHz bands shared by the amateur serv
ice. Several manufacturers have already offered products
which have been approved by the FCC for this class of oper
ation. Although this is not ham technology authorized by Part
97 of the FCC rules, it may be advantageous for amateurs
to be aware of the use and possibilities of such equipment
to augmentour regulated packetcommunications. Converse
ly, the proliferation of unlicensed transmitters in these
amateur shared bands could spell trouble for weak signal work
in densely populated areas.

Introduction

Amateur experiments with spread spectrum techniques
under an STA have provided a basis for FCC rule changes
in 1986 allowing restricted forms of spread spectrum modu
lation on the amateur bands. Only frequency hopped (FH)
and direct sequence (DS) spreading has been authorized,
though, prohibiting hybrid spreading techniques which are
often preferred in modern designs. The pseudo-noise (PN)
code sequences available for DS are also restricted by the
amateur rules to a set of three linear feedback shift register
(LFSR) sequences. Further, transmitted power is restricted
to one-hundred watts and a technical log of all spread spec
trum activity must be kept. Unfortunately, work in this area
has not yet yielded commercial or even kit-form amateur
spreadspectrum transceivers in spite of the fine engineering
effort spent on this technique by several groups around the
country.

Deciding to bring industrial resources to bear on the tech
nology transfer from the military to consumer electronics, the
FCC added Part 15.126 of its Rules in June, 1985 in order
to speed along the development efforts already authorized for
several amateur groups under a 1981 STA. This new section
of the low-power communication devices regulations man
dates only the power distribution uniformity, the occupied
bandwidth for DS transmitters, and the bandwidth and num
ber of hopped channels for FH transmitters. The FCC's atti
tude toward this technology appears to foster commercial
applications which are capable of taking advantage of
"wasteland" properties used by Industrial, Scientific, and
Medical (ISM) equipment for non-communication purposes
and by high EIRP radiolocation systems'[ without undue in
terferenceto amateur transmissions on these shared bands.
The ability of spread spectrum systems to improve signal-to
noise ratioshouldenablecommunication transceivers to over
come the high noise floor resulting from RF sources operat
ing on these bands. Narrowband interference sourcessuch as
amateur transmissions on these shared bands would also be
combated by a properly designed spread spectrum system.
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Commercial Systems

The commercial systems currently approved for opera
tion under this Part have centered so far on data communi
cations requirements although some wireless alarm type
applications have been discussed. One system marketed by
O'Neill Communications Inc. claimsto have a channeltrans
mission rate of 38.4 kbps and a radio-computer transmission
rate of 9.6 kbpsl. It also claims to use AX.25 as its commu
nication protocol between radio nodes. With a transmit power
of 20 milliwatts, this system states an indoor range of 100 feet
and an outdoor rangein excess of SOO feet. For rangeexten
sion, the manufacturer suggests the use of up to two of the
radio units in repeater operation. With an estimated cost of
approximately $500 per node, this is one of the less expen
sive systems being marketed.

The other data communication system now marketed is
called ARLAN and is sold by a Canadian firm, Telesystems
SLW of Ontario. There are two versions of ARLAN: one sup
ports asynchronous communication between terminal ports
of standalone radio units, the other consists of an IBM PC
type circuitboard with an antenna connection at the rearof
the card. Shipped with a stub antenna, the card uses the
902-928 MHz band to connect computers together using the
Novell Netware protocols at 200 kbps and up to I watt of
transmitted power. Interestingly, the company claims to have
tested a pair of the IBM-PC-type machines together with beam
antennas successfully at a distance of six miles. The price on
these units, however, is approximately $1500 per node which
may be prohibitive for use by individuals.

Implications for tbe Radio Amateur

While it may be disheartening that commercial systems
have become available before their amateur counterparts, it
should be mentioned that these license-free systems may be
used to augment or supplement our communications abili
ties even though they are not regulated under Part 97 of the
Rules. It is also possible that a system which qualifies under
15.126 could be modified to be pursuant to Part 97 spread
spectrum rules and thus allowed to operate at the higher power
limit, ope hundred watts, available for amateur spread spec
trum as long as the control operator satisfied all appropriate
requirements of the Rules. And of course, placing a 15.126
unit on a Microsat-class vehiclel could pave the way for
license-free space operation although there may be other
restrictions which come into play in that situation.

The design of a power-limited spread spectrum network
with realistic inter-node distances would require substantial
antenna engineering skills which could be provided by amateur
operators familiar with propagation conditions on these
bands. However, the resulting network would be free of Part
97 restrictions in the spirit of the pre-Commission Ham
activities. Realistically, a Wild West scenario of competing
BBS networks and CB-style chaos could make this non-Ham



world an unpleasant environment. Unfortunately, unless a
pro-active position on this technology is taken, we may see
a digital CB world forming around our shared allocations.

Neglecting intentional interference to amateur transmis
sions and power-limit abuses, there is still the issue of a high
noise floor on the weak signal portions of the shared bands.
Although these bands now suffer from their shared status,
some feel that an influx of consumer electronics items which
may each transmit up to one watt will cause unacceptable
degradation on the "quiet regions" of the band plan. Con
sidering the possible density to be tens of radiators per city
block, the argument of RF pollution seems credible.

Recommendations

To responsibly address this technology, we feel amateur
operators should experiment with the commercial systemsnow
available in establishing long distance communication paths
using high-gain antenna systems coupled with the maximum
legal power of one watt, determining interference levels seen
by weak signal receivers attributable to spread spectrum trans
missions, and carefully introducing this technology to com
puter bulletin board operators who could financially support
development of an unlicensed computer internet.
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Appendix:
Code of Federal Regulations Title 47: Part 15.126
Operation of spread spectrum systems.

Spread spectrum systems may be operated in the 902
928 MHz, 2400-2483.5 MHz, and 5725-5850MHz frequency
bands subject to the following conditions:

(a) They may transmit within these bands with a maxi
mum peak output power of 1 watt.

(b) RF output power outside these bands over any
100 kHz bandwidth must be 20 dB below that in any 100kHz
bandwidth within the band which contains the highest level
of the desired power. The range of frequency measurements
shall extend from the lowest frequency generated in the device
(or 100 MHz whichever is lower) up to a frequency which is
5 times the center frequency of the band in which the device
is operating.

(c) They will be operated on a noninterference basis to
any other operations which are authorized the use of these
bands under other Parts of the Rules. They must not cause
harmful interference to these operations and must accept any
interference which these systems may cause to their own oper
ations.

NOTE: Spread spectrum systemsusing the 902-928 MHz,
2400-2500 MHz and 5725-5850 MHz bands should be cau
tioned that they are sharing these bands on a noninterference
basis with systems supporting critical government require
ments that have been allocated the usage of these bands on
a primary basis. Many of these systems are airborne radio
location systemsthat emit a high EIRP which can cause harm
ful interference to other users. For further information about
these systems, write to: Director, Office of Plans and Poli
cy, U.S. Department of Commerce, National Telecommuni
cations and Information Administration, Room 4096,
Washington, D.C. 20230.

Also, future investigations of the effect of spread
spectrum interference to Government operations in the
902-928 MHz band may require a future decrease in the power
limits.

(d) For frequency hopping systems, at least 75 hopping
frequencies, separated by at least 25 kHz, shall be used, and
the average time of occupancy on any frequency shall not be
greater than four-tenths of one second within a 30-second
period. The maximum bandwidth of the hopping channel is
25 kHz. For direct sequencesystems, the 6 dB bandwidth must
be at least 500 kHz.

(e) If the device is to be operated from public utility
lines, the potential of the RF signal fed back into the power
lines shall not exceed250 microvolts at any frequency between
450 kHz and 30 MHz.

[50 FR 25239, June 18, 1985]
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1. EXECUTIVE SUMMARY
This summary presents the important features of the

report in concise, nontechnical terms. In order to provide for
quick, easy reference, the individual paragraphs of the
Executive Summary are written in question-and-answer form.
The reader who is interested in detailed technical results should
turn to Section 2.2, Report Organization, for guidance.

1.1 What are Spread Spectrum Techniques?

The term "spread spectrum" has been applied to a wide
variety of electronic systems and techniques. The common
thread uniting these diverse areas of technology is that each
uses signals requiring significantly more radio frequency
bandwidth than a conventional signal would require. The
expanded bandwidths provide certain features and characteris
tics that would otherwise be difficult or expensive to attain.
Spread spectrum techniques are not new; they have been
evolving since the late 194Os.

1.2 What are the Advantages of Spread Spectrum and
How Is It Used?

Spread spectrum techniques have evolved primarily in
military environments, where they have been used to provide
one or more of the following features:

• Resistance to Jamming
• Resistance to Unintentional Interference
• Resistance to Unauthorized Interception
• Sharing of a Common Radio Frequency Band by Mul-

tiple Users
• Discrete Addressing
• Accurate Distance or Location Measurements
• Pulse Compression
A more complete explanation of these features can be

found in Section 2.3.1.

1.3 Why would Spread Spectrum Techniques be
Considered for Non-Government Use?

Aside from the threat of intentional jamming, many of
the features and characteristics of spread spectrum have found
potential applications outside of the military environment.
These include nonmilitary aerospace applications now in the
planning stages and several non-Government applications that
have been proposed, but not implemented. (The term
"non-Government," as used in this report, refers to appli
cations outside the Federal Government for which FCC
authorization would be required.) Examples of potential non
Government applications are presented in Sections 3 and 4.

1.4 Are Spread Spectrum Systems Efficient In Their
Use of Spectrum Resources?

Since bandwidth is an important measure of the spectrum
resources used by a signal, the idea that a given signal should
occupy more bandwidth, rather than less, runs against
intuition and existing regulatory policy. Indeed, if each of
many spread spectrum signals were allowed to occupy a
separate, dedicated band, the resulting waste of spectrum
resources would be unthinkable. However, because spread
spectrum systems are resistant to interference, several spread
spectrum signals can co-exist simultaneously in a single,
common band.

The question of whether this mode of spectrum-sharing
is more effective than the existing frequency-channelized
approach is not simple. Certainly, it is easy to produce
examples in which spread spectrum systems make poor use

of the spectrum, even when as many signals as possible share
a common bandwidth. In some applications, spread spectrum
signals suffer a fundamental, theoretical disadvantage when
compared to frequency-channelized signals on the basis of
spectrum utilization.

But the usual mode of sharing the radio spectrum on the
basis of frequency channelization and geographic separation
has practical limitations that prevent it from achieving the
degree of efficient spectrum utilization predicted by simple
theoretical models. These limitations include the need for
guard bands between channels, the difficulty of maintaining
a uniform demand or traffic loading on all channels, and the
need for geographic gaps between regions in which a partic
ular channel is re-used. For this reason, it is possible to
produce examples in which spread spectrum techniques make
more effective use of the spectrum than the conventional
frequency-channelized approach. Naturally, it is also possi
ble to improve the specttum efficiency of the existing
frequency-channelized approach without resorting to spread
spectrum techniques.

When comparing practical implementations of spread
spectrum and conventional narrowband technologies, it be
comes evident that both approaches require a compromise be
tween communication performance (or radiolocation
performance, in the case of radio-location systems) and
efficiency of spectrum utilization. Increasing the number of
users in a given band increase the utilization of the spectrum,
but also increases interference, thus degrading performance.
For this reason, such comparisons must be carefully formu
lated if the results are to be meaningful.

1.5 Can the Benefits of Spread Spectrum Systems be
Achieved With Conventional Technologies?

In some cases, some of the advantages of spread
spectrum systems can be achieved by other techniques. One
example is resistance to unauthorized interception, which is
readily achievable with conventional secure voice or data
encryptation techniques. On the other hand, spread spectrum
techniques offer a unique method of sharing a common band
between multiple users without requiring the users to
coordinate their transmissions in any way. Spread spectrum
systems have features and characteristics that differ from
those of conventional narrowband systems both qualitatively
and quantitatively. These distinct features and characteristics
are naturally better-suited to some applications than to others.

1.6 What Non-Government Applications Can Be
Expected?

In the near-term, the applications that are most likely
to engender practical implementations are those that require
little development and offer attractive costs and performance
characteristics. Most existing spread spectrum equipment was
developed for military and aerospace applications. The
functional and technical requirements for such applications
are usually more severe than the corresponding requirements
for commercial equipment. As a result, much of the existing
spread specttum equipment will be beyond the economic reach
of commercial users, even if the equipment characteristics
happen to be compatible with the application. On the other
hand, commercial versions of existing designs could appear
if the manufacturers perceive substantial markets.

In recent years, significant attention has been given to
spread spectrum implementations of land mobile radio sys
tems. However, the designs that have been proposed would
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require very substantial development efforts, and are not likely
to be implemented in the foreseeable future. This report
contains, in Section 4.1, a brief description of a simple spread
spectrum technique for land mobile radio that could be
implemented with significantly less development effort. This
approach may entail certain performance compromises as a
result of its simplicity, and thus may not be suitable for some
applications. The performance and spectrum utilization
aspects of this simplified approach are addressed in Section
4.1 and Appendix C.

A second application that has received considerable
attention is the use of spread spectrum signals for distress
alerting via satellite in the maritime mobile service. Although
an experimental system has been developed and partially test
ed, implementation before the late 1980s is considered un
likely. A brief description of the proposed system is presented
in Section 3.2.4.

There are probably a number of potential non
Government applications of spread spectrum technology that
have not received serious attention simply because designers
of commercial equipment are generally not well-versed in this
area. A hypothetical example of such an application is
described in Section 4.2.

1.7 What Economic Factors are Involved?
Most spread spectrum systems can be viewed as con

ventional narrowband systems to which special features have
been added. This added level of complexity yields new
performance characteristics at an increased cost. Clearly, the
costs and benefits can be evaluated only on a case-by-ease ba
sis. However, the overall trend for the technologies used in
spread spectrum systems has been one of decreasing costs dur
ingrecent years. Non-Government spread spectrum systems,
if developed, could be significantly less expensive than their
military counterparts. Section 5.3 provides a preliminary as
sessment of the relative costs of several spread spectrum tech
niques that have been proposed for non-Government
applications.

1.S What Are the Risks of Increased Interference?
Before addressing this question directly, it is important

to realize that there are several ways in which spread spec
trum frequency assignments might be made. In the simplest
case, a particular band might be set aside for exclusive use
by spread spectrum signals in a particular geographic area.
This approach might be used, for example, when moderate
bandwidths are required at microwave frequencies. The
alternative is to "overlay" spread spectrum signals on bands
that are already in use. This approach would rely on the
interference resistance and low spectral density of spread
spectrum systems to minimize mutual interference.

Current users of the spectrum are likely to be concerned
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about the risk of interference from spread spectrum signals,
especially if the "overlay" approach to spectrum management
is adopted. On the other hand, the ever-increasing demand
for spectrum resources will make it increasingly difficult to
find suitable "dedicated" bands for exclusive use by spread
spectrum systems. One potential solution is to provide
frequency allocations for spread spectrum systems in the
Industrial, Scientific, and Medical (ISM) bands. With one
exception, current users of these bands are not protected from
unintentional interference. The technical aspects of potential
spread spectrum operation in the ISM bands are presented
in Section 3.4.

Regardless of the approach to spectrum management,
spread spectrum systems are likely to suffer interference from
other spread spectrum systems. The inherent interference
resistance of spread spectrum techniques will make this
situation acceptable in many cases. The performance of spread
spectrum systems in the presence of various types of inter
ference has been extensively studied and can be reliably
predicted given the system parameters and propagation
characteristics.

1.9 What Are the Risks With Respect to FCC
Monitoring and Enforcement?

This issue encompasses several facets, including the
ability to monitor message content and operational proce
dures, the ability to measure and monitor the technical charac
teristics of signals, the ability to collect statistical data on
spectrum utilization, and the ability to identify a particular
station as the source of a particular signal.

Individual spread spectrum signals are normally difficult
to detect with conventional receivers, except within a relatively
short distance of the transmitting antenna. Even if they are
detectable, the spread spectrum signals will probably not be
intelligible on a conventional receiver. Thus, the question of
monitoring and enforcement is not trivial.

Nevertheless, the FCC has recourse to regulatory meas
ures that could eliminate or substantially mitigate this poten
tial problem. Some of these measures are listed in Section 5.2.
Within the proper regulatory framework, monitoring and en
forcement should be no more difficult with spread spectrum
signals than with conventional secure voice or encrypted data
signals.

1.10 What Additional Information Is Available on
Spread Spectrum?

The body of technical literature on spread spectrum tech
niques is extensive. Of several tutorial papers that have been
published, the most recent can be found in the September 1978
issue of the IEEE Communications Society Magazine. (See
Reference 9 in Section 7 of this report.) A textbook entitled
Spread Spectrum Systems is also available (Reference I).



2. INTRODUCTION

2.1 Study Background and ObJec1lves
The demand for radio spectrum from virtually all sectors

of society has grown steadily and is expected to continue to
grow in the future. Against a background of limited spectrum
resources, the established method of dealing with this steady
pressure of increasing demand involves a carefully formulat
ed combination of regulatory and technical measures. Such
measures have included, among others:

• shifts to higher frequency bands,
• use of closer channel spacings (often coupled with more

stringent frequency tolerance or narrower limits on occupied
bandwidth, or both), and

• the use of more efficient modulation techniques.
Such measures have been introduced carefully with the

intent of minimizing the economic burden on the user groups.
Although most efforts at improving spectrum utilization have
been directed at increasing the efficiencyof frequency division
channelization, other channelization techniques have been
successfully implemented using time division or other
methods. The efficient sharing of a given bandwidth for
communication on a time-division basis requires that trans
missions from the various users be synchronized. This ap
proach has been used, for example, in sharing a satellite
repeater. A common bandwidth can also be shared on a time
basis without a network synchronization protocol (i.e., by
random access), but thisresults in interference between users
and is generally effective only at low values of channel
utilization, that is, when the common bandwidth is unused
most of the time. Sharing on the basis of both time and
frequency has been demonstrated in "trunked" land mobile
systems. Again, coordination between users is required.

Another method of sharing a common bandwidth
between multiple users is code division multiple access
(CDMA), which has also been known as spread spectrum
multiple access (SSMA). In this approach, as in time division
multiple access (TDMA), users occupy a common bandwidth.
In CDMA, however, multiple users may occupy the common
bandwidth simultaneously. The signals from the various users
are separable because each is modulated with a unique under
lying code, and the various user codes are very nearly
orthogonal to one another. Synchronization, in a network
sense, is not required as in TDMA.· In fact, the only
coordination that is required in such a system is a simple
protocol between pairs of users who are (or want to be) in
mutual communication.

The idea that such techniques could be used to improve
the efficiencyof spectrum utilization and to provide newcapa
bilities is not original. The basis for spread spectrum
communication dates back to the late 194Os, and civilian
applications were discussed during the 1950s. The body of
technical literature on the subject is extensive, and much of
it is unclassified, despite the fact that spread spectrum tech
nology evolved in a military environment. But high equipment
cost and a conservative regulatory environment for years
prevented the serious consideration of non-Government
spread spectrum applications. Both of these factors are
changing. The advent of low-cost large scale integrated (LSI)

* However, synchronization on individual links is necessary
whenever information is actuallybeingcommunicatedon those
links.

circuits has driven the cost of communication equipment down
to the point where frequency synthesizers are commonly used
in citizens band equipment, including inexpensive hand-held
portable transceivers. This would have been economically
unthinkable twenty years ago. Entire receivers (less tuned
circuits and electromechanical components) can be built on
a single "chip." Whether or not this trend will continue at
anything like its previous pace is beside the point. Short of
an economic catastrophe,the trendis not likely to be signifi
candy reversed. Furthermore, the current regulatory climate
is one in whichinnovationis encouraged, subjectto common
sense caveats.

It is clear, then, that the time has come for a fresh look
at spread spectrum technology as it might be applied under
the FCC's regulatory domain. A certain amount of audacity
would be needed in order to imagine that all such potential
applications could be examined in a single study. The pur
pose here is to present, in concise form, a number of poten
tial applications that have been described prior to this study
and to suggest a few new potential applications that have not
been previously considered for non-Government use. The
benefits, costs, and risks associated with these various
potential applications are also presented.

In any effort of this sort, it is inevitable that a focus will
develop on a limited area, to the detriment or exclusion of
other areas. Much of the work that has been performed on
military and aerospace applications of spread spectrum tech
nology will go unmentioned, simply because there is so much
of it. The interested reader can pursue these areas with the
aid of the list of references presented in Section 7 of this
report, or through the bibliography presented in Dixon's
textbook on spread spectrum systems (I).

2.2 Report Organization

This report is organized into six major sections, plus
references and appendixes. The Executive Summary (Section
I) is a primarily nontechnical presentation designed to convey
the results of this study in concise form. The Introduction
(Section 2) is intended to provide the reader with a working
vocabulary of terms that are normally associated with spread
spectrum technology, as well as a general feeling for the
contexts within which that technology normally arises. Section
3 describes the potential motivations for using spread
spectrum techniques under the FCC's regulatory domain and
summarizes various technical approaches that have been
proposed or studied for such applications. Section 4 provides
two hypothetical examples of non-Government spread
spectrum implementations which have not been previously
studied. Section 5 describes the potential costs and risks of
FCC-authorized spread spectrum implementations. The study
conclusions are summarized in Section 6. References are
presented as Section 7. Finally, the purely technical and ana
lytical aspects of this study are presented in three appendixes.

Appendix A describes the theoretical spectrum
efficiencies attainable with spread spectrum multiple access
under various conditions. In Appendix B, the impact of fre
quency tolerances on the spectrum efficiency of frequency
channelized systems is examinedas a basisof comparisonfor
spread spectrum multiple access systems. Appendix C presents
the developmentand resultsof a Monte-Carlo simulationof
a hypothetical spread-spectrum implementation described in
Section 4.
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2.3 Uses 01 Spread Spectrum

2.3.1 Functions

The term "spread spectrum" has been used to describe
a variety of techniques and applications. The common thread
that unites these diverse areas of technology is the use of sig
nals having bandwidths that are far in excessof the bandwidth
of the underlying information. The signals have a "fine struc
ture" that is used bythe receivers to separate them from inter
ference, jamming, and other undesired components that may
be present at the receiver input. Spread spectrum techniques
have evolved primarily in militaryenvironments, wherethey
have been used to provide one or more of the following
features.

Resistance to Intentional Jamming. Potential jammers
span the range from crude radio frequency generators to
sophisticated devices that imitate the desired signals, either
by amplifying and retransmitting them (repeater jamming)
or by discoveringand using their"fine structure." Although
no system is completely immune to jamming, a properly
designed spread spectrum system can make it so expensive
for the enemy to jam effectively that he will consider
conventional military alternatives (e.g., destroying the trans
mitter or the receiver, assuming that he can find them).

Resistance to Unintentional Interference. Clearly, any
system that is resistant to intentional jamming will also be
resistant to unintentional interference from other communi
cation signals, radar signals, spurious emissions, ignition
noise, and other sources. Again, the resistance to uninten
tional interference is not absolute, but is typically high
compared with conventional narrowband signaling.

Resistance to Interception. In some military applications,
it is important that the existence (and location) of a trans
mitter not be discovered. Conventional narrowband signals
can be detected, identified, and triangulated upon, even by
an enemy having access to only crudeand inexpensiveequip
ment. Spread spectrum signals, on the other hand, can occupy
such a large bandwidth that the average signal-to-noise ratio
(measured in the signal bandwidth) is significantly less than
unity, except within a small area in the immediatevicinity of
the transmitting antenna. Under these conditions, the diffi
culty of detecting the signal is greatly increased.

Even in cases where it is possible to detect the presence
of a spread spectrumsignal, some degree of security can be
provided by designing the signal so that it cannot be
"decoded" by the casual listener. The possibility that mes
sages will be recorded and played back with the intent of creat
ing confusion or deception is also minimized.

Low Spectral Density. Interference to narrowband
receivers from co-channel signals is minimized if the inter
ference power per unit bandwidth is made small. This end
can be achieved by spreading the fixed (spread spectrum)
interference power over the widest possible bandwidth. The
resulting interference to a narrowband receiver may still be
greater than that caused by an adjacent-channel narrowband
signal, but will be significantly lower than that caused by a
co-channel narrowband signal of equal power.

Multipatn Resistance. "Multipath" is a termthat is used
to refer to the existence of more than one propagation path
between a transmitter and a receiver. Signals traversing the
various paths arrive at the receiving antenna with random
phase angles, so that at any moment these signal components
may add constructively or they may cancel one another,
leaving the total received signal far below its "normal" or

9·10

"average" level. Such fading effects can degradethe perfor
mance of narrowband communication systems. In addition,
the existence of multipath propagation can significantly
degrade the performance of narrowband ringing or radio
location systems.

If the various propagation paths are all of different
lengths, they can be separated by using signals of sufficiently
large bandwidth. As a trivial example, consider a system in
which information is transmitted in discrete pulses, each of
which is much shorter than the difference between the propa
gation delays associated with any two paths. In this case, the
receiverwill usee" a sequence of pulses (one for each propa
gation path) in response to every transmitted pulse (see Figure
I). If the interval between transmitted pulses is sufficiently
long, no two received pulses will overlap, so the problem of
multipath fading will be eliminated. The receiver may use the
first receivedpulse in each sequence, or the strongest pulse,
or it may attempt to combine the pulses in such a way that
fading is mitigated or eliminated. Spread spectrum techniques
can also be effective for combating diffuse multipath, in which
individual paths are not separable.

Of course, narrowband techniques have also been devel
oped to mitigate multipath fading. The most familiar of these
are "diversity" techniques, which include frequency diver
sity (where two or more narrowband signals are transmitted
on separate channels and recombined at the receiver) and
space diversity (in which two or more separate receiving
antennas are used). Time diversity and polarization diversity
techniques have also been used.

Multiple Access. This term traditionally refers to the use
of a satellite repeater by multiple signals originating from
transmitters that are spatially dispersed. In a more general
context, it applies when access to a channel (or group of
channels) is involved, whether or not there is a repeater. The
various signals may be separated in frequency (frequency
division multiple accessor FDMA) or time (time division mult
iple access or TDMA). A third multiple access technique
involves the use of the entire repeater bandwidth continuously
by each signal. Because the various signals overlap completely
in both time and frequency, the receiver can separate the
"desired" signal from the other signals only if each signal
is carried by an underlying waveform that is very nearly
orthogonal to all of the other signal waveforms. (Two wave
forms are said to be orthogonal if their product, integrated
or averagedover some fixed time period, is zero). In general,
this arrangement is possible only when the signal bandwidth
greatly exceeds the information bandwidth for each signal.
Thus, the term "spread spectrum multiple access" (SSMA)
is often used to describe this approach. Because digital codes
are usually employed to form the underlying quasi-orthogonal
waveforms, the term "code division multiple access" (CDMA)
is also used. Such a system has the characteristic that it dis
plays no distinct "saturation point" as the number of users
is increased. Rather, the signal-to-interference ratio exper
ienced by each user continuously declines as more and more
users enter the system.

Another advantage is that the various users need not
coordinate their transmissions, but simply transmit at will.
SSMA techniques have the disadvantage that they often
require greatertransmitter power and greaterbandwidthper
user (for a given information rate) than FDMA or TDMA
techniques.

Discrete Addressing. For some applications, it is desir
able to code individual signals in such a way that they can
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be received only at their intended destinations. A spread
spectrum system will provide this feature if each user is
assigned a unique code that is employed to produce the under
lying "fine structure" of his particular signal. The level of
security provided by this approach is not normally compar
able with cryptography, but protection from the casuallistener
can be reasonably assured.

Pulse Compression and Ranging, Although this appli
cation is not necessarily associated with "spread spectrum,'
the same underlying techniques are involved. Many radar sys
tems transmit single, unmodulated pulses. The intrinsic range
resolution in such systems improves with decreasing pulse
width, but the signal-to-noise ratio also decreases with decreas
ing pulse width, since decreasing the pulse width, for a given
peak pulse power, decreases the total energy of the pulse.
Good range accuracies can be attained by using very high peak
pulse power. but this imposes a corresponding economic
burden.

An alternative approach is to design the transmitted pulse
so that its width can be significantly reduced at the receiver.
(Hence the term "pulse compression. ") The resulting short
pulse contains all of the energy of the longer transmitted pulse,
but has the intrinsic range resolution implicit in the reduced
pulse width. Again, the basic approach entails giving the trans
mitted pulse a "fine structure" that can be efficiently removed
at the receiver.

2.3.2 Ongoing Programs

The spread spectrum concept, in its basic form, dates
back to the late 1940s (I). Since that time, a substantial num
ber of spread spectrum systems have been developed and
implemented. Others are currently under development. A few
of the more well-publicized applications are listed below. The
list is by no means exhaustive,

JTIDS (Joint TacticalInformation DistributionSystem).
This system is currently being developed by the Department
of Defense (000) to provide secure, jamming-resistant
communications, navigation and identification for combat
elements such as aircraft. The communication functions are
digital, but a provision is made for digitized voice (2). JTlDS
is of particular interest because its spectrum is "overlaid' on
existing (60-1215 MHz aeronautical radionavigation assign
ments (3). The details of the band-sharing arrangement will
be described in Section 3.3.5.

Packet Radio is a project of the Defense Advanced
Research Projects Agency (DARPA) that is aimed at
extending a technology known as "packet switching" into the
area of radio communications. Spread spectrum signals, oper
ating in the 1710·1850 MHz band, are used to provide jam
ming resistance, security, multiple access, and multipath
protection (4). An experimental system has been under
evaluation for several years.

Global Positioning System (NA VSTARIGPS) is a 000
effort that will provide accurate satellite-derived location fixes
anywhere in the world. Spread spectrum signals centered at
1227 MHz and 1575 MHz provide the basis for range meas
urements and data transfer. The features provided by the
spread spectrum signal format include resistance to jamming
and interference, multiple access, good range resolution,
multipath rejection, and security (5). The system is currently
under development.

Tracking and Dota Relay Satellite System (TDRSS) is a
NASA program aimed at providing improved control,
communication, and ranging for low-orbiting satellites.
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Spread spectrum signals from the user satellites (including the
space shuttle) are relayed to ground stations via TORS. The
spread spectrum signal format provides resistance to multipath
and unintentional interference, multiple access, and good
range resolution (6). TDRSS is scheduled to become opera
tional in 1981.

Position Location Reporting System (PLRS) is an
ArmyIMarine Corps UHF system designed to provide digi
tal data and position location for land vehicles, aircraft, and
manpack users. PLRS provides data security and resistance
to jamming, as well as location and data communications.

Single-Channel Ground and Air Radio (SINCGARS- V)
is the Army's developmental VHF voice radio system.
SINCGARS·V will also have an ancillary capability for
handling digital data: The system is designed to provide
resistance to jamming and interception in communication
between combat leaders on the battlefield.

2.4 Spread Spectrum Technology: A Brief Overview
A variety of technologies have been used in the design

and implementation of spread spectrum systems. Tutorials
on spread spectrum techniques have been published on several
occasions (7,8,9) and a textbook on the subject is available
(I). Rather than trying to duplicate any significant amount
of this literature, this section presents a brief introduction to
spread spectrum technology, with emphasis on developing the
technical vocabulary that will be used in the remainder of the
report.

2.4.1 Basic Techniques

Three basic techniques have been used in spread spectrum
systems. They are known as frequency hopping (FH), time
hopping (TH), and direct sequence (OS). Hybrids employing
two or more of these techniques have also been implemented.
A fourth basic technique, known as "chirp," or linear FM,
will also be described. These techniques distinguish spread
spectrum from other bandwidth-expanding techniques like
pulse code modulation (PCM) and ordinary wideband FM.

2.4.1.1 Frequency Hopping

In this technique, the carrier frequencies of the trans
mitter and receiver are abruptly changed at regular intervals.
The transmitter and receiver ideally switch carrier frequency
at the same time. The transmitted sequence of carrier
frequencies follows a pseudo-random pattern, as shown in
Figure 2. The receiver attempts to remain tuned to this time
varying carrier frequency, so that the signal at the receiver's
intermediate frequency output (Figure 3) is "de-hopped."
Thus, the receiver must contain a stored replica of the trans
mitter's frequency hopping pattern.

A narrowband interfering signal will appear only
occasionally at the receiver's i.f', output, as the frequency
hopping signal and the interferer briefly "collide" (Figure 4).
(This assumes that the interfering signal is not so strong that
it is still measurable after being attenuated in the stop-band
of the receiver's i.f, filter.) If there are N separate hopping
frequencies, each being used for an equal fraction of the trans
mission time, then the interference power, averaged over all
hops, is reduced by a factor of N.

In principle, information can be modulated onto the
transmitted carrier in any convenient form, since the carrier
is de-hopped at the receiver. In practice, however, it is not
always possible to maintain a constant or predictable carrier
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phase between frequency hops. For this reason, coherent
demodulation techniques are seldom used. In analog FM
transmission systems using frequency or phase modulation,
the phase discontinuities between frequency hops produce
background noise ("clicks") that cannot be mitigated by
increasing the signal power (10).

For some purposes, it may be convenient to classify
frequency hopping systems as fast hopping or slow hopping.
This report will use the term "fast-hopping" when the
hopping rate significantlyexceedsthe information rate. In sys
tems of this type, multiple hops are typically added (i.e.,
integrated) to re-form the information signal. Examples will
be given in Section 3.2.2. In slow-hopping systems, the
hopping rate is comparable to or less than the information
rate. An example of a slow-hopping system is presented in
Section 4.1.

2.4.1.2 Time Hopping
In this approach, the transmitter emits short pulses or

burstsat pseudo-random times. The sequence of transmission
times is stored in the receiver, which tracks and demodulates
the transmissions but otherwise ignores the channel. Thus,
a jammer must either discover the hopping pattern, or spread
its power over a high duty cycle (thus wasting much of its
energy) or be content with randomly jamming only a small
fraction of the transmitted pulses. Repeater jamming can be
thwarted by using sufficiently narrow pulses.

Pure time-hopping has not found widespread application
outside of the military sector.

2.4.1.3 Direct Sequence
This method, which is also known as pseudo-noise, or

PN, consists of switching the phase of the transmitted carrier
at regular intervals. In the simplest version, the carrier is
switched between two phases that are 180 degrees apart,
according to a pseudo-random binary pattern. The receiver
tracks these pseudo-random phase inversions using a stored
replica of the binary pattern, thus reproducing the original
carrier. A period of constant carrierphase is called a "chip"
in order to avoid use of the term "bit" in reference to both
information bits and the smaller spread spectrum elements.
The term "chip" has also been applied to a frequency hopping
interval.

Figure 5 illustrates the operation of a simplified DS sys
tem. At the transmitter, the information signal is multiplied
by a rapidly-switched sequenceof chips. Its bandwidth is thus
significantly expanded beyond the information bandwidth.
At the receiver, the signal is restored to the information
bandwidth by re-multiplying with the pseudo-random chip
sequence. Interference, on the other hand, is subjected to only
one multiplication process (this occurs in the receiver)so that
its bandwidth is increased to at least the bandwidth of the
chip waveform. Filtering the receiver output effectively
removes interference energy beyond the information
bandwidth.

Thus, the signal-to-interference ratio at the receiver
output is higher than the channel signal-to-interference ratio
by a factor that is approximately equal to the ratio of the
spread spectrum bandwidth to the information bandwidth.
This factor is known as "process gain" or "processing gain."

Other versions of DS spread spectrum involve the use of
four or more carrier phases, or the use of two carrier phases
that are separated by an angle other than 180 degrees.

In principle, virtually any conventional technique can be
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used to modulate the carrier with the information, either
before or after spreading. In practice, most DS systems have
been used for digital data transmission, although analog
modulation systems have also been implemented.

2.4.1.4 Linear FM ("Chirp")
Linear FM techniques are based on constant envelope,

swept-frequency waveforms. These techniques have tradition
ally been associated with pulse compression radar systems,
and are not necessarily associated with the usual connotation
of spread spectrum.

In the basic chirp technique, the carrier frequency of the
transmitted pulse is linearly swept over a given bandwidth.
At the receiver, the signal is processed in a dispersive delay
line that compresses the pulse to a width roughly equal to the
reciprocal of swept bandwidth. The gain in signal-to-noise
ratio during the compression is approximately equal to the
time-bandwidth product of the transmitted pulse. Time
bandwidth products on the order of 1000have been demon
strated in chirp systems.

2.4,2 Discussion
At this point, it may be useful to make several obser

vations about the techniques that have just been briefly
described.

I. None of the spread spectrum techniques described
above providesany improvementover narrowband techniques
when the noise or unintentional interference has a constant,
uniform spectrum over the entire spread spectrum band.
(However, forcing a willful jammer to spread his limited
power over this wider bandwidth is advantageous.) Thus,
"pure" spread spectrum techniques do not provide perfor
mance improvements against background noise alone.
However, digital spread spectrum systems are frequently used
in conjunction with error-correcting codes that do provide
such improvements.

Spread spectrum techniques can provide performance
improvements against multipath-related effects, but only if
they are specifically designed to do so.

II. Multiple accesscan be implemented with virtually any
spread spectrum technique. In the usual implementation, each
transmitter (or group of transmitters) is assigneda unique dig
ital code that underlieseither its hopping sequenceor its phase
keying sequence. The set of codes is usually designed to
minimize interaction between transmitters and receivers that
are not in communication with one another.

III. It has been a common practice to combine two or
more spread spectrum techniques to produce hybrid systems.
Thus, an early concept known as RADA-Random Access
Discrete Address-combined frequency hopping and time
hopping (II). JTIDS and PLRS uses a combination of
frequency hopping and DS techniques. TDRSS and GPS, on
the other hand, use pure direct sequence techniques (5,6).

IV. An important feature of slow frequency hopping is
that advantage can be taken of the selectivity of inexpensive
crystal filters. Unless a narrowband interferer is extraordi
narily strong, it willproduce interference only liN of the time,
where N is the number of FH channels or frequency slots.
Subject to the constraint just stated, the amount of
interference produced is limited to a fraction that is indepen
dent of the signal-to-interference ratio at the receiver input.

In order to see the significanceof this, consider a multiple
access application in which a receiver must contend with a
single interferer that is 40 dB stronger than the desired sig-
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nal. (This is the so-called "near-far" problem. For this
example, non-fading conditions will be assumed.) Suppose,
furthermore, that a 10dB output signal-to-interference ratio
is required at least 95 percent of the time under these condi
tions. A direct sequence system would then requirea process
ing gain of 40 dB + 10 dB = 50 dB. As a good
approximation, this means that for an information bandwidth
of 3 kHz a spread spectrum bandwidth of 300 MHz (= 3 kHz
x 1()5) would be required. Aside from the fact that this is
an extraordinarily large bandwidth, direct sequencechip rates
on the order of 300MHz are near the lintit of the present state
of the art. It is easy to produce examples in which multi
gigahertz chip rates would be required.

With a frequency hopping approach, the problem is sub
stantially alleviated. As long as the design is such that adjacent
channels do not "splatter" through the i.f, passband. or over
come the i.f, filter's stopband. or desensitize the receiver. or
produce intermodulation products, the interferer (now
assumed to be another slow FH signal) will produce
interference only liN of the time. Thus, a properly-designed
twenty-channel system would provide the required output
signal-to-interference ratio 95 percent of the time. For an
information bandwidth of 3 kHZ, this number of channels
would typically represent a total bandwidth of no more than
1.0 MHz, assuming a maximum channel spacing of 50 kHz.
Furthermore, the technology required to implement such a
system is well within the state-of-the-art.

2.4.3 Implementation Constraints

2.4.3.1 Synchronization

The problem of synchronizing the receiver with the
incoming signal at the chip or hop level represents a major
design issue in most spread spectrum applications. Although
most conventional digital receivers require synchronization
at the bit level,synchronization at the chip or hop levelis often
more difficult to achieve. For direct sequence systems, the
SNR for a single chip is typically less than unity. In addition,
the frequency of the received carrier may not be known
accurately enough to allow the coherent integration of a large
number of chips. Thus, it may be necessary to perform an
exhaustivesearch over two dimensions: carrier frequencyand
code chip epoch.

As a hypothetical example, suppose that the carrier
frequency uncertainty is such that one hundred different tri
al carrierfrequencies need to be tested in order to assure that
the signal will be found sufficiently close to one of the trial
frequencies. If the DS code has a period of 127 chips, and
the possible code epochs are tested at 'h chip intervals, a total
of 100 x 127 x 2 = 25,400 trial integrations must be
performed in an exhaustive search. After each integration,
a test is performed in order to determine whether or not a
signal is present. Even if this process requires only I milli
second per trial integration. the resulting worst-case acqui
sition time of 25.4 seconds could be unacceptable for many
applications.

9-18

Slow FH systems can be easier to synchronize because
the SNR for a single hop is typically sufficient to make reli
able decisions on the presence or absence of the signal. Since
the receiver "knows" the hopping sequence, it can simply
observe a single frequency until a signal is detected. If energy
is detected on subsequent hops. acquisition is assumed.

2.4.3.2 Matched Filter vs. Correlation Receivers

The process of integrating a number of chips to recon
struct a data bit at a DS receiver can be performed in two
distinct ways. The first technique, which was illustrated in
Figure 5, consists of multiplying the received signal by a syn
chronized replica of the spread spectrum phase code. The
resulting waveform is integrated in a low-pass filter or in an
integrate-and-dump circuit. This implementation is known as
a correlation receiver.

In a second approach the spread spectrum phase code
coefficients are stored as part of a linear filter, as shown in
Figure 6. The two leading technologies for implementing such
matched filters or "passive correlators" are charge transfer
devices (CTDs) and surface acoustic wave (SAW) devices
(12,13,14). Digital implementations have also been demon
strated.

Matched filter receivers and correlation receivers ideally
provide the same SNR performance after synchronization.
Matched filter receivers .facilitate rapid acquisition and
synchronization, but are limited to integration over at most
a few thousand chips (15). Correlation receivers allow
integration over a virtually unlimited number of chips, but
suffer acquisition-time disadvantages, as noted above. Eco
nomic factors are also involved in the trade-off between
matched filter receivers and correlation receivers.

2.4.4 Spread Spectrum and Error-Correcting Codes

The word "code" as used earlier has applied to the under
lying digital structure of a spread spectrum signal. In a
separate context, a "code" is used to mean a set of digital
elements employed for forward error correction. Since
forward error correction is often used in conjunction with
spread spectrum systems, the distinction is important.

The relation between spread spectrum and error
correction coding was recently explained in a tutorial by
Viterbi (16). Error correction uses increased bandwidth to
provide improved performance. Unlike "pure" spread
spectrum techniques. error correction coding can provide
performance improvements in additive white Gaussian noise
(i.e., background noise). Error correction coding is benefi
cial in most, if not all, digital spread spectrum applications,
although econontic tradeoffs are obviously involved. Mult
iple access concepts (i.e., CDMA) based on error correction
coding have been analyzed (17). In addition, low rate coding
(i.e., error correction coding with a large amount of
redundancy) has been suggested as a substitute for conven
tional spread spectrum techniques (87).
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3. THE USE OF SPREAD SPECTRUM IN
NON-GOVERNMENT SERVICES

3.1 Potential Benefits
Given that spread spectrum techniques have evolved

largely in response to military requirements, and in view of
the fact that they require large bandwidths (relative to the
information bandwidth), it is reasonable to ask why anyone
would consider spread spectrum techniques for non
Government" applications. A review of the functional uses
of spread spectrum, as presented in Section 2.3.1, provides
a background for this issue. Specifically, only the anti
jamming property of spread spectrum seems to be unique to
military environments. The other uses, including resistance
to unintentional interference, resistanceto interception, dis
crete addressing, multipath resistance, multiple access and
pulse compression all have potential civilian applications.
Indeed, certain civilian applications have already been
exploited; TDRSS and GPS provide well-known examples",
although both will operate under Government authorization.

In general terms, it is possible to identify four potential
motivations for introducinga new communication or radio
location technology:

• Reduced Cost
• Improved Communication or Radiolocation

Performance
• Expanded Capabilities
• Improved Spectrum Utilization
Each of these will now be addressed in the context of

spread spectrum techniques.
I. Reduced Cost: Spread spectrum equipment designs

require added complexity in both the transmitter and the
receiver. Thus, it seems most unlikely that spread spectrum
equipment will, in the foreseeable future, be less expensive
than comparable narrowband equipment. MITRE has not
been able to identify any potential spread spectrum application
in which an existing conventional system would be replaced
by a spread spectrum system for the purpose of achieving
reduced costs. However, a caveat should be added here. Be
cause of the performance improvements that are possible with
spread spectrum, it is conceivable that under certain
conditions, a particular spread spectrum system could be less
costly-due to reduced transmitter power or the elimination
of ancillary circuits-than a narrowband system offering the
same level of communication or ranging performance. An
example of such a trade-off might be spread spectrum versus
polarization diversity for communication in multipath
environments. Comparative cost analyses are not generally
available in this area.

II. Improved Communication (or Ranging) Performance:
As noted earlier. spread spectrum systems can provide
significant resistance to unintentional interference andmulti
path fading. To the extent that error correction coding is used,
spread spectrum systems provide improved performance
against additive white Gaussian noise. (However, this is also
true of conventional systems.) Although conventional diver-

* The term "non-Government," as used in this report, coincides
with the regulatory use of the term. That is, non-Government
means non-Federal-Government, but includes state and local
governments.

U Although GPS is a DoD program, civilian applications are
anticipated.
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sity techniques also provide fading resistance in commu
nication systems, high-resolution ranging systems frequently
depend on wide bandwidths for good performance.

III. Expanded Capabilities: Spread spectrum systems can
provide userprivacy,discreteaddressing, and multipleaccess
on a transmit-at-will basis. All of these features can also be
provided withoutthe use of spread spectrum, but performance
and cost trade-offs are usually involved.

IV. Improved Spectrum Utilization: The notion that
spread spectrum techniques could provide improved spectrum
utilization may be at first surprising. J. P. Costas, in a well
known 1959 article, seems to have been the first to raise this
possibility (18). More recently, Cooper and Nettleton have
predicted improved spectrum efficiency for high-capacity
spread spectrum mobile radio systems (19-24).

It is easy to produce examples in which spread spectrum
systems display poor spectrum efficiencies. However, it is also
becoming increasingly clear that, depending on the basis of
comparison, there are conditions under which the spectrum
efficiencies of spreadspectrum systems are comparableto or
better than the efficiency of conventional narrowband
frequency-channelized approaches. In addition, there may be
particular bands and/or geographic areas that are not
generally suitable for narrowband signals. If spread spectrum
signals can be used in such cases, spectrumutilization might
be improved, even if the intrinsic spectrum efficiency of the
spread spectrum signals is poor. Despite the potential benefits
of applying spread spectrum techniques in non-Government
applications, substantial interest has yet to be shown by
potential users and manufacturers. Although a few manu
facturers have expressed an interest in pursuing specialized
markets (25-27, 82), some of the most visible proponents of
non-Government spread spectrum applications have been
from the academic sector (19-24).

3.2 Spread Spectrum In Dedicated Bands
From the viewpointof communicationperformance, the

most favorable implementation of spread spectrum would
involve the use of dedicated bands for spread spectrum
applications. The alternative, as discussed in Section 3.3, is
to share of "overlay" the spread spectrum allocation with
conventional services. The issue of communication perfor
mance for spread spectrum in dedicated bands has been treat
ed in the technical literature (see, for example, 1,5, 10-12,
15-24,28,29). A significant topic that remains to be addressed
in this case is efficiency of spectrum utilization. Various
aspects of this issue will now be presented. The discussion on
efficiency of spectrum utilization will be followed by several
descriptions of application concepts.

3.2.1 Efficiency of Spectrum Utilization

Over the years, a number of measures have been applied
to the concept of spectrum efficiency (30-38). The usual
formulations are cast in termsof a benefit/cost ratio, where
the benefits are defined in terms of the number of simultane
ous links or usersaccommodatedor the network information
throughput; the costs are normally defined in terms of the
amount of spectrum resources occupied. Typical examples are
number of users per unit bandwidth and number of users per
unit bandwidth per unit area (for a given information rate
or information bandwidth). Comparisons of various modu
lation techniques and system concepts may be sensitive to the
measure of spectrum efficiency upon which the comparison
is based.



One of the most straightforward measures of spectrum
efficiency for a network or an associated group of users is
total information throughput per unit bandwidth. Under this
formulation, the rates of information transfer for all user links
are summed and the total is divided by the total bandwidth
required to accommodate all the links. All links are assumed
to be in continuous use, and no reference to physical area or
volume is made. This definition can be used to measure the
spectrum efficiencies of satellite links, for example.

On this basis, the spectrum efficiencyof spread spectrum
signaling can be quite low. Detailed analyses supporting this
conclusion are presented in Appendix A and in References
17,29, and 3941. Basically, the reason for this result is that
under idealized conditions, complete orthogonality between
the signals of various user links is more closely approachable
with TDMA or FDMA than with SSMA, unless the various
SSMA user links can be mutually synchronized. In designing
a set of signals for an asynchronous" multiple access appli
cation, it is found that the best achievable worst-case cross
correlation between signals degrades (i.e., increases) if each
signal is required to be spread uniformly across the available
bandwidth (76). If the cross-correlation is minimized, then
signals with highly nonuniform spectra result, as in FDMA.
More will be said about this in Section 3.3.6.

Example 1

As an example, consider an asynchronous direct sequence
SSMA system in which the various user links employ bi-phase
keying to embed the information in the spread spectrum sig
nal. All links operate at the same data rate, but each link uses
a separate spread spectrum code. The codes are assumed to
be quasi-orthogonal. Equal power levels and a non-fading
channel are assumed. In addition, the number of active users
is assumed to be sufficiently large that, for the purpose of
computing the bit error rate, the interference from other links
that is experienced by any given receiver can be modeled as
a Gaussian random process. Coherent detection (without
error-correction coding) is assumed.

Under these conditions, the spectrum efficiency, as a
function of the required bit error rate, is shown in Figure 7
(from Appendix A, Figure A3). The lower curve applies when
the ratio of receivedenergy per bit to background noise power
density (Eb/No) is 10. It can be seen that the spectrum
efficiency is quite low (less than 0.2) for bit error rates below
0.01. As shown by the upper curve, this conclusion is not sub
stantially changed if background noise is eliminated
completely, that is, if Eb/No = 00. (The term "background
noise" , as used above, refers to the noise level in the absence
of interference from other spread spectrum links.) If asyn
chronous frequency hopping with binary frequency shift
keying and noncoherent detection are used instead of direct
sequence signaling, spectrum efficiency is degraded even
further (see Figure AS, Appendix A). The existence of fad
ing can also degrade spectrum efficiency relative to Figure
7. (See Appendix A, Figures A6 and A7.)

As a basis of comparison, an FDMA system requiring
2.S Hz of r.f, bandwidth for each bit-per-second of trans
mitted information has an efficiency of 112.S = 0.4 at low
error rates, using the definition set forth above. In the ab
sence of frequency errors, this level of performance appears
to be attainable with existing narrowband modulation tech-

* In the context of multiple access, "asynchronous" means that
the various links need not be mutually synchronized.

niques (42, 43) as long as the received power levels in adja
cent channels are not greatly different. Thus, at low error rates
FDMA can provide at least twice the spectrum efficiency of
SSMA for the conditions of this example.

Of course, there is more to the trade-off between FDMA
and SSMA than spectrum efficiency. In addition, there are
several factors that can mitigate the relatively negative view
of SSMA spectrum efficiency presented above. One of these
is the impact of guard bands in FDMA, which are necessary
to provide for frequency tolerances, Doppler shifts, modu
lation sidebands (i.e., "splatter"), finite filter roll-offs, or a
combination of these factors. As shown in Appendix B, the
existence of frequency tolerances can significantly reduce the
spectrum efficiencyof FDMA, particularly when the data rate
per channel is low and the assigned frequency is high. The
following is presented as an example of how this factor can
influence the comparison of SSMA and FDMA in terms of
spectrum efficiency.

Example 2

The basic assumptions for direct sequence SSMA are as
in Example I, except that a frequency tolerance of 2 parts
per million is assumed (see Appendix B, Example I). In
addition, the following parameters apply:

R = information rate = 100 Hz
M = Maximum number of users ~ 100
Al = predetection SNR in the absence of interference

= 30 dB
Am = required predetection SNR at full capacity

= 10 dB
From Appendix B or reference (44), the required num

ber of code chips per information bit is approximately
n = (YJ)(M - l)(I/Am - IIAI)-l = 333
The required r.f. bandwidth is approximately twice the

chip rate, or 2 x 333 x 100 Hz = 66.6 kHz.· In addition,
we add an equal bandwidth to provide for guard bands. The
total SSMA channel bandwidth is then 133.2 kHz, plus twice
the frequency tolerance. (The frequency tolerance is 2 x 10- 6
times the center frequency.) At a center frequency of 1.0 GHz,
the spectrum efficiency is (looHz)(loo users)/(133.2 x 103

+ (109)(2)(2 X 10- 6» ~ 0.073.

As a comparison, consider an FDMA system having the
same number of users, operating at the same data rate, with
the same frequency tolerance (i.e., 100users, 100Hz per user,
and 2 parts per million). Let the bandwidth expansion factor
for the FDMA users be 2.0. The total required r.f. signal
bandwidth is then (100 Hz)(loo users)(2.0) = 20 kHz. If
100 Hz guard bands are added between channels, with SO Hz
guard bands at each of the band edges, the total required
bandwidth is approximately 20 kHz + (100 Hz)(loo chan
nels) + 2(2 X 1O-6)(100)f, = 30 kHz + 4 X 1O-4f" where
f, is the center frequency of the band. The spectrum efficiency
at f, ~ 1.0 GHz is (100 Hz)(loo users)/(30 X 103 + (4 X

10-4)(109» = 0.023, or less than half the efficiency of
SSMA. As shown in Appendix B, the break-even frequency
at which the spectrum efficiencies of FDMA and direct

• Ina practical design, the numberof code chips per information
bit might be increased to the next-highest valueof2L -1 in ord
er to permit the use of L-bit linear shift register generators. In
thiscase, a 511 Chip code would allow the use of9-bit linearshift
register generators. However, the number of chips per bit is
generally not constrained to values of 2l - 1.
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sequence SSMA are equal (for this example) is 261 MHz. At
higher frequencies, SSMA can provide better spectrum
efficiency than FDMA.

Similar examples can be produced using frequency
hopping SSMA.

A second factor that alters the trade-off between SSMA
and FDMA is the inclusion of geographic coverage in the defi
nition of spectrum efficiency. For example, the spectrum ef
ficiencyof a land mobile (voice)communication system might
be defined in terms of number of users per unit bandwidth
per unit of coverage area. Clearly, if SSMA provides better
geographic reuse of the spectrum than FDMA, the trade-off
will be shifted in favor of SSMA. The advantage of SSMA
in this context is that each user has access to the entire sys
tem bandwidth regardless of his geographic location. In con
ventional frequency-channelized systems, each channel may
be available over as little as one-seventh of the coverage area'.
In small cell systems, the number of user links per channel
per cell is typically on the order of 0.045 to 0.055 (see Refer
ence 55). For example, in a 667-channel system, 30 to 37 chan
nels per cell would be available. This apparent disadvantage
is overcome by providing a large number of cells in each
system.

Unfortunately, a general in-depth analysis of SSMA
spectrum efficiency in land mobile radio (LMR) systems has
not yet been performed, although some steps in this direc
tion have been taken (19, 29, 45). One of the basic problems
is that, particularly in urban areas, there is a great deal of
variability in transmission loss over various paths of equal
distance for given antenna heights, within a single geograph
ic area (46). There is also variation in path loss characteris
tics from one city to another (47-49), so the incorporation of
simple path loss models (e.g., JlRN law) in spectrum effi
ciency calculations is at best an expedient approximation. In
addition, the wide variety of possible spread spectrum
implementations (including hybrid techniques and code
variations) and possible geographic configurations make it
unlikely that a general analysis will be performed.

Another dimension affecting spectrum utilization is time.
In many services, the average utilization of channels (with
respect to time) is low. Nevertheless, the assignment of
channels to users on a fixed basis makes it more likely that
a particular user will find his channel blocked when it is
needed. A spread spectrum multiple access system averts this
problem by making a large bandwidth continuously available
to each user. Performance degrades gradually as the number
of active users increases.

Trunked narrowband systems also provide a solution to
this problem, by dynamically assigning channels to users only
when the channels are actually needed. Trunked systems
assign channels to users on a demand basis until all available
channels are in use. At this point, new calls cannot be placed
until one or more ongoing calls is terminated. Thus, trunked
systems are capable, in principle, of attaining high efficiencies
of spectrum utilization. However, trunked systems require a
central controlof channel assignments, andexhibit a "hard"
saturation characteristic when the number of users in thesys
tem becomes equal to the number of available channels. It
seems likely that there will always be applications in which,
for one reason or another, trunking is not practical.

• This is based on a cellularapproach with one ring of hexagonal
cells between base stations using the same frequency.

In summary, the question of efficiency of spectrum utili
zation, as it applies to spread spectrum systems, should be
viewed in the context of the major qualitative differences that
exist between conventional frequency channelized or TDMA
approaches and random access spread spectrum. Spread spec
trum may be an attractive alternative where uncoordinated
use of the spectrum over one or more geographic areas is an
important requirement. In making comparisons of spectrum
efficiency, it becomes clear that the actual capacity of prac
tical FDMA approaches may differ significantly from their
theoretical capacities computed on the basis of uniform
instantaneous channel loading. The need for geographic fre
quency reuse intervals and guard bands also limit the spec
trum efficiencythat can be attained by conventional frequency
channelization in practical systems.

3.1.1 Fast Frequency Hopping in High Capacity Land
Mobile Radio Systems

3.1.1.1 Differential PSK
In 1977,Cooper and Nettleton (50-52) proposed a unique

approach to high-capacity land mobile communications. The
following salient features were incorporated in their technique:

• Digitized voice with differential PSK modulation
• Fast frequency-hopping
• A small-cell network implementation
• A unique receiver design based on the use of tapped

delay lines and multiple bandpass filters
• Dynamic control of transmitter power levels
The following benefits have been claimed for this

approach (23):
I. Resistance to fading is provided by the frequency

diversity that is inherent in the fast frequency-hopping
technique.

2. Each user has access to the entire system bandwidth.
Thus, there are no "clocked calls."

3. There is no hard limit on the maximum number of
simultaneously-active users. Communication performance
degrades gradually as more and more users enter the system.

4. The system offers privacy from casual listeners.
5. Since it is not necessary for users to switch channels

when they crOSS a boundary between cells, "forced termi
nation" of calls cannot occur.

6. The hardware employed by each (mobile) user is
identical, except for the filters associated with that user's
unique signal set.

7. Priority messages can be accommodated even when
the system is heavily loaded.

8. Under conditions of reduced capacity, the system may
be able to co-exist with conventional narrowband services.

The disadvantages of this approach, as recognized by its
advocates, include (23):

1. The need for dynamic control of mobile transmitter
power levels in order to mitigate the "near-far" problem (i.e.,
the problem of having a mobile located near the base station
interfere with a mobile far from the base station).

2. The requirement for digitized voice, together with the
spread spectrum signal format, will increase the complexity
of transmitters and receivers.

3. A vehicle location technique of modest accuracy is
necessary in order to monitor the vehicles as they move from
cell to cell. (This would also be required for conventional
small-cell techniques-see Reference 53).
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4. Fully coherent detection is not possible in a rapid
fading LMR environment.

5. The proposed approach is not economically attractive
for large-cell systems.

In addition, Mikulsky (54) has pointed out that, because
of the receiver implementation technique advocated by
Cooper and Nettleton, realization of the "no calls blocked"
and "no forcedterminations" claimswould require that each
base station accommodate all possible user codes. Since each
code requires a unique delay-line/filter configuration in the
receiver, theeconomic impracticability of thisisevident. Thus,
blocked and terminated calls would occur as in any cellular
system.

In References 19 and 23, Cooper and Nettleton present
comparisons of their proposed technique with conventional
cellular systems in terms of spectrum efficiency (defined in
terms of calls per unit bandwidth per cell). These compari
sons show estimated spectrum efficiencies for fast frequency
hopping of 2.0 to 4.7 times the spectrum efficiency of
conventional narrowband systems, depending on the specific
configurations being compared. These estimates were based
on a baseband data rate of 30 kbits/s for digitized voice.

In a subsequent independent analysis, Henry (55) found
the DPSK/fast-FH technique to be inferior to conventional
narrowband FM techniques on the basis of the average num
ber of usable channels per cell. In his example, narrowband
FM was superior by a factor that ranges from 1.2 to 2.8, based
on a 32 kbits/s digitized voice rate for the fast frequency hop
ping system. (If a 30 kbitls rate is used as in the earlier analy
sis by Copper and Nettleton, Henry's spectrum efficiency
penalty (for fast FH) is 1.12 to 2.62.)

Further improvements in the spectrum efficiency of this
spread spectrum approach can be attained by lowering the
digitized voice rate. Digital voice has been used successfully
at rates as low as 2.4 kbits/s. However, low data rates usually
result in increased equipment cost or degraded voice quality,
or both. If degradations in voice quality are allowed, then
comparablenarrowband systems can also increase spectrum
efficiency by using closer channel spacings (with or without
corresponding reductions in the r .f, bandwidth). On the other
hand, digital voice technology is advancing rapidly, and it is
possible that low cost systems for high quality voice trans
mission at data rates on the order of 10 kbits/s (with an
acceptable tolerance for transmission errors) willbe available
in the future. (See Flanagan, Reference 100, for an overview
of digital voice technology.) If so, then the fast FH/DPSK
technique will exhibit superior spectrum efficiency even in
Henry's example.

It has also been suggested that the spectrum efficiency
of the Cooper-Nettleton approach might be further improved
by controlling the mobile transmitter power to optimize the
signal-to-interference ratios at all base stations, rather than
trying to maintain a constant mean receivedsignal power at
the base station with which the mobile is communicating (89,
90).

3.2.2.2 Multilevel FSK

In a recent analysis of a concept originally described by
Viterbi (101), Goodman and others have evaluated the
performance of a fast frequency hopping multiple access tech
nique that uses multi-level FSK as a basis for signaling
(102-105). The approach is quite similar to the one described
by Cooper and Nettleton, except for the method in which the
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transmitted information is embedded in and recovered from
FH waveforms.

Figure 8 illustrates the operation of the FH/FSK trans
mitter. The digital data stream representing the voice input
is divided into blocks of k bits (typically, k = 8). Each k-bit
block is used to select one of 2k time-frequency sequences.
Each such sequence has a length of L time chips, or hops (typi
cally, L = 19). To provide for discrete addressing, the basic
time-frequency sequence used by each transmitter is differ
ent. Information is imposed on this basic time-frequency
sequence by selecting one of 2k possible cyclic shifts of the
basic sequence in the frequency domain for each k-bit input
data block. Thus, 2k channels are required.

The operation of the receiver is illustrated in Figure 9.
The transmitter's address code (i.e., its basic time-frequency
sequence) is used to de-hop the intended signal, yielding a
matrix of 2k channels by L time chips. A hard decision is
made on the presence or absence of a signal in each of the
L X 2k matrix elements. In the absence of noise, fading, and
interference, the de-hopped signal will occupy a single row
of the matrix; all of the other 2k- I rows will be vacant,
indicating the absence of signal energy. With noise, fading,
and interference, the row corresponding to the correctsignal
can contain deletions; other rows can contain insertions.
Interference in the row containing the correct signal nomi
nally has no effect. The simplest decoding algorithm involves
selecting the row containing the largest number of signal
"hits. "

For 32 kbitls digitized speech, k = 8 and L = 19, about
170 users can besupported at an error rate of 10-3. This esti
mate includes the effects of multipath and noise, as well as
mutual interference in an isolated system, but it does not in
clude the effects of urban shadowing, synchronization errors,
"splatter" between adjacent channels, or interference from
nearby cells in a cellular system. Nevertheless, it appears that
the number of users per unit bandwidth under this approach
is several times the corresponding number for FH/DPSK, as
described in the previous section, and is at least comparable
to the number of users per unit bandwidth that can be sup
ported in a conventional narrowband FM system in which fre
quencies must be re-used over a particular service area.

A major disadvantage of this approach is that it requires
that a real-time spectrum analysis be performed in the receiver.
For k = 8 and L = 19, and a 32 kbitls data rate, this analy
sis must be performed every 13.2 microseconds and it must
resolve 28 ~ 256 separate channels over a total bandwidth
of about 20 MHz. While this requirement is entirely within
the state-of-the-art, the implementation costs could be
excessive.

3.1.3 Independent Land Mobile Radio Systems

In a recent study performed by NTIA for the FCC's UHF
Task Force, Berry and Haakinson (45) analyzed multiple
independent land mobile radio (LMR) systems using spread
spectrum in a common band. It was found that the spectrum
efficiency of spread spectrum in this case was low compared
with conventional techniques. The analyses apply to direct
sequence techniques but do not explicitly treat the case of
frequency-hopping.

The study also contains a section on spread spectrum
"overlay" with conventional services (see Section 3.3.2 be
low) as well as tutorials on spread spectrum and land mobile
radio.
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3.2.4 Spread Spectrum In the Maritime Mobile Service
Experimental use of spread spectrum for maritime mobile

applications dates back to 1974, when NASA and the Mari
time Administration performed tests via NASA's ATS-5 and
ATS-{isatellites to evaluate direct sequence ranging for mari
time navigation purposes (88). Later efforts to use spread
spectrum signaling for maritime satellite navigation have
focused on GPS.

More recently, spread spectrum has been suggested for
two other applications in the maritime mobile service. They
are: emergency communications via satellite and overlaid
communications in the terrestrial VHF marine band. The
latter will be discussed in Section 3.3.3. This section will
provide brief descriptions of proposed spread spectrum
signaling for distress alerting via satellite.

SAMSARS (Satellite Aided Maritime Search and Res
cue System) is a recent concept for the application of spread
spectrum techniques to maritime distress alerting (56-60).'
Under the current version of this concept, a commercial ship
in distress would activate a low-power (about 10 watts),
battery operated transmitter operating at L-land in a channel
reserved for distress alerting. These signals would be received
and translated to C-band by a commercial maritime communi
cation satellite. At the satellite ground station, the distress
message (which would typically include vessel identification,
location coordinates, and a distress code) would be decoded
and relayed to a rescue coordination center by conventional
communication links. In order to provide multiple access and
resistance to unintentional interference, a spread spectrum
signal format is used.

In this application, conventional frequency channeli
zation is not practical for the following reasons:

1. Sinceit is, by nature, a one-way signaling application,
the user cannot listen for a clear channel before transmitting
nor can he be instructed to switch to a clear channel by the
ground station.

2. If only 1000 units were built and deployed, the
bandwidth required to give a separate frequency channel to
each would be about 3.2 MHz (= 2 X 1600 MHz x 10- 6

x 10(0) for a frequency tolerance of I part per million. (This
bandwidth could be reduced by assigning several transmitters
to one channel, at the expense of occasional interference.) Less

. severe frequency tolerances would result in even larger
bandwidths.

SAMSARS would use a 200 kHz-wide dedicated channel
to accommodate its 128 kHz chip rate. For reasons of econ
omy, each transmitter would employ the same direct sequence
code. Multiple signals are separated by code epoch, random
carrier frequency offset (resulting from a 10 ppm tolerance)
and transmitter duty cycle. At least 58 simultaneously active
transmitters can be accommodated within the field of view
of any satellite, with a 95 percent message detection proba
bility and a bit error rate of 10-5 (Reference 60).

A similar direct-sequence spread spectrum technique for
maritime distress signaling has been proposed by Japan (67).
The Japanese system would operate with a 406 MHz up-link.

Although narrowband alternatives to SAMSARS have
been proposed (61, 62), they would not use frequency
channelization in the usual sense. Instead, they would rely

• Thisconcept was developed and analyzed independentlyby the
MITRE Corporation. Subsequent development and test phases
werefunded bythe Maritime Administration and the CoastGuard.

on transmitter duty cycle and random frequency offsets to
provide multiple access, with occasional interference.

3.2.5 Spread Spectrum In Commercial Satellite
Communications

The use of spread spectrum for multiple access in satel
lite communication systems provides for privacy and
resistance to interference. However, as noted earlier, spread
spectrum satellite networks tend to require more power and
more bandwidth per user than equivalent FDMA or TDMA
networks. These characteristics run directly against the current
trend of optimizing the use of spacecraft power and band
width in commercial satellite communication systems. For this
reason, it seems unlikely that spread spectrum or CDMA tech
niques will come into widespread use in commercial satellite
systems within the foreseeable future. Within this overall
trend, spread spectrum techniques may find specialized
applications, such as the emergency alerting system described
in Section 3.2.4.

In a 1977study funded by NASA, various multiple access
techniques were evaluated for satellite systems providing
service to non-Government mobile users (40). FDMA was
selected on the basis of its low implementation cost. The low
spectrum efficiency of CDMA in this application was also
noted.

3.3 Spread Spectrum "Overlay" with Conventional
Services

Despite the ever-growing demand for spectrum resources
in most non-Government services, the average utilization of
the spectrum, even at peak hours in urban areas, is probably
low. A recent FCC report (63) indicates that as few as
48 percent of the 25-470 MHz land-mobile channels moni
tored in Los Angeles had "very high occupancy" (defined as
at least 60 percent peak hour message occupancy). The corre
sponding rate of "very high occupancy" channels in San
Diego was 25 percent. Substantial numbers of channels were
found to have zero occupancy. Analogous results were ob
tained in a 1977 study of VHF Maritime Mobile channel
occupancy in the New Orleans area (64).

Such observations, however well-founded, are of little
use to someone who is trying to get a new frequency assign
ment in a congested area (or to someone who is trying to use
an occupied channel for which he is already licensed). The
user of a busy channel (or set of channels) has only one legiti
mate way to "average out" the variations in channel
occupancy-he must wait for a clear channel. He cannot
switch to a temporarily-vacant channel that is allocated to a
service in which he is not authorized to operate. Indeed, he
will only be aware that the channel or channels on which he
is authorized to operate are busy.

If spread spectrum signalswere "overlaid" on existing
allocations, it might be possible to improve the overall
efficiency of spectrum utilization, even if the spectrum
efficiency of the individual spread spectrum signals were quite
poor. This prospect has given rise to a number of studies,
which will be summarized below. First, however, a brief
review of the basic technical issues will be presented.

3.3.1 Basic Technlcal1ssues
In considering spread spectrum band-sharing with

conventional services, three distinct interference modes must
be considered:
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I. Interference to the conventional services from spread
spectrum signals,

2. Interference to spread spectrum signals from con
ventional services, and,

3. Interference to spread spectrum signals from other
spread spectrum signals.

The third interference mode-multiple access interfer
ence to spread spectrum signals has been treated in the tech
nical literature (6, II, 17-24,28,29,40,44,45, 50-52) and
in Appendix A. In general, meaningful analyses of spread
spectrum self-interference require at least partialdefinitions
of the application and the specific spread spectrum techniques
to be used.

Spread spectrum interference to conventional receivers
can take two forms. In the most serious form, the spread
spectrum signal produces interference when the intended
conventional signal is present at the receiver input. The second
form occurs when the intended conventional signal is absent,
but the spread spectrum signal or signals become noticeable
above the level of the background noise. In either form, the
effective interference is normally reduced relative to the
interference that would have resulted from a co-channel
narrowband signal. The amount of interference reduction
depends on the specific spread spectrum technique and the
type of conventional receiver to which the spread spectrum
signal is applied.

As an example, consider a direct sequence signal that has
an approximately uniform power spectrum over a bandwidth
of 1.0 MHz. If the interference at the input of the conven
tional receiver is not so great as to cause nonlinearoperation
of a receiver stage "upstream" from the I.f. filter, and if the
U. filter has a bandwidth of 14 kHz, for example, then the
effective interference power is reduced by approximately
lO log (14 kHz/lOoo kHz) = -18.5 dB, due to the "mis
match" between the i.f. bandwidth and the spread spectrum
bandwidth.

A frequency-hopping signal can produce short bursts of
relatively unattenuated interference in a narrowband receiver.
A compendium of methods for analyzing spread spectrum
interference to conventional receivers is available in Refer
ence 65.

The recoverability of spread spectrum signals in a band
occupied by conventional signals depends on the number,
power, and frequency spacing of the conventional signals and
on the particular spread spectrum implementation. In direct
sequence systems, the interfering (conventional) signals are
attenuated by an amount equal to the receiver's processing
gain (approximately the ratio of the r.f. bandwidth to the
information bandwidth). Slow frequency-hopping systems can
be more severelydegraded by a number of interferers at widely
separated frequencies than by a single high-power narrow
band interferer (66). As in conventional systems, interference
to a spread spectrum receiver can degrade the intended sig
nal or it can create "nuisance" effects when the intended
signal is not present.

In bands that have been channelized at intervals of 25
to 50 kHZ, a substantial fraction of the spectrum is committed
to guard bands. In these cases, it may be possible to insert
frequency-hopping signals between the existing channel
assignments. Channels that are especially vulnerable to
interference (public safety, for example) could be "notched
out" of the FH spectrum by simple logic changes. (See Section
3.3.5.)
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3.3.2 Overlay for Land Mobile Service
The prospect for overlaying spread spectrum signals in

a common band with conventional narrowband land mobile
communications was discussed by Cooper (68) and by Berry
and Haakinson (45) in 1978. Both studies presented encourag
ing preliminary results, although neither explicitly addressed
the "near-far" problem. Later, more detailed analyses by
Dvorak (69) and Juroshek (70) yielded substantially more
negative results. Specifically, Dvorak concluded that the over
lay strategy would be practical only for small cell spread spec
trum networks. In examples, he demonstrated that, for the
150 MHz land mobile band:

I. Mobile-to-mobile (SS to FM) interference could be un
acceptable if the distance between mobiles were less than 24
meters.

2. Mobile-to-base interference (from a single spread
spectrum transntitter to an FM receiver) could cause a 3 dB
degradation in receiver noise at distances of 15-20 km.

(Part of this analysis was implicitly restricted to direct
sequence or fast frequency-hopping signals.)

Juroshek does not treat the small-cell case, but assumes
that the spread spectrum transntitters and the FM transntitters
have comparable power levels. His analysis is applicable to
fast frequency-hopping and direct sequence techniques. The
major conclusion of his study is that, over the 150-900 MHz
frequency range, spread spectrum and conventional FM land
mobile systems cannot share a common band without
significant interference to both types of systems. Again, the
required separation distances (between the interfering trans
ntitter and the receiver)were found to be typically on the order
of 10 km or more.

3.3.3 Overlay for Maritime Mobile Service

In a study funded by the Maritime Administration, NTIA
is assessing the potential for overlaying spread spectrum sig
nals on the VHF maritime mobile band (156-162 MHz). An
analysis was performed, with emphasis on direct sequence
techniques. The results were applied in a hypothetical case
study for the New Orleans area, which is known to suffer from
radio frequency congestion in the VHF maritime mobile band.
Although the results of this analysis have not been published
at the date of this writing, a number of tentative conclusions
have evolved. These are summarized as follows:

I. The "near-far" problem for the direct sequence spread
spectrum, even withoutnarrowband interference, requires an
equalization of receivedsignal power if two or more mobile
stations transntit at once to a single base station. This could
be done, in principle. by restricting transmitter/receiver dis
tances or by controlling the transmitter power levels. It may
be possible to use a direct sequence spread spectrum system
to simultaneously communicate with a number of ships in the
New Orleans area with acceptably low mutual interference
between the spread spectrum signals if a single base station
can be located 30 km or more north or south of New Orleans
to provide nearly equal mobile-to-base distances, thereby
insuring nearly equal received spread spectrum signal powers
at the base station.

2. A practical spread spectrum system requires one
frequency band for base-to-mobile communications and a
second non-overlapping frequency band for mobile-to-base
communications.

3. When a direct sequence spread spectrum system with
a single base station and multiple mobile stations operate in



the same frequency band and geographic area with one or
more conventional narrowband FM land mobile systems,
mutual interference severelyreducesthe rangesof all systems.

4. The use of a small cell configuration for the spread
spectrum stations can reduce the total spread spectrum
interference to FM systems sharing the same frequency band
and geographic area. However, this approach will not reduce
the FM interference to the spread spectrum system.

In orderto verify the preliminaryconclusions, tests were
performed in the New Orleans area. To avert the necessity
of actually radiating a spread spectrum signal, conventional
signals in the 156-162 MHz band were picked up by a test
antenna, downconverted to an intermediate frequency,
amplified, and combined with a direct sequence spread
spectrum signal. The composite waveform was used as the
input to a direct sequence demodulator.

Although the results of these tests have not yet been pub
lished, it is understood that they are consistent with the con
clusions of the earlier NTIA analysis. Again, the negative
results apply only to direct-sequence systems.

3.3.4 Overlay with Television

More than 400 MHz of bandwidth has been allocated to
broadcast television in the United States. Of this, only a
fraction of the potential channel assignments are actually used
in any given city. This condition has already resulted in the
allocation of 470-512 MHz band (channels 14-20) on a shared
basis between television broadcast service and land mobile
service. It is logical to ask whether the television bands might
be shared with one or more spread spectrum allocations.

Preliminary studies on band-sharing between spread
spectrum and television signals were published in 1978 by
Juroshek (71) and Ormondroyd (72). Both studies included
laboratory experiments involving the use of standard TV
receivers and spread spectrum signals. Using a black-and
white TV receiver, Ormondroyd found that spread spectrum
signals generated by modulating an AM signal with a direct
sequence pseudonoisecode caused much lessdegradation than
conventional narrowband AM signals. On the other hand,
Juroshek found that direct sequence spread spectrum signals
produce about the same amount of interference to color TV
as narrowband FM signals of the same level, as long as the
spread spectrum bandwidth is about 2.0 MHz or less. For
spread spectrum bandwidths greater than 6 MHz, spread
spectrum should cause reduced interference relative to
narrowband FM signals, simply because of the TV receiver's
ability to attenuate interference outside of its nominal 6 MHz
passband.

In 1979, Coll and Zervos proposed the use of spread
spectrum techniques for multiplexing digital data with video
in television-based information distribution systems (73). A
laboratory experiment was performed in which the direct
sequence chip rate was 63 times the horizontal scan rate
(63 x 15,734 Hz ~ 991.25 kHz). A spread spectrum level
40 dB below the peak-to-peak video amplitude was used.
Reliable operation of both the television and the data signal
was reported.

3.3.5 JTIDS-A Case Study In Band-Sharing with
Spread Spectrum

The U. S. table of frequency allocations was recently
amended to permit the operation of JTlDS' in the 960-1215
MHz band. Although JTlDS is a Government system, the
process by which its allocation was obtained, as well as the

band-sharing characteristics of the system, are of interest
because they demonstrate the use of a common frequency
band by several independent wideband systems.

The design of JTlDS led to the early definition of a
requirement for 150 MHz of bandwidth and in the range of
200-2000 MHz (3), based on technical and operational
considerations. It was clear that obtaining this much band
width below 2 GHz on a dedicated basis was out of the
question.

JTlDS shares the 960-1215 MHz aeronautical radio
navigation band with TACAN/DME and the Air Traffic
Control Radar Beacon System (ATCRBS), both of which use
pulse signals. JTlDS uses a frequency-hopped signal format
that is designed to minimize emissions in the 1030 MHz and
1090MHz ATCRBS bands. An illustration of the composite
JTIDS spectrum is shown in Figure 10. The 1030/1090 MHz
"notches" in the spectrum are achieved by the elimination
of the corresponding frequency slots from the hopping
sequences, in conjunction with controlled pulse rise and fall
times, continuous phase shift modulation, and sidelobe
filtering of the modulating waveform (3).

JTlDS was found to be compatible with all present and
planned uses of the 960-1215 MHz band, including ATCRBS
monopulse, Discrete Address Beacon System (DABS), Bea
con Collision Avoidance System (BCAS) and the DME por
tion of the Microwave Landing System (MLS/DME), as well
as TACAN/DME and ATCRBS. However, the frequency
coordination process, if it can be called that, was unquestion
ably one of the most expensive ever undertaken. Assuring
compatibility betweenJTIDS and all present and planned uses
of the 960-1215 MHz band entailed approximately 1500hours
of bench tests, 1000hours of flight tests and eight man-years
of analysis (3).

The resulting data were compiled in a 2000 page report
(74). The magnitude of this effort was related partly to the
fact that services protecting the safety of human life were
involved, and partly because JTIDS is one of the first spread
spectrum systems to share a band with such services.

3.3.6 Theoretical Considerations
In designing a SSMA system to operate in a band with

narrowband signals, it is desirable to provide a set of spread
spectrum user codes with the following properties:

1. The interference between spread spectrum users should
be minimal.

2. The interference produced by a narrowband signal at
the worst-case frequency should be minimal.

3. The interference suffered by a narrowband receiver
at the worst-case frequency should be minimal.

These goals place conflicting requirements on the spread
spectrum code set. A practical design thus entails a trade-off.
Consider first a direct sequence system.

Property 1 implies a uniformly low cross-correlation
between different user codes. Properties 2 and 3 imply a
"maximally flat" power spectrum for each code, which. for
rectangular chips, means, in effect, a (sin kf)2/(kf)2 power
spectrum of the type produced when the periodic auto
correlation function has no sidelobes.

That a trade-off is necessary in direct sequence systems
is implied by the Welch bound (75). In any phase-coded sig-

fr Joint Tactical Information Distribution System-See Section
2.3.2.

9-29



'P
'"o

Relative Spectral
Density, dB

o j I

10 I l'

20 I [I

30 I r.

40 I ~

50 I t':

60 I II:

70 I r

80 ' I " I'

i'4
A-""'tl
o.....

960 1030 1090 1215

Frequency, MHz

FIGURE 10
COMPOSITE JTlDS SPECTRUM



nal set, the largestof the cross-correlations or auto-correlation
sidelobes has a minimum attainable value. Specifically, if C,
is the largest cross-correlation in a signal set and C2 is the
largest auto-correlation sidelobe in the signal set, then

C~ax ~ f(M,L)

where

C~ = Max (Cr, C~)

M = number of codes in the code set
L = number of elements (chips) in each code

The particular form of f(M,L) depends on whether peri
odic or aperiodic correlations are being considered. Both
forms result in a positive value of f(M,L) for values of M
greater than I. If uniform spectra are required, then

C2 = 0 and Ct ~ f(M,L).

If low cross-correlations are required, then

et< ~ and ~ > f(M,L).

Thus, it is impossible to achieve uniform spectra (C2 = 0)
and arbitrarily low cross-correlations.

A second derivation of the trade-off between low auto
correlation sidelobes and low cross-correlation in a signal set
was developed by Sarwate (76). This bound has the form

Cr + g(M,L) > C~ L

Sarwate also shows that in any set of L signals, each
containing M = L elements, a requirement for zero cross
correlations implies that the magnitude of the periodic auto
correlation takes on its maximum value for every possible shift
of every signal. That is, C1 = 0 implies RkG) = Rk(O) = L,
for all j and all k. (Here, Rk(j) is the periodic auto-corre!ation
function of the kth sequence.) What can be said about the
spectra of such signals is that they are highly non-uniform,
since uniform spectra imply RG) = 0 for j "* O.

Although such bounds have not been explicitly formu
lated for frequency-hopping systems, it seems likely that a
similar trade-off exists. For example, the so-called "one
coincidence" codes" (77) provide low mutual interference
between FH users while producing a relatively uniform power
spectrum. However, the number of such codes is only equal
to the number of FH channels (i.e., frequency slots). In order
to increase the number of user codes, the original one
coincidence code set can be modified in such a way that low
mutual interference between FH users is preserved, but the
individual modified codes no longer use all available frequency

* So-called because anytwo codes or their time shifted replicas
occupy the same frequency slot during no more than one hop
per code cycle.

TABLE 1
ISM BAND ALLOCATIONS AND USES
CENTER DESIG-
FREQUENCY, MHz TOLERANCE NATION'
13.56 ± 6.78 kHz

27.120

40.680

915

2450

5800

24,125

± 160 kHz

±20 kHz G

±13.0 MHz G

±50.0 MHz G, NG

±75 MHz G, NG

± 125 MHz G, NG

TYPICAL ISM USES (78)

• Commercial Food
Processing

• Medical Diathermy
• Land Transportation Radio Serv.
• Low Power Comm. (under Part 15)
• Commercial Food

Processing

• Commercial Food
Processing

• Medical Diathermy
• Home Microwave Ovens
• Tracking, Telemetry, Control

and Comm. (Government)

• Commercial Food
Processing

• Medical Diathermy
• Medical Research
• Plasma Research
• Microwave Power Transmission

Experiments
• Home Microwave Ovens
• Radiolocation
• Amateur
• Field Disturbance Sensors
• Radlolocation
• Amateur
• Airport Surface Detection

Equipment (Primary)
• Field Disturbance Sensors

TYPICAL NON·ISM USES

• Aeronautical Fixed Service (where
landline comm. Is not available at
en-route stations)

• Class C and D Citizens Band
• Public safety Radio Serv.
• Industrial Redio Servo

• Telemetry from Ocean Buoys
and Wildlife (Secondary)

• Automatic Vehicle Monitoring
Systems (Secondary)

• Field Disturbance Sensors
(Intrusion & Theft Alarms)

• Amateur
• Fixed
• Mobile
• Radiolocation
• Field Disturbance Sensors

• G • (Federal) Government
NG = Non (Federal) Government
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slots (23). Interference to and from conventional narrowband
signals at the worst-case frequency is therefore increased.
Alternately, the number of user codes could be increased while
using every frequency slot once (or N times) in every code,
but mutual interference between FH users would be increased
with respect to the one-coincidence codes.

3.4 Spread Spectrum In the ISM Bands
Frequencies allocated for Industrial, Scientific, and Med

ical (ISM) purposes provide for the unlicensed operation of
devices which use radio waves for the purposes other than
communication. Such devices include, for example, medical
diathermy equipment, industrial heating equipment, and
microwave ovens. Because of the inherent interference
resistance of spread spectrum receivers, it is logical to exa
mine the possibility of operating spread spectrum systems in
these bands.

3.4.1 Current Rules and Practices
There are currently seven ISM bands below 25 GHz, as

shown in Table I. These allocations encompass a total of more
than 526 MHz. They range in width from 13.56 kHz (at
13.56 MHz) to 250 MHz (at 24.125 GHz). Besides accommo
dating ISM equipment operated under Part 18 of the FCC
Rules and Regulations, these bands provide, on a shared basis,
communicationand radiolocation functions as shown in the
last column of Table I. In addition, field disturbance sensors
(e.g., intrusion alarms and theft detectors) and low power
communication devices 8Te operated in certain ISM bands
under Part 15 of the Rules and Regulations. Note also that
most bands are sharedwith FederalGovernment stations or
are allocated to such stations except through coordination with
the FCC.

In general, radiocommunication services and radio
frequency devices operated under Part 15 are required to
accept interference from ISM devices. In addition, radio
communication services in the 890-902 MHz and 928
940 MHz bands, which are adjacent to the 902-928MHz band,
are required to accept ISM interference from devices which
met existing FCC standards on their date of manufacture. The
only operation within the ISM bands that is protected from
interference is Airport Surface Detection Equipment (ASDE)
operating in the 24.-24.25 GHz band.

3.4.1 Characteristics with Respect to Potential Spread
Spectrum Use

The only ISM band below 900 MHz having a significant
bandwidth (if 320 kHz can be called a significant bandwidth)
is the 26.96-27.28 MHz band. However, this band is already
extensively in use as citizens band channels 1-27. As of
February 1980, there were nearly fifteen million licensed
citizens band stations, authorized to operate the range of
26.965-27.405 MHz. In addition, the upper 50 kHz of the
27.12 MHz ISM band is authorized for use by other services,
as indicated in Table I. A small number of Government
stations also operate in this band. The 13.56 MHz and
40.68 MHz bands may find limited spread spectrum appli
cations in special cases wherevery low information ratesare
used.

The 915 MHz ISM band encompasses a total bandwidth
of 26 MHz that appears to have few non-ISM uses, aside from
Government and experimental stations. Although the 902-912
MHz and 918-928 MHz portions of this band are available
to automatic vehicle monitoring systems (on the basis of
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non-interference to Government stations), only one such sys
tem has been operationally deployed in the band. A search
of the FCC frequency listing for this band produced only 35
assignments. otherthanexperimental, ISM·, andGovernment
listings, as of September 2, 1979. A total of 112 unclassified
Government listings (many of which include multiple stations)
were on file with IRAC (Interdepartment Radio Advisory
Committee) as of February 27, 1980. A small number of
classified Government listings were also on record.

The increased path loss and slightly higher equipment
costs for the 915 MHz ISM band (relative to lower bands)
may be of concern to potentialusers. However, the increased
path loss (for transmit and receive antennas of fixed gain) is
primarily relevant to attaining given levels of performance in
the presence of natural background noise and receiver noise.
For interference-limited systems using omnidirectional
antennas, performance is relatively independent of frequency,
since the interferer-to-receiver links will exhibit the same
frequency dependence as the intendedtransmitter-to-receiver
link. Indeed, frequencies in the vicinity of I GHz may be
favorable for such systems, because the external background
noise is low.

Although equipment costs for the 915 MHz band may
be somewhat higher than for lower bands, commercial
communication equipment for the 800 MHz land mobile
bands has been available for some time.

One of the current uses of the 915 MHz ISM band is for
home microwaveovens, althoughmost models operatein the
2450 MHz ISM band. Microwave oven emissions typically
occupy several megahertz of bandwidth. Emission levels up
to 18 dB above one microvolt per meter have been observed
in a 30 kHz bandwidth at a distance of 1000feet from a single
oven, with no intervening obstacles between the oven and the
receiving antenna (79). Since most emissions occupy less than
10 MHz, an upper bound on the total field strength can be
placed at about 18 + 10 log (10 MHz/30 MHz) = 106 dB
above one microvolt per meter at 1000 feet.

The observed interference levels were several dB lower
when outdoor measurements of emissions from home
installed ovens were made (79). Building penetration loss in
the vicinity of 900 MHz is on the order of 10 to 25 dB (80).

The 2450 MHz ISM band (2400-2500MHz) is extensively
used for home microwave ovens and for commercial, medi
cal, and research purposes. In addition, this bandis occasion
ally used for non-ISM purposes by such diverse groups as
industry. local governments, fire, police, railroads, and high
way maintenance services. The FCC Master Frequency List
contained 319 non-Government assignments (other than
experimental and ISM listings) in the 2450 MHz ISM band
as of September 2, 1979. Only nine unclassified Government
assignments were recorded with IRAC as of February 27,
1980.

The 2450 MHz ISM band has also been proposed for the
transferof microwave power from a solar power satellite to
earth (114). If implemented, the total radiated power from
such a system would be on the order of several Gigawatts (cw)
in a beam having a diameter of several kilometers at the
surface of the earth. The beam sidelobes, combined with
scattering in the ionosphere, could make this band unusable
over wide areas.

• ISM equipment must be licensed ifand onlyifitdoes notcomply
with the standards set forth in Part 18 of the Rules and
Regulations.



The principal use of the 5800 MHz ISM band (5725
5825 MHz) is for Government-operated radar systems. As of
February 27, 1980, there were 121 Government assignments
in this band, virtually all of them for radar or radar-related
systems. Only four non-Government listings were on file with
the FCC as of September 2, 1979, exclusive of experimental
and ISM uses.

The 24,125 MHz ISM band (24,000-24,250MHz) is near
the 22,235 MHz water-vapor absorption line and is, for that
reason, better suited to short and medium range applications
than to long range applications. Total atmospheric attenua
tion, under good meteorological conditions, is typically 0.05
to 0.2 dB per kilometer at the surface of the earth (81). The
principal use of this band is for police radar systems. Over
1600 licenses had been granted for non-Government use of
the band (exclusive of experimental and ISM licenses) as of
September 2, 1979. There were only 31 IRAC listings for
government stations as of February 27, 1980. Most of these
are for police radar.

3.5 Alternatives to Spread Spectrum

In order to achieve a complete view of the spread
spectrum issue, it is necessary to recognize thatin somecases,
there are narrowband alternatives to spread spectrum that can
provide most of the benefits of spread spectrum techniques.
It would be impossible to list all of the potential alternatives,
since this would require a study of all potential applications,
present ar:d future. However, a few examples will not be
given. The examples are organized according to the type of
benefit that the alternative technique is intended to achieve.

Privacy. Spread spectrum techniques provide a measure
of user privacy that falls between encryptation and completely
uncoded transmission. There are a number of alternatives.
The simplest is to substitute use of the public telephone sys
tem for radio communications whenever possible. Although
this approach is not entirely "secure" in an absolute sense,
it provides more privacy than uncoded private land mobile
radio. Radio paging is available in most metropolitan areas,
and this service can be used to establish telephone communi
cations when a call originating from a fixed location is placed
to a mobile user. Since the paging signals are coded, they are
not readily intercepted by unsophisticated listeners.

The use of improved mobile telephone service (IMTS)
or advanced mobile phone service(AMPS) also provides some
privacy. Although the transmissions are uncoded, a listener
trying to intercept a call from a particular talker must scan
all the IMTS or AMPS channels. The degree of protection
is somewhat higher in small-cell systems, because a mobile
unit changes channels frequently as it passes from cell to cell.

Finally, it has been possible for some time to purchase
voice communication security units ("scramblers") for use
with conventional mobile transceivers (83).

Discrete Addressing. The discrete addressing feature of

spread spectrum has two benefits. The first of these is priv
acy. which was just reviewed. The second is selectivecalling.
It is important in many applications to be able to automati
cally route calls to particular stations. This feature is included
in all IMTS and AMPS designs, as well as earlier mobile tele
phone systemsand paging systems. Selective callingequipment
is available from the major manufacturers of private land
mobile radio equipment. Selective calling is also available for
certain conventional maritime mobile equipment (84).

Resistance to Multipath Propagation. A primary
manifestation of multipath propagation in narrowband
communication systems is fading. As noted in Section 2.3.1,
certain spread spectrum implementations (as well as simple,
wide-band pulse techniques) can substantially mitigate fad
ing. However, diversity techniques can be used with narrow
band signalingto reduce fading (85). Diversitytechniques have
been only partially successful in mitigating the impact of
multipath errors in narrowband ranging and radiolocation
systems (86).

Spectrum Efficiency. Examples were given in Section
3.2.1 and References 19 and 23 of cases in which spread
spectrum implementations use the spectrum more efficiently
than conventional narrowband implementations. However,
the outcomes of such examples obviously depend on the
particular narrowband implementation with which a spread
spectrum approach is compared. The spectrum efficiency of
some narrowband systems could potentially be improved by
techniques such as trunking, channel-splitting, or the use of
single sideband.

In low data rate microwave FDMA systems where fre
quency tolerances limit spectrum efficiency, a common
frequency reference, coupled with a frequency distribution
system, may be appropriate. In other applications, the use
of ovenized oscillators (instead of temperature-compensated
crystal oscillators) may be justified. However, these alterna
tives are obviously not viable when the frequency tolerances
are due primarily to Doppler shifts.

Resistance to Interference. In some cases, spread
spectrum techniques may offer the most economical approach
to mitigating interference. In other cases, narrowband
techniques, combined with the use of directional antennas,
special filters or interference blanking may be preferable. In
advanced applications, the use of adaptive array antennas may
be justified, with or without spread spectrum. It is also
possible to envision "smart" narrowband feedback communi
cation systems that would automatically detect the presence
of narrowband interference, locate a clear channel, and switch
to the new channel, all without human intervention.

Clearly, the choice between the use of spread spectrum
techniques and narrowband techniques (where such a choice
exists) requires evaluation on a case-by-case basis. The trade
off may affect cost, performance, spectrum efficiency, and
the availability of operational features.
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4. EXAMPLES OF HYPOTHETICAL
IMPLEMENTATIONS

up to this point, a few Government applications of
spread spectrum have been briefly described (Section 2.3.1),
and reference has been made to several non-Government
applications that have been proposed or analyzed: fast
FH/DPSK and FHIFSK for high capacity land mobile service
(Section 3.2.2) and SAMSARS, which uses direct sequence
signaling for maritime distress alerting via satellite (Section
3.2.4). Naturally, it is impossible to predict what new non
Government applications, if any, will be proposed in the
future. However, in order to provide a better grasp of the
variety of potential spread spectrum implementations, two
hypothetical examples of such implementations are presented
in this chapter. These examples are not intended as recom
mendations, but only as illustrations of potential spread
spectrum applications for non-Government services. In
selecting these examples, particular emphasis has been placed
on approaches that have simple implementations. It is recog
nized at the outset that the price of simplicity is often reduced
performance. Nevertheless, there is a limited payoff in con
sidering potential spread spectrum systems having such com
plex implementations that the prospects for their practical
realization in the foreseeable future are small.

4.1 Slow Frequency Hopping with FM Voice

4.1.1 Objectives

This approach would provide privacy, multiple access
without coordination, discreteaddressing, and resistance to
narrowband interference. It would not provide any resistance
to wideband interference.

4.1.2 Potential Applications

In a general context, the applications considered here are
mobile applications where the number of potential users in
a given area sigrtificantly exceeds the number of available
narrow-band channels. For the purpose of illustration, a UHF
citizens band application has evolved as a principal example.
Other mobile applications may be equally appropriate.

4.1.3 Basic Concept

Most late-model citizens band transceivers are based on
the use of low-cost phase-lock loop frequency synthesizers for
channel selection. Low-cost frequency synthesizers are also
used extensively for YHF maritime mobile and aeronautical
mobile transceivers, for IMTS transceivers, and for other
communication equipment. The concept presented here is
basedon the premise that suchtransceivers could be econom
ically modified for slow frequency hopping.

As in conventional signaling, mobiles and base stations
might transmit on the same set of frequencies (as in the present
27 MHz citizens band) or in separate sub-bands separated by
typically three to five megahertz (as in many land mobile sys
tems). The former option generally results in the least
expensive equipment configuration, particularly if direct
mobile-to-mobile operation (without repeaters) is required.
The latter provides for the possibilities of full duplex and
repeater operations.

In a practical implementation, transceivers could provide
the option, by switch selection, of operating in a conventional
mode or in a frequency-hopped mode. This possibility opens
up a second set of system design alternatives, as follows:

1. Provideseparate sub-bands for conventional channels
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and frequency-hopped channels.
2. Allow the same set of channels to be used for con

ventional communications and frequency-hopping.
3. Allow most channelsto be used for either frequency

hopping or conventional communications, but reserve some
channels for FH acquisition sequences.

4. Reserve a separate set of channels for conventional
communications only, as an adjunct to alternative 2 or 3.

Since this is only a hypothetical example, no attempt is
made to analyze the advantages and disadvantages of the var
ious system alternatives. Instead, it has been assumed that
base and mobile transmissions occupy separate sub-bands and
that conventional and FH transmissions are similarly sepa
rated. A hypothetical channelization plan reflecting this strat
egy is shown in Figure lla. Although an allocation in the
912-918MHz band is shown, the basic approach is applicable,
in principle, to any available YHF or UHF band. Figure 11b
shows an alternate frequency plan in which only the FH chan
nels use separate bands for base and mobile frequencies.

Note that mobile-to-mobile transmissions can occur in
two modes: by repeater, or by providing mobile receivers that
can be switched to either the uplink or the downlink band.

4.1.4 Equipment Configuration
Figure 12 shows a simplified block diagram of a con

ventional synthesizer-driven transceiver. This configuration
differs from older designs only in that the carrier and local
oscillator (L.a.) frequencies, instead of being generated by
a separate crystal for each channel, are produced in a low
cost synthesizer using one or two crystals. In some cases, the
synthesizer consists of as few as two large scale integrated
(LSI) circuits, in addition to a few dozen passive elements.
A programmable read only memory (PROM) is sometimes
used to restrict the available channels to those for which the
unit is licensed". In transceivers designed for CB or marine
use, this function can be accomplished in a permanent fashion
by the use of a read only memory (ROM) or by decoding logic
between the channel selector and the synthesizer.

Figure 13 shows how a conventional synthesizer-driven
transceiver design might be modified for frequency-hopping,
It can be seen that this design differs from the conventional
design only in the addition of a "Frequency Controller"
function and a PROM contairting the hopping sequence. The
frequency controller provides for switching the synthesizer
output frequencies according to a PROM·selected FH pattern.
A simplified diagram of the frequency controller is shown in
Figure 14. The PROM contairting the hopping sequence is
cycled through its successiveaddressesby a binary counter,
which is driven at the hopping rate, fHOP. In general, the
number of FH channels may be less than the number of avail
able memory locations in the PROM. In this case, the coun
ter must be augmented with a simple circuit to reset the
counter at the end of each hopping cycle.

When the transceiver is switched from receive to trans
mit (typically, by grounding a push-to-talk line), a reset pulse,
havinga duration of one or morehops, is applied to the coun
ter. This returns the synthesizer to the initial frequency of the
hopping sequence. The hopping sequence then proceeds at a
rate equal to the quiescent frequency of the voltage-controlled
oscillator (YeO). Optionally, a separate crystal-controlled

* The PROMsare programmed by the equipment manufacturer,
not by the user.
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Figure 15-Simplified state diagram for FH transceiver.

ties of current equipment,however, the overall system noise
is often dominatedby SOurces external to the receiver. Man
made background noise in the vicinity of I GHz is typically
on the order of 10 microvolts per meter in a 10 kHz band
width (93,94). At lower frequencies, the level of man-made
noise increases.

The impact of wideband background noise, whether
man-made or natural, will be approximately the same for slow
FH and for conventional narrowband FM systems having
comparable parameters.

4.1.5.2 Interference

Interference from narrowband communication signals
can include co-channel and adjacent channel interference,
intermodulation products, harmonics, spurious emissions and
interference due to spuriousreceiver responses. In addition,
the hypothetical frequency plan (Figure II) shows an allo
cation in the 915 MHz ISM band; in this case interference
from ISM devicescan be anticipated (seeSection 3.4.2). Based
on measured data (79,80) applied with an assumed propa
gation loss of I/R3 to I/R4 and a IS kHz i.f. bandwidth,
it appears that a single 915 MHz microwave oven canproduce
a 3 dB degradation in receiver sensitivity over a maximum
range of about four to twelve miles. This estimate is based
on a typical receiver sensitivity of 0.35 microvolts (EIA
SINAD).

Finally, the FH system will suffer self-interference from
an aggregate of FH signals. Figure 16 illustrates the impact
of two types of interference on a slow FH system. The
horizontal axisrepresents time;the vertical axis represents the
interference levelof the output of the i.f. filter. In Figure 16a,
a hypothetical single narrowband interferer is received near
the center of one of the FH channels. Interference pulses,
having a duration of one hop, are produced whenever the
receiver hops to the channel occupied by the narrowband
interferer. It is assumed that the interferer is not so strong
that it is visible through the stopband of the i.f, filter.
Figure 16 b shows the analogous result for interference from
a single FH signal. In this case, the interference pulses are
of random duration (with a maximum duration of one hop
and an average duration of Y, hop) because the clocks that
control hopping in the receiver and in the interfering trans
mitter are not synchronized.

Receive
(HOP)

Receive
(VAl!)

!ranSlllil:

clock (not shown in Figure 14) could be used to control the
hopping rate during transmissions.

When the transceiver is switched from transmit to receive,
the counter is again reset, returning the synthesizer to the
initial frequency in the hoppingsequence. However,this time
the counter is held in the reset condition until the presence
of a signal is detected on that frequency. At this point, the
counter is enabled and the hopping sequence proceeds. A
phase detector measures the phase error of the yeO output
with respect to the hops of the received signal. This error sig
nal is used to correct the yeO frequency in a conventional
tracking loop. If a signal is detected on each of several
subsequent hops, acquisition is declared. If the signal is absent
on subsequent hops, or if it disappears for a significant
interval after acquisition hasbeendeclared, thecounter is reset
and the receiver returns to the initial frequency in the hopping
sequence to wait for a signal.

A simplified state diagram of the process described above
is shown in Figure 15. In operation, the receiver may
experience several false startsif it encounters interference on
the initial hopping frequency, fo. After each false start, it
returns to fo in search of a valid FH signal.

Note that operating the transceiver in a conventional
(non-FH) mode merely entails controlling the synthesizer from
the channel selector rather than from the FH PROM. In the
FH mode, the channel selector is disabled.

This section has provided a brief description of how a
slow-FH, half-duplex transceiver might be easily implemented.
Alternate implementations are obviously possible. For
example, it might be desirable to use a pseudo-random code
generator instead of a PROM to generate the hopping
sequence. Such an approach would reduce the number of pos
sible hopping sequences, but would facilitate "tuning" the
receiver to any permissible hopping sequence. A very small
amount of added logic could be used to restrict the transmitter
to a particular hopping sequence, if this is deemed necessary
from a regulatory viewpoint.

4.1.5.1 Noise

For the purpose of this report, the term"noise" includes
receiver front-end noise, natural background noise, and
certaintypes of incidental man-madenoise, such as automo
tive ignition noise. Manufacturers of land mobile
communication equipmentcommonly specify receiver noise
in termsof sensitivityrather than noise figureor noise temp
erature. For receivers operating in the 800-900 MHz region,
typical sensitivities range from 0.35 to 0.5 microvolt (across
50 ohms) by the 12 dB SINAD* method. These sensitivities
correspond roughly to noise figures in the range of 9 to 14
dB (see Reference 91). Lower noise figures are obviously feas
ible but probably at increased cost (92). Even at the sensitivi-

4.1.5 Factors Affecting Performance
In conventional FM mobile radio systems, performance

is limited primarily by a combination of noise, man-made
interference and fading. In a slow FH system, some of these
factors have different manifestations. In addition, other
factors, such as synchronization errors, can degradeperfor
mance. The following is a general description of thesefactors.
Specific performance predictions will be presented in Section
4.1.9.

• SINAD = (Signal + Noise + Distortion)/(Noise + Distortion)
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The types of interference depicted by Figure 16 can be
described as co-channel interference. As in conventional
narrowband systems,adjacent-channel interference willalso
occur whenever the interference in Doe or more of the
(hopping) adjacent channels is sufficiently strong. Interfer
ence that is two or more channels removed from the intended
signal can also occur. The approach described here provides
no protection against wideband interference, since, in this
case, each FH channel is subject to interference.

4.1.5.3 Propagation Factors: Fading and Shadowing

The characteristics of land mobile propagation have been
extensively studied and documented (see, for example, Refer
ences 46-49 and 85). One of the outstanding characteristics
of this type of channel is the usual lack of a direct line-of
sight between the base station and the mobile with which it
is communicating. Under this condition, the link is charac
terized by multiple reflected or diffracted paths. The trans
mission coefficient of the channel is modeled as a narrowband
Gaussian stochastic process (95). As a result, the envelope of
a CW signal transmitted over this type of channel is Rayleigh
distributed at the receiver input. The time variations of the
fading envelope are a function of the vehicle speed, measured
in wavelengths per unit time. For example, at 30 miles per
hour a 900 MHz carrier experiences 20 dB fades (relative to
the mean-square level) at an average rate of about II per
second. The average (20 dB) fade duration is about 1.0 ms.

This model may be excessivelypessimistic when a direct
path exists between transmitter and receiver. Under such
conditions, a Ricean fading model (which provides for one
specular component plus a diffuse component) may be more
appropriate.

A particular manifestation of the fading environment as
it relates to slow frequency hopping is that the de-hopped sig
nal level will abruptly change whenever the frequency
difference between successive hops exceeds the coherence
bandwidth of the channel. The coherence bandwidths of land
mobile radio channels vary from 25 kHz to 500 kHz (95), so
this can be expectedto happen often in a FH system occupying
several megahertz of bandwidth. This feature may actually
be desirable, since it limits the length of any fade, even at
low vehicle speeds. Thus, a measure of frequency diversity
is provided.

4.1.5.4 Synchronization Errors
Synchronization errors can degrade the performance of

this FH system in two ways. Figure 17 illustrates the effect
of minor synchronization timing errors. Since the signal will
not be "seen" when the transmitter and receiver are tuned
to different channels, this type of timing error causes the level
of the de-hopped i.f. signal to drop to zero periodically. These
"glitches" occur at the hopping rate. Neglecting the rise and
fall times of the transient wave form associated with the i.f,
filter, the fraction of the signal that is lost in this way is equal
to the timing error expressedas a fraction of the hop duration.
Unless the system is provided with a very fast carrier squelch,
the receiver's audio output will contain noise or interference
during these "glitches." Depending on the hopping rate, the
subjective effect of these periodic audio noise bursts can be
quite distracting. For this reason, some type of fast audio
blanking or squelch may be required.

A more serious type of degration will occur when the
receiver experiences interference over such extended periods
of time that it gives up on trying to maintain synchronization

and goes into the "wait" mode, listening for a signal on the
first frequency of the hopping sequence. The receivermay also
simply fail to acquire the intended signal when it appears.
However, by the time the interference reaches such a severe
condition, the audio output of the receiver will probably have
become unintelligible anyway. Further investigation is needed
to confirm this.

4.1.5.5 Intrinsic FH Self-Noise

The approach described here does not require that either
the transmitter or receiver maintain phase coherence between
hops. Thus, even in the absence of synchronization errors,
external noise, and interference, the audio output of the
receiver willcontain periodic "clicks" that correspond to the
phase discontinuities between hops. Schreiber (10) has shown
that the signal-to-noise power ratio attributable to this
phenomenon is approximately 3{32 (fmTI2) for low hopping
rates. In this expression, which is in good agreement with the
exact result for fmT> 2, the following notation has been used.

{3 ~ modulation index
fm ~ information bandwidth
T ~ interval between hops ~ l/(hopping rate)
For the type of system described here audio SNRs on the

order of 25-35 dB are attainable. However, there is currently
no information available on the effect of this type of noise
on intelligibility or subjective voice quality.

4.1.5.6 Random FM ond Hormonic Distortion

Random RM is an effect caused by random variations
in the complex channel transmission coefficient. It produces
an irreducible amount of low frequency audio noise at the
discriminator output (85). For the type of system under
consideration here, random FM limits the audio SNR to about
26 dB, for vehicle speeds of 55 miles per hour. At lower
speeds, the achievable SNR increases.

Harmonic distortion results primarily from nonlineari
ties in the transmitter and receiver audio sections and from
bandwidth limitations in the receiver's i.f. filter. In conven
tional systems, total harmonic distortion (measured from
transmitter input to receiver output) is less than 15 percent
(97). The effects of random FM and harmonic distortion
should be about the same for FH systems and conventional
systems.

4.1.6 Address Code Design
The problem of constructing frequency-hopping mult

iple access codes having low mutual interference properties
has been considered by Yates (98) and by Einarsson (99). No
attempt will be made to incorporate specific codes into this
example. However, the problem of address code design may
be constrained by implementation considerations. Specifically,
if the receiver must be able to select any valid user address
code (by key pad command, for example) then it may be
desirable to use linear feedback shift register generators to
control the hopping sequences. If the transmitters and
receivers all use fixed codes, such constraints do not exist for
hopping sequences of reasonable length.

4.1.7 Degree of Privacy
One of the potential motivations for considering this

approach is the provision of privacy from unauthorized
listeners. The protection thus provided is not absolute, since
slow FH transmissions can be de-hopped by using a sophisti
cated, frequency-agile receiver or by using a very wideband
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TABLE 2
TYPICAL SYSTEM PARAMETERS

Narrowband FM. with or without FH
5.0 kHz
3D0-3000 Hz
35 Watts
25 kHz
-75 dB
20/s

4.1.9 Performance and Spectrum Efficiency
In virtually all spread spectrum multiple access systems,

there is a trade-off between communication performance and
spectrum efficiency. Indeed, this trade-off is not limited to

spread spectrum multiple access, but is inherent in virtually
any approach to sharing the spectrum in which the possibility
of mutual interference exists. If high levels of interference are
acceptable, then many users can operate simultaneously. If
the tolerable level of interference is reduced to improve
performance, then, for a given system configuration, the num
ber of simultaneous users must be reduced. The issue of cost
is also involved, since increased system complexity can allow
improvements in communication performance for a given
level of interference, or improvements in spectrum efficiency
for a given level of communication performance.

In order to facilitate the exploration of these trade-offs
for the slow FH technique, two Monte Carlo simulations were
developed. The first provides estimates of the statistics of the
r.f. signal-to-interference ratio. The second provides estimates
of the intelligibility of speech resulting from a slow FH sys
tem. Both simulations are described in detail in Appendix C.

The signal-to-interference simulation was a develop
mental effort that was later supplanted by the intelligibility
simulation. Both simulations model the service area as a
circular region having a radius of 30 km. In all cases, the
computed levels of performance refer to a receiver located
in the center of this area. The transmitter with which this
receiver is in communication (or with which communication
is being attempted) is separated from the receiver by a
randomly-selected distance. The distribution of distances has
a density p(X) = X/X~ exp (- X/Xo), where 2Xo is the
mean communication distance. Interfering transmitters have
randomly-selected distances (to the receiver) that correspond
to a uniform averagenumber of interferers per unit area. Both
of these distributions are obviously simplifications. The signal
to-interference simulation measures the probability of attain
ing a given r. f. signal-to-interference ratio. The intelligibility
simulation measures the probability of attaining a given
ar1iculation score. In both simulations, the Longley-Rice
propagation model (46-48) is used to estimate the mean and
variance of the short-term-average signal and interference
levels at the receiver input.

The simulations indicate that it is probably feasible to
provide adequate communication performance with slow
frequency-hopping FM. The spectrum efficiency of this
approach, in terms of the maximum number of active users
per channel over a given geographic area, depends on sev
eral factors, including the mean communication distance and
the degree of adjacent channel interference. Under favorable
conditions, the slow FH technique may be able to accommo
date at least as many users per channel as conventional sys
tems having uniform channel loadings. With less favorable
conditions, conventional systems having uniform channel
loadings will provide better spectrum efficiency than a slow
frequency hopping for a given level of performance.

The estimated maximum number of active users per
channel (in a geographic area having a radius of 30 km), is
presented in Table 3 for various operating conditions, based
on the results of the intelligibility simulation. The first column
represents the attenuation of adjacent and next-adjacent
channel interference relative to co-channel interference. The
second column is the mean distance over which communi
cation is attempted. The third column shows whether the link
is mobile-to-base (MB) or mobile-to-mobile without repeat
ers (MM). The final column represents the estimated maxi
mum number of active users per channel, based on the
assumed requirement for a 90 percent chance of achieving a
word articulation score of 0.75.

0.35 microvolts
(EIA SINAD)

- 80 dB (EIA SINAD)
- 75 dB (EIA SINAD)
-100 dB

SelectiVity:
Intermodulation:
Spurious and Image Rejection:

Transmitters
Modulation:
Peak Deviation:
Audio Passband:
Output Power:
Channel Spacing:
Spurious Outputs:
Hopping Rate:

Antennas
Base: Omnidirectional, 9 dB gain, vertical polarization
Mobile: Omnidirectional, 6 dB gain, vertical polarization

Receiver
Sensitivity:

receiver at close range to the transmitting antenna. Both of
these interception techniques can be made more difficult by
increasing the number of channels or the hopping rate, or
both. However, for the listener with a conventional narrow
band FM receiver (or a frequency-hopping receiver with a
different code) the degree of privacy should be high. Miller
and Licklider (96) have demonstrated that, when speech is
interrupted on an average of at least once per second, and
the interruptions have a duty factor of at least 90 percent,
the result is virtually unintelligible. This implies that a slow
FH system having a hopping rate greater than one per second
and at least 10 channels should provide privacy from
unsophisticated listeners.
4.1.8 System Parameters

Typical parameters for the type of slow frequency
hopping system described here are presented in Table 2. Ob
viously, these figures do not reflect the result of any in-depth
trade-off study. They are presented for the purpose of illus
tration only.

One important pair of parameters not listed in Table 2
is the attenuation of adjacent channel and next-adjacent
channel interference relative to co-channel interference. These
parameters depend on the modulation index, the channel
spacing, the frequency tolerances, the design of the receiver's
i.f. filter and the amount of "splatter" generated by the
hopping process. In the initial simulation runs (Appendix C),
10 dB adjacent channel attenuation and 30 dB next-adjacent
channel attenuation were assumed. (Signals more than two
channels away on a particular hop are assumed to produce
no interference on that hop.) This is representative of what
can be achieved using the least expensive monolithic crystal
or ceramic filters, with channel spacing of 15 to 20 kHz. The
parameters were later changed to 60 and 80 dB, respectively,
to show the performance of more sophisticated crystal filters
and 25 kHz channel spacing. A small number of runs were
performed with 200 dB attenuation of adjacent and next
adjacent channel interference to slow an upper limit on the
gains that could be achieved in this area.
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TABLE 3
ESTIMATED MAXIMUM NUMBER OF USERS PER
CHANNEL FOR INTERFERENCE·LIMITED
OPERATION

Two major results are evident:
(1) The degree of adjacent channel and next-adjacent

channel interference can have a substantial effect on perfor
manceand spectrum efficiency. The simulationrunsthat are
representative of the least expensive implementations show
relatively poor results. Significant improvements in spectrum
utilization couldaccrue if theseminimal implementations are
averted in favor of commercial-quality communication equip
ment with 25 kHz channel spacings.

(2) The maximum number of users per channel is a
function of the mean communication distance.This relation
ship is shown in Figure 18 for mobile-to-base operation and
60/80 dB adjacent/next-adjacent channel attenuation.
Obviously, short communication distances correspond to high
signal-to-interference ratios. Thus, moreusers can be accom
modated per channel for short range communication than for
long range communication. This is true for conventional
narrowband communication systems as well as spread
spectrum communication systems. For conventional narrow
band systems, however. the maximum number of users per
channel at any given time is limited to integer values. (If two
conventional users can be accommodated on one channel over
a given geographic area, than two hundred conventional users
can be accommodated on one hundred channels over the same
area, assuming that all channels are equally loaded. The num
ber of conventional users on a particular channel at a
particular time can only be I. 2. 3, . .. ). Simulationrunswith
one channel indicate that if two conventional users are to share
a single channel. the mean communication distance must be
less than about 2 km for the parameters used here. This is
based on an assumed requirement that the signal-to-co
channel-interference ratio be above 6 dB for at least 90 per
cent of the transmitter locations. Adjacent channel inter
ference is not included. The relatively low degree of frequency
reuse in this case is related to the fact that the transmitters
are deployed randomly throughout the service area. (Higher
degrees of frequency reuse are possible in cellular systems.
but in such systems each channel is available over as little as
14 percent of the service area.)

It can be seen that, for the set of simulation parameters
used here, the spectrum efficiency of the slow frequency
hopping approach, in terms of the maximum number of
simultaneous calls per channel, is comparable to or above the
corresponding level for conventional narrowband systems for
mean communication ranges of about 2 to 4 km. At shorter
ranges, two or more calls per channel can be accommodated
withconventional narrowband systems. At longer ranges, the

Splatter,
dB
Attenuation

10/30
10/30

200/200
60/80
60/80
60/80
60/80
60/80
60/80

Mean
Communication
Distance, km

8.0
4.0
4.0

16.0
8.0
4.0
2.0
4.0
2.0

Type
of
Link
MB
MB
MB
MB
MB
MB
MB
MM
MM

Estimated
Maximum Number
of Users Per Channel
0.3
0.3
1.0
0.5
0.6
0.9
1.4
0.9
1.4

degree of interference suffered by a slow frequency hopping
system limits the number of users for a given level of
performance.

Some caution needs to be exercised in the interpretation
of Figure 18 and the results on which it is based. Specifically,
the implicit comparison of the slow frequency hopping
approach to conventional FM techniques in terms of spectrum
utilization is credible only if both techniques have the same
channel spacing and the same voice quality. It is always
possible to trade voice quality for improved spectrum utili
zation in both techniques by simply reducing the channel
spacing (with or without a concomitant reduction in the modu
lation index). This issue can probably be resolved only by
experiments which would be beyond the scope of this study.

In the absenceof interference. the communicationrange
will be limited by Rayleigh fading and background noise. As
shown in Appendix C, this range will be limited to about
19.3 km (12.1 miles) for 50 percent coverage or 8.3 km
(5.2 miles) for 90 percent coverage, even under favorable
conditions. In Urban areas, the maximum range will be sub
stantially below these values. In the presence of combined
interference. fading. and background noise, the maximum
range will be further reduced.

In summary, it is clear that the slow frequency hopping
approach and the conventional narrowband approach have
different characteristics and may be suited to different
applications. Whether the predicted performance and
spectrum efficiency of the slow frequency hopping approach
arecompatiblewith the needsof varioususergroupsremains
to be seen.

4.1.10 Repeater Operation and Full Duplex Operation

The feasibility of a slow FH voice communication sys
tem does not depend on the use of separate bands for mobile
to-base and base-to-mobile transmissions. Half-duplex
operation can be achieved using a common band for both link
directions. as in the current 27-MHz citizensband. However,
if the uplink and downlink bands are split, the possibility of
repeater operation and full duplex operation is preserved.
Each of these functions may be beyond the economic reach
of the average CB hobbyist, but they may find other applica
tions. Indeed, some types of service may not be practical
without the use of repeaters.

Repeaters receive on the mobile-to-base frequency and
simultaneously transmit on the base-to-mobile frequency, thus
providing for extended-range mobile-to-mobile communi
cation. In a frequency hopping system, it is envisioned that
a repeater would consist of one or more FH receivers and FH
transmitters connected back-to-back and sharing a common
antenna through a duplexer". Other arrangements (such as
retransmitting the entire mobile-to-base band with a wideband
linear repeater) are obviously possible, but are probably not
as efficient. For any repeater arrangement. it may be neces
sary to include a digital code in the beginning of each mobile
transmission addressed to the repeater. This would provide
for immediateactivation of the repeater in response to mo
bile transmissions addressed to it, while allowing the repeater
to ignore other transmission.

• The ability of a duplexer to accommodate frequency hopping
will depend onthe separation between thetransmit andreceive
bands and on the bandwidth over which the transmitter is
hopped. The bandwidths of current commercially available
duplexers rangefrom a few hundred kilohertz or less to a few
megahertz.
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The use of repeaters to extend communication perfor
mance would degrade spectrum efficiency, since a single
mobile user occupies an uplink and a downlink simultane
ously. This is also true for conventional systems.

Full duplex operation would allow two users in mutual
communication to talk simultaneously, telephone-style, at the
expense of increased equipment cost and decreased spectrum
efficiency. Again, each full-duplex link requires two
simultaneously-active transmitters instead of one.

4.2 Sensor Systems Using Homodyne
Detection

One of the significant practical disadvantages of spread
spectrum systems is the requirement for acquisition and
synchronization of the spread spectrum waveform. In appli
cations where the transmitter and receiver (for a given link)
are co-located. this requirement may be mitigated or averted.
Particular examples of such applications (where conventional
narrowband signals have been used to date) are police radar
and commercial microwave intrusion detectors. Both types
of system have the basic configuration shown in Figure 19.
A CW signal is radiated, and reflected returns are detected
by using a small fraction of the transmitted signal as a local
oscillator signal. The result is an audio waveform having a
frequency equal to the Doppler shift of the object from which
the reflection was produced. Reflections from stationary
objects result in dc components, which are ignored.

The minimum assigned bandwidth required by this type
of system depends almost entirely on the frequency tolerance
of the oscillator used to produce the transmitted signal.

Microwave intrusion detectors provide surveillance of an
area or volume around the sensor or in a particular direction
relative to the sensor. They normally operate under Part 15
of the Rules and Regulations.

One disadvantage of this type of intrusion detector is its
susceptibility to false alarms resulting from reflections from
unprotected areas (adjoining rooms or buildings, for exam
ple) and from radio frequency interference (106). In personnel
detection radar designed for military applications. these limi
tations have been mitigated by applying wideband modula
tion to the transmitted signal (107).

Figure 20 illustrates a hypothetical application of such
techniques to a commercial intrusion detector. This con
figuration differs from the one shown in Figure 19 in that
provision has been made for frequency-hopping the trans
mitted signal at a fast rate. In addition, the reference signal
has been delayed by an amount .i. The frequency difference
between adjacent hops is assumed to be large with respect to
the maximum Doppler shift, but small with respect to the
transmitter's center frequency.

On any particular hop, the transmitted signal is:

0< t < T

k = -n, -n + 1, ... 0.1, ... n
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where T is the duration of one hop and com is the angular fre
quency difference between adjacent hopping "channels." For
a specular reflector at a range r, the received signal is of the
form:

cos [wo(t - 2r/c) + kwm(t - 2r/c)]
cos [wot + kwmt - (2r/c)(wo + kWm)],

2r/c < t < T + 2r/c

The reference signal is proportional to

cos [wo(t - .i) + kWm(t - .i)] • .i < t < T + .i

The output of the low pass filter is then

cos [wo(.i - 2r/c) + kwm(.i - 2r/c)l.
max(2r/c•.i) < t < T + min(2r/c,.i)

cos [wo(.i - 2r/c)] for nWm « Wo

For l.i - 2r/cl « T, the output of the low pass filter
is a sinusoid at the Doppler frequency. Wd = 2rwo/c. For
T < l.i - 2r/cl. the received signal and the reference signal
differ by a multiple of wm• so the resulting sinusoid is above
the cutoff of the low pass filter. The receiver is insensitive
to such returns. For 0 < l.i - 2r/cl <T. the output of
the mixer consists of the samples of a sinusoid at the
Doppler frequency interrupted by samples of sinusoids at
frequencies above the cutoff of the low pass filter. Since the
sample rate is equal to the hopping rate (which is much greater
than 2Ifdl), the output of the low pass filter is a sinusoid at
the Doppler frequency having an amplitude proportional to
I - l.i - 2r/cllr. The receiver also exhibits reduced sensi
tivity to narrowband interference or interference from other
sensors, since such sources produce only short pulses at the
mixer output.

Example

Let a = 100 ns, fH = )/T = 5.0 MHz.
The maximum sensitivity of the sensor to returns of a

fixed amplitude occurs at r = c.i/2 = 50 ft. At ranges
between zero and SO ft, the sensitivity increases monotoni
cally with increasing range for returns of a given amplitude.
For ranges greater than 50 ft, the sensitivity monotonically
decreases out to a maximum range of C(T + .i)/2 = 150 ft.

Analogous examples can be produced for intrusion
detectors based on direct sequence techniques.

The extension to police radar is obvious. The FCC has
received numerous complaints about jamming of these devices
by motorists (113). The addition of spread spectrum capa
bilities would appear to be an economically viable long-term
approach to this problem.
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5. SPREAD SPECTRUM DEVELOPMENT AND
IMPLEMENTATION: COSTS AND RISKS

In this section, a number of potential negative impli
cations of spread spectrum technology will be addressed.
These include: the risk of increased interference to conven
tional users, the difficulty of monitoring and the economic
burden on the spread spectrum user.

5.1 The Risk 01 Increased Interference

Current users of the spectrum are likely to be concerned
about potential interference from spread spectrum signals.
Obviously, it is no more possible to give general a priori
assurances on this issue with spread spectrum than with
conventional modulation techniques. Proposed modes of
operation will have to be evaluated individually to assess their
potential for interference. However, it is reasonable to expect
that well-conceived spread spectrum applications will be able
to evolve with acceptably low levels of degradation to exist
ing services.

5.1.1 In-Band Interference

The most severe type of interference will occur when
conventional receivers share a band with spread spectrum
transmitters. For continuous direct sequence emissions, the
fraction of the received spread spectrum power falling into
the receiver passband may be as high as B1F/Rc' where B1F
is the IF bandwidth and Rc is the spread spectrum chip rate.
For example, if B1F ~ 10 kHz and R, = 10 MHz, the
isolation between the interferer and the receiver is only 30 dB.
This assumes that the receiver is tuned to the center frequency
of the spread spectrum signal, that B1F is large with respect
to the code repetition rate (but small with respect to the chip
rate, Rc) and that the interfering signal is not so strong as
to cause nonlinear amplification prior to the IF filter. Such
a low degree of isolation would clearly be unacceptable for
some applications. On the other hand, it might be acceptable
for satellite applications in which the received power levels
are constrained to narrow range or for terrestrial applications
involving very low spread spectrum power levels or very low
spread sprectrum duty cycles, for example.

In-band interference from frequency hopping signals can
take several forms, depending on the system parameters and
the ratio of signal power to interference power (65). When
the FH interference power at the receiver input is not greatly
larger than the power of the intended signal (so that inter
ference occurs only when the spread spectrum "hops into"
the IF passband of the victim receiver) and the hopping rate
is low compared to the IF bandwidth, interference will take
the form of short pulses. During each pulse, the signal-to
interference ratio at the IF output will be equal to the signal
to-interference ratio at the receiver input. However. for a sin
gle FH interferer using N channels equally, this interference
will occur for only a fraction of the time equal to UN. (A
particular FH signal hopping over 100 channels will cause
interference to a particular narrowband receiver only one
percent of the time under such conditions.)

When the interfering FH signal power greatly exceeds the
power of the intended signal, or when fast hopping rates are
used, interference may occur even when the FH signal is not
centered within the IF passband. The interference can result
from sidelobes (i.e .• "splatter") produced by the hopping
process or from sidelobes of the modulation process used to
impose the transmitted information on the FH signal. In
addition, intermittent interference can occur as a result of

intermodulation products generated by the interaction of the
FH signal with other signals in the early receiver stages.

5.1.2 Out-of-Band Interference

Like conventional signals, spread spectrum signals can
cause interference to services operating in adjacent bands. For
direct sequence and fast frequency hopping signals, the major
risk is likely to be from the sidelobes of the spread spectrum
modulation. Sidelobes can be ntinintized by shaping the trans
mitted pulses and by using continuous-phase modulation.
However, these measures are not without economic
consequences and they may. in some cases, degrade the
communication performance of the spread spectrum system.

For well-designed slow PH systems, the hopping sidelobes
can be low with respect to the sidelobes produced by the
information process, particularly when FM is used. Such sys
tems may produce no more out-of-band interference than con
ventional signals.

5.2 Monitoring and Enforcement
Since the Commission is charged with the enforcement

of its Rules and Regulations, the issue of whether to allow
the use of emissions that are difficult to monitor must be
addressed. This issue appears to have a number of major
facets, including the ability to monitor message content and
operational procedures, the ability to monitor technical
characteristics such as radiated power, modulation
parameters, and frequency stability, and the ability to collect
statistical data on spectrum occupancy.

To the extent that any radio system provides privacy from
unauthorized listeners, that system will be more difficult to
monitor for message content and operational procedures than
"clear voice" systems. This does not mean that such monitor
ing will be impossible; only that it will be more costly, more
time-consuming, or less effective than it otherwise would be.
The problem is not new, nor is it in any way unique to spread
spectrum. (See, for example, FCC Dockets 18108, 18261, and
21142, which all relate to digital communication.) Neither is
it limited to systems designed to provide privacy. Clear text
digital transmissions are generally more expensive to moni
tor than voice transmissions simply because of the cost of the
terminal equipment.

The problem of monitoring may be exacerbated,
however, for spread spectrum systems in which the number
of possible user codes is large. As a hypothetical example,
consider a 1.2-MHz band that is channelized at 25-kHz
increments. There are 1200/25 = 48 conventional channels
to be monitored. However, if this bandwidth is used by a
frequency hopping system having the same channel spacing,
the number of possible user codes is 48! ~ 1.24 x 1061, as
suming that each code (i.e., hopping sequence) uses every
channel once and only once. (The number of possible codes
increases if this assumption is relaxed or removed.) Although
it can be argued that constraints on mutual interference would
prevent all of these codes from being available for use, the
point is that the number of possible user codes is so large that
the probability of finding an active user on a randomly
selected code is negligibly small. Similar examples can be
produced for direct sequence signals.

The situation just described could make any type of
monitoring activity impractical if no remedial measures were
available. Rules and regulations would be simply unenforce
able. Unlicensed operations could grow out of control.
Fortunately, however, the Commission has a number of
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options that could be used to significantly mitigate or
eliminate this problem. For example, the Commission could:

I. Use its regulatory powers to allow the sale of equip
ment having a capability for multiple user codes only in cases
where a demonstrated need for such a capability exists.
Restrict the number of codes according to demonstrated need.

2. Require that user codes be assigned on a permanent
basis and not be subject to modification by users.

3. Require the registration of user code assignments with
the FCC.

4. Authorize spread spectrum emissions only for services
in which enforcement problems are manageable without
extensive monitoring.

5. Authorize only spread spectrum techniques that can
be "decoded' usinga conventional wideband receiver at short
range, such as frequency hopping with AM·, frequency
hopped on-off keying, or chirped pulse modulation.

6. Employ specialized monitoring equipment that would
allow a user code to be identified by observing the signal over
a sufficient period of time, along with spread spectrum
receivers having selectable user codes. Allow only techniques
for which such decoding is practical.

In identifying these options, no recommendation is made
as to their suitability for specific cases. The intent is simply
to list a number of rather obvious regulatory approaches that
should be considered. Various combinations of these meas
ures may be appropriate for particular applications.

5.3 Development and Implementation Costs
The ultimate utility of spread spectrum techniques in non

Government applications will depend strongly on economic
factors. The majority of all spread spectrum equipment that
has been designed and produced to date has been intended
for military and aerospace applications. The relatively high
cost of this equipment (typically at least ten to twenty
thousand dollars per user terminal) often reflects requirements
for features such as:

• resistance to intentional jamming and "spoofing,"
• a high degree of information securityI

o interoperability with other equipment,
o survivability and operability in extreme environments,
• power, weight, and volume restrictions, and
o very high reliability.
Although some non-Government applications may

require one or more of these features, the standards for
commercial equipment are not usually as severe as the
standards for military and aerospace equipment. For this rea
son, it is likely that commercial spread spectrum equipment,
if produced in sufficient quantities, could be sold for prices
significantly below the price of comparable military or aero
space equipment.

Because potential non-Government markets for spread
spectrumcommunication equipment tend to be specialized,
poorly defined, or poorly recognized, efforts to design and
develop such equipment on a commercial basis have been
limited.

The development of reliable, absolute cost estimates is
usually an expensive, high-risk endeavor. Prices ultimately
reflect such factors as the market size and market share as
perceived by individual producers, the degree of competition

• Le.. ~ouble sideband AM withcarrier: A3 emission withfrequency
hoppIng.
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in the market, unforeseen development or production
problems, inflation, and other relativelyunpredictable factors.
The detailed development of such absolute price or cost esti
mates would be beyond the scope of this study. Nevertheless,
it is possible to provide a coarse ranking of the likely relative
costs of severalof the spread spectrum concepts that have been
described in this report.

The results of this ranking are summarized in Table 4.
The basis of this table will be discussed in the following para
graphs. The six techniques or system configurations that are
included in the table have been grouped into categories of
high, moderate, and low cost. The order of the entries within
any of these categories is arbitrary except as noted below.
Each of the six techniques was placed in its respectivecategory
on the basis of the likely increase in commercial price rela
tive to the price of comparable conventional narrowband
equipment, not on the basis of absolute price level. This
increase includes the impact of development costs, where
applicable. Production within the next five years is assumed.

The "high" cost category includes configurations that
seem likely to sell for at least 1.8 times the price of compar
able commercial narrowband equipment. The corresponding
factor for "moderate cost" configurations is 1.2 to 1.8, and
for "low cost" configurations, 1.2 or less. The definition of
"comparable' commercial narrowband equipment clearly
requires some subjective judgment.Also, "low cost" config
urations could becomemoreexpensive overthe long rundue
to unforeseen requirements; "high cost" configurations could
become less expensive over the long run in the event of
unforeseen technological breakthroughs. Before taking even
the coarse categorization of Table 4 as a solid ranking, such
risks need to be taken into account.

The basis for the cost/price ranking of each of the six
configurations included in Table 4 will now be discussed.

5.3.1 Fast Frequency HoppinglDPSK

The specific FFH/DPSK technique under consideration
here is described in Section 3.2.2.1. It is potentially one of
the most expensivespread spectrum techniques ever suggested
for use under the regulatory aegis of the FCC. The factors
contributing to this conclusion include the following.

o State ofDevelopment. Although a significant number
of analyses and simulations have been performed, no equip
ment appears to have been developed, even on an experimental
basis. In viewof the uniqueness of the configuration, develop
ment costs could be significant.

o The Need for Digitized Speech. Digital speech
techniques varyin cost, in voice quality and in susceptibility
to transmission errors. However, the least expensive digital
speech techniques providing reasonable voice quality at
30 kbits/s are likely to be more expensive than conventional
analog transmission techniques.

o The Need for Coherent Frequency Synthesis. The
frequency synthesizer (or other waveform generator)
incorporated in the transmitter must be capable of hopping
rates on the order of 105/s. Moreover, the phase of the trans
mitted waveform must remain coherent not just from one hop
to another, but over at least one entire FH code cycle con
sisting, typically, of 16 to 32 hops. This is because the
demodulation technique requires a phase comparison between
chips on successive code cycles.

o The Need for Dynamic Control of the Transmitter
Power. This feature is needed to combat the "near-far"
problem.



TABLE 4
ESTIMATED RELATIVE COSTS OF SIX
SPREAD SPECTRUM CONFIGURATIONS
SYSTEM POTENTIAL
CONFIGURAnON APPLICAnONS

High Cost
Fast Frequency Hopping/DPSK High Capacity Land Mobile
Fast Frequency HopplngiFSK High Capacity Land Mobile

Moderate Cost
Direct Sequence Modems Voice/Data Communications

SAMSARS

Slow FH/NBFM

Homodyne Detectors

Maritime Distress Alerting

Low Cost
Personal Radio Service
Private Land Mobile Radio

Intrusion Alarms
. Police Radar

STATE OF
DEVELOPMENT

Concept
Concept

Fully Developed
and Tested for
Satellite
Applications

Engineering
Models have
been Developed
and partially
tested

Commercial
applications
untested

Tested for
military appli.
cations

• The Number and Type of Components Required for
the Demodulator. Several potential demodulator designs have
been suggested (24). Each of these designs requires, at a mini
mum, multiple bandpass filters and multiple product detec
tors. In typical designs, the number of each of these
components might be on the order of 16 to 32. In addition,
the demodulator requires this number of analog delay lines
or, alternatively, a single tapped delay line having a delay
bandwidth product that is currently near or beyond the state
of the art for charge-coupled devices (CCDs) and surface
acoustic wave (SAW) devices. Furthermore, a yet-to-be
developed technique for rapidly and economically changing
the FH address code is required if the equipment is to be used
in cellular mobile radio systems.

5.3.2 Fast Frequency Hopping/Multilevel FSK
The specific FFH/FSK technique considered here was

described in Section 3.2.2.2. The potential cost implications
are similar to those just described for FFH/DPSK, except that
coherent frequency synthesis is not required, and the demodu
lator configuration is significantly different. The first of these
factors represents a cost advantage for FFH/FSK. The second
probably does not, since the FFH/FSK demodulation tech
nique described earlier would require, in effect, that a spec
trum analysis of the transmission band be performed on each
hop. It has been suggested that this function could be per
formed with charge coupled devices (CCDs) using the chirp
Z transform algorithm (101) but the details of the demodu
lator design do not appear to have been investigated.

It is not clear whether dynamic control of the transmitter
power would be required with this approach. The obviation
of this requirement, together with a successful CCD demodu
lator implementation, could bring this technique into a lower
cost category.

5.3.3 Direct Sequence Modems
The type of equipment configuration to which this section

refers is not as general as the title suggests. Examples of the
specific types of equipment that belong in this category are
described in detail in References 108 and 109. The use of
suppressed clock pulse duration modulation (SCPDM)
provides for voice transmission without digitization. The
processing gain for voice is on the order of 21 dB. Digital
data can be accommodated at rates up to 2.4 kbits/s. This
configuration provides privacyI multiple access and discrete
addressing (up to 2048 user codes). Similar equipment was
used for the maritime VHF tests described in Section 3.3.3.

The current prices of these moderns", in small quanti
ties, could put them in the "high cost" category. However,
the relatively advanced state of development and the basic
design both suggest that there is significant potential for price
reductions in a commercial market environment, should one
develop.

5.3.4 SAMSARS
The SAMSARS (Satellite Aided Maritime Search and

RescueSystem)concept was briefly described in Section 3.2.4.
Direct sequence techniques are applied to low-rate digital data
in order to provide for multiple access andresistance to unin
tentional interference. The SAMSARSconcept has been tested
via satellite,althoughnot from a floatingbuoy, as an opera
tional deployment would require (59).

The total cost of SAMSARS will include the cost of
special-purpose receiversat each of at least three existingsatel
lite ground stations. The way in which the ground station costs
will be passed on to users has not yet been determined. Indeed,
no reliable estimates of the ground station costs has been
developed, although the cost of each receiver (including com
mercial development, testing, and installation) is believed to
be on the order of $250,000. There are similar uncertainties

• About $20,000, depending on the features required.
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in the ground station costs for alternative narrowband satel
lite distress signaling techniques. although the ground station
costs for the narrowband techniques should belower. all other
things being equal.

In 1977. the Intergovernmental Maritime Consultative
Organization (1MCO) Subcommittee on Radiocommunica
tions estimated the cost of various Emergency Position
Indicating Radio Beacons (EPIRBs) that would signal via ge
osynchronous maritime communication satellite (I 10). The
estimate was $1500 for a 1.6-GHz spread spectrum EPIRB
and $1275 for a 1.6-GHz narrowband EPIRB. Although the
basis of these estimates is not clear. their ratio (1.18) would
place the spread spectrum EPIRB in the "low cost" category.
If the cost of the EPIRB alone is considered. this is probably
a legitimate conclusion. However, on the basis of overall sys
tem costs. the SAMSARS concept can reasonably be placed
in the "moderate cost" category.

5.3.5 Slow FH/FM

This concept. as it might apply to non-Government
mobile radio applications. was described in detail in Section
4.1. It could be implemented as a relatively simple modifi
cation of existing transceiver design.

Slow frequency hopping has been applied in a number
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of military designs. including SINCGARS-V (see Section
2.3.2). Target prices for the SINCGARS-V transceivers are
comparable to the current price range for commercial VHF
transceivers for private land mobile applications (I II. 112).

5.3.6 Homodyne Detector Applications

As described in Section 4.2. this concept is also intended
as a simple modification of existingdesigns. The current prices
for commercial microwave intrusion sensors (in small
quantities) range from several hundred dollars to a thousand
dollars or more. In order to qualify for the "low-cost"
category. the cost increment for the improved versions must
be no more than 50 to 200 dollars. It seems quite reasonable
to expect that this target could be attained. considering the
small amount of circuitry that must be added.

5.3.7 Cost Trends

For much of the technology that is used in the implemen
tation of spread spectrum systems. costs have been decreasing
due to the use of new technology and concomitant increases
in productivity. Particular examples are frequency synthesizers
(now used in citizens band "walkie-talkies"), microproces
sors (used in a wide range of consumer applications) and SAW
devices (now used in consumer-grade television receivers).



6. CONCLUSIONS

6.1 General Comments

Spread spectrum techniques cover a wide variety of
potential Government and non-Government applications.
These techniques have been in use long enough to produce
some advocates and some opponents. In any particular
application, arguments can be made for and against the use
of spread spectrum. Advocates and opponents alike will be
able to find information in this report to support their respec
tive cases, since the purpose of this report is not to defend
individual viewpoints-whether general or specific-but to
present a reasonably balanced view of the potential benefits,
costs, and risks of spread spectrum communications as they
might be applied under the FCC's regulatory domain.

The preparation of this report covered a time span of
roughly nine months. The amount of original work that can
be performed in such an interval is obviously limited. In
addition, common sense dictates that the length of the final
report not be expanded to an unreasonable size by the
inclusion of large quantities of material that are already avail
able in open technical literature. For these reasons, it was
necessary to focus on limited subject areas, possibly to the
detriment of others. A certain amount judgment is involved
in this process, and the particular areas covered in this report
are likely to interest some readers more than others.

Spread spectrum systems have characteristics that differ
both qualitatively and quantitatively from the characteristics
of conventional narrowband systems. The costs, risks, and
benefits of particular applications can be intelligentlyassessed
only on a case-by-casebasis. Provision for such assessments
already exist within the FCC's rulernaking process. Under this
process, decisions are affected by evaluations performed by
the FCC staff and by comments from users of the spectrum
who have an interest in such decisions. The structure of the
rulemaking process provides for the introduction of new tech
nologies, but tends to discourage or inhibit reckless use of
the spectrum under ill-conceived implementations.

Many potential spread spectrum applications are likely
to be economically unattractive. This factor seems to have
been ignored or minimized in previous studies of non
Government spread spectrum applications. Economically un
attractive technologies are not likely to have significant
constituenciesamong potential user groups and are thus un
likely to become the subject of FCC regulatory proceedings.

Other potential spread spectrum applications may be ec0

nomically feasible, but may make poor use of the spectrum
resources that they would require. The commission should
then be prepared to determine, on a case-by-ease basis,
whether the benefits provided by such applications justify their
inefficient use of spectrum resources. Many of the potential
benefits of spread spectrum technology can be achieved with
more spectrum-efficient narrowband technologies, but a cost
trade-off is likely to be involved. In some cases, it is possible
that particular services, functions, benefits, or levels of
performance can be provided by spread spectrum technology
at a lower cost than with conventional narrowband technol
ogy. However, examples of such cases are not easy to find.
Inothercases, it is possible thatparticular services, functions,
benefits, or levels of performance can only be provided by
spread spectrum or other wideband techniques.

In certain applications, spread spectrum techniques can
make more efficient use of the spectrum than the usual
implementations of narrowband techniques. Such applications

tend to be easier to identify when the information bandwidth
per user is low and the operating frequency is high. They also
tend to result when constraints are placed on the achievable
spectrum efficiency of the narrowband technique with which
spread spectrum is being compared. Examples of such
constraints include the need for guard bands, the existence
of interference, and the use of specific modulation techniques.
Comparisons of alternative modulation techniques or multiple
access techniques must be carefully defined if the results as
to be meaningful.

With these introductory comments, the following
conclusions are submitted on the use of spread spectrum tech
niques for non-Government applications.

6.1.1 Performance and Efficiency ofSpectrum Utilization

A trade-off exists between communication performance
(or radio-location performance) and efficiency of spectrum
utilization in virtually all spread spectrum systems. In the
absence of interference and multipath, spread spectrum sys
tems can achieve about the same levels of performance
attainable with corresponding narrowband systems. However,
such single-link spread spectrum systems make very inefficient
use of the spectrum. As additional spread spectrum links are
added in the same bandwidth, spectrum utilization improves,
but higher signal energy is required to maintain a given
performance level. The continued addition of user links will
eventually increase mutual interference enough to prevent the
attainability of any fixed level of performance, even with
infinite signal energy. Very high levelsof spectrum utilization
can be achieved, but typically at very low levels of perfor
mance. This general concept is presented in quantitative form
in Appendix A.

A second aspect of the trade-off between performance
and spectrum efficiency is that communication techniques
yielding high performance in background noise alone exhibit
higher levels of spectrum utilization (for a given performance
level) than do less-efficient techniques, when applied in a
multiple-access environment. Thus, digital CDMA systems
using powerful forward error correction techniques can pro
vide better spectrum efficiencies than corresponding systems
with only simple coding.

In multiple access systems where all signals are received
with equal average power levels, spread spectrum multiple
access techniques suffer a theoretical disadvantage in their
maximum attainable specttum efficiency relative to CDMA
or TDMA. The disadvantage can be severe when high levels
of performance are required. This statement holds even if
error correction coding of M-ary signalingare allowed. Again,
Appendix A provides a quantitative background for this
conclusion.

Common sense dictates that the utmost care be used in
drawing conclusions about practical systems based on
idealized theoretical models. In particular, the work presented
in Appendix A may be directly applicable only to certain
geosynchronous satellite links and similar applications where
the received signals have relatively uniform power levels and
the frequency tolerances (including Doppler shifts) are
narrow. In such applications, spread spectrum multiple access
techniques typically require more bandwidth and higher power
per user than do TDMA or FDMA techniques.

In applications where received signal powers vary over
a wide range, or where frequency tolerances are significant
(relative to the information rate per user), the trade-off
between CDMA and FDMA must be viewed in a different
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light. Comparisons of this type must be formulated carefully
if the results are to be meaningful. It is often (if not always)
possible to produce comparative examples in which practical
implementations of spread spectrum systems exhibit better
spectrum utilization than the conventional frequency
channelized approach if the performance levels of the two sys
tems being compared are not carefully defined.

A number of previous studies have compared the
spectrum efficiency of spread spectrum with the spectrum
efficiency of conventional FM systems for land mobile
communication systems. In some of these comparisons, the
spread spectrum approach appears to be equivalent to or
somewhat superior to conventional FM systems on the basis
of efficiency of spectrum utilization. In other comparisons,
conventional FM techniques exhibit somewhat better perfor
mance. Such exercises call into question not only the voice
quality for the approaches being compared but also the cost
of the equipment, since the higher cost of spread spectrum
equipment opens the door to other narrowband approaches
(like amplitude-companded SSB) that may be more efficient
in their use of the spectrum than narrowband FM.

One area in which spread spectrum techniques probably
make better use of the spectrum than FDMA techniques is
in the transmission of low-rate data at microwave frequencies
when substantial frequency tolerances (due to oscillator toler
ances or Doppler shifts, or both) are involved. This topic is
explored in further detail in Appendix B. But again, economic
factors are involved. In some of these cases TDMA may prove
to be the most effective approach from the viewpoint of spec
trum utilization, if its typically higher cost (with respect to
FDMA) is acceptable. In the case of simple homodyne detec
tor applications (see Section 4.2) spread spectrum techniques
may be able to provide very high spectrum efficiencies at low
cost.

Another area in which spread spectrum techniques may
be able to improve the utilization of the spectrum is in cases
where use can be made of ISM bands that are relatively
unsuitable for applications requiring guaranteed high levels
of performance. Indeed, since users of the ISM bands are not
nominally protected from interference, it can be argued that
any productive use of these bands frees other spectrum
resources that are needed by applications requiring protection
from interference.

6.2 Costs and Risks

6.1.1 Costs

Most spread spectrum systems can be viewed as conven
tional narrowband systems to which a higher level of
complexity has been added for the purpose of achieving
particular design characteristics. This added levelof complex
ity naturally entails increased cost. In some cases. the cost
increase may be relatively small. A preliminary assessment
of the relative costs of various spread spectrum applications
was provided in Section 5.3.

6.1.1 The Risk of Increased Interference

Current users of the spectrum are likely to be concerned
about the risk of interference from new spread spectrum sys
tems. This will be particularly true if attempts are made to
"overlay" spread spectrum signals on bands that are now used
for conventional signals in the same geographic area. Such
"overlays" may be more acceptable in certain ISM bands than
in bands where users are now protected from interference.
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Even if "dedicated" bands are set aside for spread
spectrum users, these users will suffer interference from one
another. But the impact of such interference is minimized by
the inherent interference resistance of the spread spectrum
approach. The interference potential of any implementation
must be assessed on the basis of the proposed system
parameters.

6.1.3 Monitoring and Enforcement
Spread spectrum techniques can be used to produce sys

tems in which each user has a unique code that underlies his
transmitted signal. It can be difficult or impossible to demodu
late a particular signal without knowledge of its' 'user code,"
and the number of possible user codes can be astronomical.
If the FCC licenses such systems, it will face roughly the same
type and degree of risk that it faces with conventional secure
voice and secure data systems. Some possible measures for
mitigating these risks are listed in Section 5.2.

6.3 Potential Applications
Although it is obviously not possible to predict specific

applications that the FCC will be asked to license, it may be
useful to identify the potential applications that have been
proposed to date. Of these, potential land mobile applications
using fast frequency hopping have dominated in the area
subject to FCC licensing. Although a significant amount of
analysis has been performed in this case, little or no experi
mental activity is evident, and implementations in the near
term seem unlikely, except possibly on an experimental basis.
The prospects for the realization of such systems is weakened
by their potentially high cost, although future technological
breakthroughs could negate this factor.

In the maritime mobile area, direct sequence spread
spectrum signaling is being proposed for emergency signaling
via satellite. This concept has been partially field-tested, and
could 'be implemented in the late 1980's. Direct sequence sig
naling has also been examined for possible use in terrestrial
VHF'maritime mobile applications, but the well-known vul
nerability of direct sequence techniques to nonuniform sig
nallevels (i.e., the "near-far" problem) will work against their
realization in any mobile application that does not involve
relay from geosynchronous satellites or dynamic control of
transmitter powers.·

Aside from these better-known potential applications, the
use of spread spectrum may be proposed in areas that have
not previously received such attention. Near-term applications
are likely to involve low-cost techniques like slow frequency
hopping, the modification of homodyne sensors to provide
a spread spectrum capability, chirp radar or chirp radio
location systems.
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APPENDIX A:

SPECTRUM EFFICIENCY OF SSMA

where E is the energy of a transmitted symbol. The effective
total noise power density is

where No is the background noise power density. Solving
equation (2) for So and substituting into equation (I) yields

N' _ N = (M - I)E
o 0 BT

where
M = number of simultaneous SSMA links
R = information rate per link
B = total system RF bandwidth
q = information content of one symbol (bits)
T = symbol duration

(3)

(2)

(1)

+ ;TINo
-E-

which implies

[
N'

~ = q E
O

-

S _ (M - I)E
0- BT

Although other measures of spectrum efficiency have
been suggested (AI6), this one has been used frequently
(A5,A6). By this definition, ~ is approximately the network
information throughput per unit bandwidth for systems with
low error rates. (The definition will later be modified to reflect
the loss of information due to transmission errors.)

As an elementary observation, it is clear that if M exceeds
the number of the dimensions in the signal space, 2BT, then
there will necessarily be mutual interference between the var
ious links, even if all of the links have the same symbol timing
and the relative carrier phases can be perfectly controlled.
Furthermore, as MI2BT = ~l2q increases, the average dis
tance between members of any signal set in the space defined
by 2BT dimensions must decrease. Thus, a relationship
between spectrum efficiency (as defined above) and commu
nication performance would be expected in every case.

As a first step in established relations between perfor
mance and spectrum efficiency, consider the general case in
which each of M distinct OS signals occupies an RF band
width equal to twice the one-sided handwidth, W, of its
baseband code. In the absence of phase synchronization
between the M carriers, the effective dimensionality of the
signal space is then 2WT = BT. Assume further that the M - I
unwanted signals canbe represented as a composite waveform
characterized as an independent noise process, x(t). Then, for
equal signal energies, the one-sided power density of x(t) is
approximately

MR
-B-

A.1 INTRODUCTION
The spectrum efficiency of particular Spread Spectrum

Multiple Access (SSMA) networks has been the subject of a
number of recent papers. For example, Cooper and Nettleton
have analyzed the performance and spectrum efficiency of
a unique frequency-hopping system using OPSK (AI-A5).
Henry (A6) has performed an independent analysis of the
same basic approach (although with different parameters) that
includes spectrum efficiency computations and comparisons.
Frequency hopping with multilevel FSK was analyzed by
Goodman and others (A7).

At a more general level, numerous analyses of SSMA
performance have been published, but usually without refer
ence to spectrum efficiency (A8-AI3). Two notable exceptions
are Costas (AI4) and Cameron (AI5). In some cases, it may
not be possible to derive a simple,closed-form expression for
SSMA spectrum efficiency in terms of the network perfor
mance parameters. In others, such a relationship follows
indirectly from the results of the performance analysis.

Spread spectrum systems are of several basic types. In
direct sequence (OS) systems, each information symbol is
encoded as a pseudo-random sequence that is superimposed
on the carrier phase. In frequency-hopping (FH) systems, the
transmit andreceiver carrier frequencies areswitched at regu
lar intervals according to a pseudo-random pattern. Each
method has advantages and disadvantages, independent of
the multiple access application. Other relative advantages and
disadvantages relate directly to multiple access capabilities.

The purpose of this appendix is to relate SSMA commu
nication performance (in terms of error rate) to spectrum
efficiency. It can be argued that such relations should exist
for any SSMA system. First, let spectrum efficiency be initially
defined as

Summary

The spectrum efficiencies of several spread spectrum
multiple access (SSMA) techniques are examined. Spectrum
efficiency, for the purpose of this paper, is defined as total
network information throughput per unit bandwidth. Results
are presented for fading and non-fading channels. Under
conditions of equal received power levels, direct sequence tech
niques can out perform frequency-hopping techniques. This
conclusion is reversed when one of the interferers is much
more powerful than the desired signal. The spectrum efficien
cies attainable with SSMA are generally low, although SSMA
may provide better spectrum efficiency than FOMA or TOMA
under certain specialized conditions.
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The required error rate, for any given data modulation
technique, determines the required E/No' Also, E/No is just
the signal-to-noise ratio without interference, so both of these
parameters are presumably known. Thus, equation (3) relates
spectrum efficiency to communication performance through
E/No. Note that for large WT, ~ can approach one only if
E/No is large.

As Mazo recently pointed out (AS), this model must be
used carefully, because it embodies the tacit assumption that
the M codes are more or less uniformly distributed over the
available signal space. In particular, if the M codes in use at
any given time are only a subset of a larger number, L, of
assigned user codes, then the errorrate computed from E/No
(whether using a Gaussain noise model or not) will not be a
guaranteed error rate for any M users, but rather an average
error rate over the ensemble of all possible subsets of M codes
out of the total population L.

Note also that, while equation (3) implies that ~ is a dis
crete function of the variables on the right, ~ can, in fact,
only take on discrete values, corresponding to particular
values of M and No. However, it will later become evident
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that, for large M, the values of ~ are so close together that
equation (3) can, for some purposes, be considered to be
continuous.

There are several other noteworthy aspects to equation
(3). Since it contains a term inversely proportional to BT, a
disadvantage is implied for spread spectrum systems. For
narrowband systems, BT ~ 2 (WT ~ 1) and ~ ~ 0.5 for
binary signals in the absence of interference. (Note that ~ can
exceedunity if M-ary narrowband signals are used.) However,
narrowband systems are not resistant to co-channel inter
ference and must generally be multiplexed by frequency. The
requirement for guard bands limits the spectrum efficiency
of Frequency Division Multiple Access(FDMA) to values typi
cally smaller than unity, although FDMA may, in many cases,
offer spectrum efficiency superior to that of SSMA. For large
SSMA systems, BT must be large also, and in this case ~ is
seen to berelativelyindependent of BT. Also, the use of error
correcting codes to increase BT can substantially lower the
required E/No for a given error rate, thus yielding a net
increase in spectrum efficiency.



A.2 DIRECT SEQUENCE

A.2.1 Synchronous Direct Sequence
Since it is usually impractical to synchronize transmitters

to within One code "chip" (spread spectrum code element)
this case is primarily of theoretical interest. It provides an
upper bound on uncoded binary systems, and was treated by
Mazo (AS) in a recent analysis.

The case to be considered here involves the use of M bi
nary phase-shift keyed (PSK) signals of the form

2E
wo

2
(5)

where p2 is the maximum p~ for a set of L codes, each
max IJ

consisting of K binary elements.
The Welch bound does not provide a direct constraint

on the predeteetion SNR, except for the very weak bound

and even this holds only for the code subsets containing Pmax'
It is therefore useful to consider the ensemble of all subsets
of M codes out of the population L. The ensemble average
of P~ will then be close to the arithmetic average of p2. for
a gi~en set of codes as long as M is sufficiently large.'JThe
"typical" predetection SNR is then

(6)
2

(M - l)p2 + No/E

2E

~

- 2
where p2 is the ensemble average of Pij.

The spectrum efficiency is then

where the notation

K-I
Ci(t) ~ E ajS(t - j.:l.)

j=O
where again aj = ± 1. Also, s(t) is the basic "chip" wave
form of length .:I.. The carrier phase of the desired signal is
taken to be zero; the phases of the other signals are assumed
to be uniformly distributed over (0,1.'). The effective dimen
sionality of the baseband signal space is K ~ T/.:1.. Note that
all signals are assumed to be mutually synchronized except
for carrier phase.

where the equality holds for the maximum loading without
interference, i.e., M = K.

where bi = ± 1 and all variables are real. The code sequence
is

M M
~ = 2WT = 2K :!> 0.5

A.2.1.1 Noise-Limited Case
First, let us examine the case where the maximum num

ber of simultaneous links, M, is equal to the number of codes
that have been assigned. That is, all possible users are allowed
to access the network simultaneously. Clearly, if M :!> K, the
M codes canbe chosento be orthogonal, so interference does
not result. The maximum spectrum efficiency is then

A.2.1.2 Interference-Limited Case, Restricted Access
In this case, the condition K < M requires explicit con

sideration of both noise and interference. The M codes in use
at any given time are taken to be a subset of a total popula
tion of L user codes. For example, there may be L = 1000
potential users, of which only M = 500 are allowed simul-
taneous access. '

The receiver correlates the incoming signal against
CiCOS(Wet) (where <P' has been taken to be zero), and uses the
sign of the result as an estimate of bi. The test statistic against
which the bit decisions are made is proportional to

M
y, ~ b, + E biPlicOS<Pi + ni (4)

i~2

where Pij is the normalized cross-correlation

I ITPij = E 0 Cj(t)cj(t)dt

and

nr ~ Cn(t)c, (t)coswetdt

is the noise component at the correlator output. The predetec
tion SNR (power ratio) is

f3 = N~/E - No/E

has been introduced for brevity.
It happens that the Welch bound on inner products (AI9)

was derived by placing a bound on

~here the summation is taken over all i,j. The result is that
p2 is subject to the same bound as p2 . The impact of this
on spectrum efficiency is that max

H y,[ f3LL_-i)+ il
It will now be shown that this bound can be achieved,

at least for integer values of L/K. Consider the following
strategy for assigning M codes out of a population L. Let the
first K codes be orthogonal (Pij = 0). These same codes are
then uniformly re-assigned for the remaining L-K codewords.
Because of the re-use of codewords, ~ax = I. Also,

pz = 0 . Pr (2 randomly seleeted codewords are different)
+ I . Pr (2 randomly selected codewords are identical)

If we consider only values of L that are integer multi-
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pies of K, then the number of times that each of the K
codewords is assigned is L/K. Then it is easily shown that

which is precisely the lower bound on p2 that was
derived above. Since the bound is clearly attainable, at least
in principle, the achievable spectrum efficiency is

~ _y,[ {3(L - I) +1..] ~ Ji. ( UK ) I « K « L
., - L K K 2 UK I

This expression seems to suggest that the spectrum effi
ciency can be increased to any desired value by operating at
low signal-to-noise ratios (which correspond to high values
of {3).

The problem is that in defining ~, a low error rate has
been assumed. At sufficiently low SNRs, ~ is high, but the
amount of information being conveyed is small. This defi
ciency can be corrected by defining

where, as shown earlier, the equality is attainable (for integer
values of M/K, at least) using simple (though not necessarily
practical) code assignment strategies. Using equation (6),

Pe is computed usingthe meansquared cross correlation for
the code population L. It is not a guaranteed error rate for
any particular subset of M codes, but rather an indication of
performance for an "average" set of M codes.

A.l.J.3 Interference-Limited Case, UnrestrictedAccess
In some cases, it may not be possible to limit access to

the network. For this reason, it is interesting to examinethe
results when all assigned user codes are simultaneously active,
I.e., when L = M. Using the arguments put forth in the previ
ous section, the mean squared cross correlation between codes
is subject to the bound

- I (M )p2~M_I K- I

(7)

K<L[ ~ (~ - 1)1_ 1 (l. - I)
K L(L _ I) - L I K

~I = ~(l - HrJ

where HL is the average loss of information per transmitted
bit. That is, for binary signaling,

From which

M
~ = 2K = ({3 + I) / 2

HL = -P.logzPe - Pclog2Pc
-PelogzPe - (I - Pollogz(1 - Pol (8) where, again,

This modification does not account for the impact of
error correction coding (if used) or repeated transmissions in
an ARQ system, but it does allow a more accurate
information-theoretic view of spectrum utilization.

The bit error probability, Pe, can be easily computed if
the interference term E bi Pu cos <Pi in equation (4) is taken to
be a normally distributed random variable, as suggested by
the central limit theorem and the condition of equal received
power levels. Then

I 1.00

where Q(x) = -= e- t 2/ Zdt
,,21£ x

The normal approximation to the bit error rate can be
used to plot spectrum efficiency (~/) in terms of error
probability. The curves ~'(Pe) are shown in Figure Al for
representative values of L/K and E/No. It can be seen that
the spectrum efficiencyrisesrapidly as the error rate is allowed
to rise above 10- 3. The curves extend only to bit error rates
of 0.10, since this approaches the useful limit for practical
systems.However, the curves continueto riseto a maximum
theoretical efficiency at error rates of about 0.4. At such high
error rates, the upper family of curves (L/K = 2) peaks at
about 0.88, while the lower family of curves(UK = 00) peaks
at half that value. It is reasonable to question whether such
high efficiencies could ever be attained in a practical system
because the overhead associated with error detection and
correction is not included in fl'.

In using Figure AI, it is important to keep in mind that

As before, ~I = ~ (I - HrJ can be computed based on
a normal approximation to the interference-plus-noise. This
is shown in Figure A2 as a function of the bit error rate for
E/No = 10 and E/No = 00.

lt is interesting to note that ~ approaches 0.5 from above
as {3 approaches zero. The condition {3 = 0 corresponds to
an absence of interference, and this is a condition that can
occur only for M S K. As noted under the "noise-limited
case," the spectrum efficiency for M = K is precisely 0.5.
For the "restricted access case," M < L. Under these
conditions, a lack of interference cannot be guaranteed for
K = M, since there is a good chance that the M codes select
ed at random out of the population L willnot be orthogonal.
Clearly, increasing the number of potential users, L, over the
maximum number of simultaneous users, M, is not always
beneficial.

A second interesting feature of Figure A2 is that, unlike
Figure I, the maxima OCCUr within a potentially practical range
of error rates. Specifically, the maxima occur for error rates
of about 0.02.

A.2.2 Asynchronous Direct Sequence
In most cases, it is not practical to establish precisetiming

between all terminals in the network. Indeed, one of the
,advantages of SSMA with respect to time division multiple
access (TDMA) is that such network synchronization is not
required for SSMA.

Asbefore,consider thecasewhere M users areactiveout
of a potential user population L. However, in this case, any
interfering code is displaced from the desired code by a
random time delay. In general, neither bit transitions nor the
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chip transitions of the various codes are aligned. The impact
of the non-aligned bit transitions will be examined first.

There are K - I ways in which the bit transition of a
particular interfering signal can fall within the interval
o S t S T, assuming the chip transitions are aligned.
Furthermore, there are 8 possible values of correlator out
put for each of these positions, depending on the signs of the
two interfering bit segments and the "desired" bit. Thus, for
two codes, the number of possible cross correlations is
(K - 1)8 when the bit transitions are not simultaneous. If
the bit transitions are simultaneous, then there are just 4
possible cross correlations, since only one interfering bit
occurs during the "desired" bit. The total number of possible
cross correlations is then (K - I) 8 + 4 = 8K - 4. Each
of these cross correlations is an inner product between two
binary vectors, so the total set of (L9L - I)(8K- 4) such corre
lations is subject to the Welch inner product bound.

2 I [L(L-I)(8K-4) II I
Pmax ~ L(L-I)(8K-4) K - '" K

As noted earlier, this bound also applies to pl. Also 11K

is just the mean squared cross correlation between random
bit streams when the chip transitions betw~n the two
sequences correspond. Thus, the bound on f should be
approachable for I < < K and L < < 2K•

As noted in (A9), the impact of nonaligned bit transitions
is to reduce the mean squared cross correlation of the random
sequences from 11K to 2K/3. Thus. the mean predetection
SNR is

2E 2 1M - I No I-I
N~ '" (M - l)p2 + No/E = 3K + 2E

from which

~( N,; _ No) + _1_ '" 3/3
4 E E 2K 4

As before, the efficiency, modified to include the loss
of information in the channel, is ~' = ~ (I - HIJ. As shown
in Figure A3, the efficiency rises with increasing error rate
within the range of "practical" error rates. The maxima of
~, for the two values of E/No plotted in Figure 3, occur at
error rates of about 0.4, yielding a theoretical maximum
efficiency of about 0.66.
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A.3 FREQUENCY HOPPING
Frequency hopping (FH) systems operate by simultane

ously changing the transmit and receive carrier frequencies
at intervals throughout each message. This process can be
visualized with the aid of Figure A4, which is a frequency
versus-time plot for a single frequency-hopping link. Ideally,
multiple links can operate with no mutual interference as long
as their frequency-time plots never overlap. This is obviously
a simplification, sincesomeadjacent-channel interference will
inevitably occur in practical systems.

Because of the difficulty of maintaining the phase co
herence of the carrier from one hop to another, frequency
shift keying (FSK) is often used in FH systems. For the
purpose of this analysis, each FH transmitter sends one bit
per hop using binary FSK. The receiver uses noncoherent
detection to recover the transmitted signal. All signal levels
are assumed to be equal at the receiver input. The effect of
spectral "splatter" is not considered; for the case of equal
signal levels, this simplification can be expected to have a
minor impact. Also, for simplicity, the number of assigned
hopping patterns is taken to beequal to the maximum number
of simultaneous users.

The spectrum efficiency of a FH system, using the
definition of equation (7), is

~' = ~ (I - Hd = ~ (I - Hd (9)

This can be accomplished, in principle, by constructing
the M codes such that on each hop, the 2(M - N) "unlucky"
signals are selected at random out of the population M. The
remaining 2N - M signals are assigned the "preferred"
"noncolliding" sub-channels. Although this may not be a
practical design procedure, it demonstrates that an inter
ference probability (per signal) of 2(M - N)/M is attainable
in principle. Furthermore, by this procedure no "collision"
involves more than two signals. The average error probability
is then

P, = (2N - M)Po/M + 2(M - N)P1/M (10)

~ (2N ~ M)0.5exp (-E/2No) + [2(Mri N)]0.25

where Pi is the bit error probability with i interferers.
Given M, N, and E/No, the values of Pe and ~' can be

determined from equations (8) through (10). The upper set
of curves in Figure AS show ~' as a function of Pe for N =
100. It can be seen that the curves for E/No = 10 and
E/No = 00 are essentially the sarne for 0.015 < Pe. Note that
meaningful values of the curves exist only for integral values
of M, as shown by the staircase function under the E/No =
10 curve. The smooth curves actually represent the envelopes
of discrete functions.

A.3.2 Asynchronous FH
As noted earlier, it is usually not practical to establish

mutual synchronization between all active links in the system.
For asynchronous FH systems, the bit error probability has
been shown to be (Al2).

where J = M - I = number of potential interferers
b = transmit duty factor and
Pi = probability of error with j interferers.

Equations (8), (9), and (11) thus provide for the evalua
tion of P, and ~' given M, N, b, and E/No. The computa
tion is simplified by taking Pe to be 0.5 for 2 S j, This is
reasonable approximation since binary FSK alone is not a
particularly interference-resistant technique. The error rate
for two or more interferers (each having the same power as
the desired signal) can be expected to rapidly approach 0.5.

The lower curves in Figure AS show the spectrum
efficiency (~) of asynchronous FH for E/No of 100 (i.e.,
20 dB) and 10. Again, the variation in ~' due to changes in
E/No is negligible except at low error rates. The maximum
value of ~' is about 0.115 for error rates in the vicinity of 0.18.

where N = BI2R is taken to be the number of sub-channels,
each sub-channel containing a mark frequency and a space
frequency. In systems where the sub-ehannel spacing is greater
(or less) than 2R, equation (9) must be adjusted accordingly.

A.3.1 Synchronous FH
If the hopping of the various links can besynchronized

to a master timing source, then interference between links can
be averted for M S N by assigning nonoverlapping time
frequency sequences to the M users. Again, this condition is
of primarily theoretical interest. The limiting value of ~ for
this case is ~ (M = N) = 0.5. Then the network throughput
per unit bandwidth is

~' (M = N) = ~ (M = N)(l - Hd

= 0.5 [I + Pelog2Pe+(I-Pe)log2(l-PJI
where P, ~ 0.5 exp (-EI2No).

Note that of the NN possible time-frequency trajectories,
only N have been used for the first M = N users. For
N < M S 2N users, interference-free operation can no longer
be guaranteed, but it is still possible to assign a unique hopping
pattern to each user such that 2(M - N) signals suffer
interference on each hop, with all signals suffering interfer
ence for an equal fraction of any long message.

Pe
J ( b)J-i(b)j(J)E 1-- - p.
j =0 N N j J

(11)
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A.4 PERFORMANCE OF ASYNCHRONOUS DS
AND FH IN FADING

A.4.1 Direct Sequence
Fading can be caused by a wide variety of mechanisms.

In some cases, direct sequence systems provide protection
against multipath-induced fading by "resolving" the
individual paths. This strategy can effectively convert a fad
ing channel into a non-fadingchannel, but it requires a mini
mum bandwidth that is inversely proportional to the
difference between the two "most nearly equal" path lengths.

Gardner and Orr, in reference (AW), treated the perfor
mance of a DS SSMA system in which a slow Rayleigh fad
ing envelope is applied as an independent multiplicitive
constant to each signal. Their analysis was extended by
Hanlon and Gardner (10) to include Rician fading and
Rayleigh fading in which the various fading envelopes are cor
related. These two performances analyses can be used to pro
vide simple, closed form approximations for spectrum
efficiency under restricted conditions.

Specifically, Hanlon and Gardner show that the irredu
cible error rate (i.e., the error rate in the absence of back
ground noise) for a DS SSMA system using coherent PSK
through a channel with independent Rician Fading is
approximately

Pe(N
o

= 0) = (M - 1)(1 + CI)exp( -CI)
6K

where CI is the ratio specular to diffuse power. (The corre
sponding expression for Rayleigh independent fading is
obtained by setting CI = 0.) This yields directly

M« L

CI < 2
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Since this expression is based on the error rate in the
absence of background noise, it represents an upper bound
on ~' for the stated conditions. Figure A6 shows ~' (PJ for
CI = 0 (Rayleigh fading) and for CI = I (specular compo
nent and diffuse component having equal power). As might
be expected, the spectrum efficiency in Rayleigh fading
channels is substantially reduced from the corresponding
performance under nonfading conditions. The addition of a
significant specular component does not appear to substan
tially alter this situation. These results obviously do not apply
when the spread spectrum waveform is used to resolve the
multipath signal into individual non-fading components.

A.4.2 Frequency Hopping
The error rate for most one-bit-per-hop binary FH sys

tems can be derived from equation (II) by substituting the
proper expression for Pj, the probability of error given that
j interferers are present. For slow, flat Rayleigh fading,

I
+ B/No

where E is the mean received energy per signal. Also, since
an interfering signal can appear either in the mark or the space
channel (with equal probability),

PI = 0.25 [I + I 1
I + B/No

. As before, Pj is taken to be 0.5 for 2 S j, since even PI
IS greater than 0.25. Using this approximation with equations
(9 and II) yield the ~' (Pe) curves shown in Figure 7. At high
values of B/No, the fading and non-fading FH curves differ
?nly slightly, Under these conditions P, is determined primar
ily by interference, which yields similar values of PI for the
fading and non-fading cases. At lower values of BIN
however, noise induced errors begin to have a substantial
impact, as shown by the lower curve in Figure A7.
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A.5 ERROR-CORRECTION CODING:
FUNDAMENTAL LIMITATIONS

It can be argued that the results presented above are
unduly restrictive because they are limited to binary signaling
without error correction. It is clear that error correction cod
ing can increase the spectrum efficiency of SSMA 'networks
relative to the networks analyzed in the preceding sections.
However, if error correction coding is allowed on SSMA net
works it must also be allowed on the FDMA or TDMA net
works which serve as a basis of comparison.

The Shannon capacity for channels with additive white
Gaussain noise is

where Bc is the RF channel bandwidth allowed to each user
and P is the received signal power. For FDMA, Bc = B/M
and P is the average received power per user. For TDMA,
Bc = Band P is M times the average power for one user.
For SSMA, Bc = B, P is the average power, and No becomes
N.i, as defined earlier.

Thus the total network channel capacities for FDMA,
TDMA, and SSMA are

FDMA: CT = M(B/M)log2(1 + MP/NoB)
TDMA: CT = Blog2(1 = MPAV/NoB)

SSMA: CT = MBlog2 [I + NoB + (~ _ I)P]

= MBlog2 [I + (N;B + M - Ir
1

]

Obviously, the first two expressions are the same. The
best achievable spectrum efficiencies at arbitrarily low error
rates are

FDMA: ~ = MC/B = CT/B = log2(I + MA)
TDMA: ~ = MC/B =; CT/B = log2(1 + MA)
SSMA: ~ = MC/B = CT/B

= Mlog2[1 + (A-l + M - I)-I]
~ M/(M - I) for I « A
.. I for I :S A and I « M

where A = P INoB has been used for brevity. The major
result here is that the maximum spectrum efficiencies for
FDMA and TDMA increase monotonically with M, while the
maximum spectrum efficiency for SSMA decreases asymp
totically to 1.0 for increasing M. This is basically due to the
assumed lack of self-interference in FDMa and TDMA sys
tems. The channel capacities for such systems can theoreti
cally be raised to any desired level by increasing the transmitter
power. Increasing the transmitter power in SSMA systems
quickly results in a point of diminishing returns; the system
becomes interference-limited. Moreover, increasing the num
ber of SSMA users decreases the effective SNR for each user.
For FDMA or TDMA systems, the SNR per user increase as
the number of users increases (assuming that the average pow
er per user and noise power density remain fixed), since adding
users either decreases the bandwidth per user (in FDMA) Or
increases the ratio of peak to average power (in TDMA).

When the number of active users, M, is not constant,
the average network channel capacity can be computed as

00

CT = E CT(M)P(M)
M=O

where P(M) is the probability that M users are active. Under
these conditions it can be shown that SSMA can yield a higher
average network capacity (for a fixed bandwidth, B) when
the average number of active users is low (A17, AI8). This
is due to the assumption that even when few users are active,
each FDMA user can occupy only 11M of the system band
width; each TDMA user can occupy the total system band
width only 11M of the time. If this constraint is removed (by
trunking the available TDMA or FDMA channels, for
example), then it is easily shown that the average SSMA
channel capacity is always below the average TDMA or
FDMA capacity.
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A.6 DISCUSSION
The preceding derivations are designed to provide some

basic constraints on spectrum efficiency under the stated
conditions. In Sections A.I through A.4, the assumption of
a normal predetection distribution of noise-plus-interference
was invoked in order to relate spectrum efficiency to error
rate.

The spectrum efficiency of synchronous networks is
primarily of theoretical interest. Most practical systems
provide synchronizationonly between pairsof terminals that
are communicating with one another. The results given above
for synchronous networks indicate that direct sequence SSMA
provides better spectrum efficiency than frequency hopping
SSMA for the stated conditions. However, part of this
apparent difference in performance is simply due to the
difference in communication performance between coherently
demodulated PSK and noncoherently demodulated FSK.
Furthermore, it is easy to find examples in which frequency
hopping with noncoherent binary FSK outperforms direct
sequence with coherent binary PSK.

Consider, for example, the case in which the received
power levels are no longer equal. Specifically, let

It is easily shown, starting from equation (4) that the
spectrum efficiency for asynchronous OS is reduced from
~ = 3/3/4 to

[M ~~ + ,,]( 3:)
= ~(3:)

In many situations, it is not unusual to find 40 dB
differences between the weakest and the strongest signal.
Taking the hypothetical case of M = 10, " = 1()4, and
No = 0, and requiring fJ = I (a generously high value) we
find

~ = 7.5 X 10- 4

For the slow frequency hopping approach treated above,
the impact of the single strong interferer is restricted to a single
sub-channel (although in extreme cases, splatter from adjacent
sub-channels would also have to be considered). If N = 100,
thena receiver not synchronized to the stronginterferer "sees"
it only one percent of the time. The error rate due to the strong
interference alone is therefore' on the order of S X 10-3,

which has only a second order effect when the total error rate
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is on the order of .02, for example, as in the case of 8
interferers of equal power in a 100 channel FH system. The
spectrum efficiency for FH is then approximately as shown
in Figure A9 for Po = 0.02, or ~' = 0.05. Although this
efficiency may seem quite low, it is almost two orders of mag
nitude higher than the efficiency of asynchronous OS under
the same conditions.

Regardless of spread spectrum modulation technique, it
is clear that the spectrum efficiency of any given SSMA sys
tem will improvewith decreasing signal-to-interference ratio
until the point is reached at which so many errors are being
made that the loss of information throughput overwhelms any
gain in the number of links operating in a given bandwidth.
For binary signals without forward error correction, this point
corresponds to a relatively high error rate. The fundamental
requirement for practical spectrum-efficient SSMA systems
is the ability to operate at low signal-to-interference ratios.
However, expanding the system bandwidth in order to achieve
this goal by conventional spread spectrum techniques is not
typically effective in terms of spectrum efficiency, since the
permissible number of users is roughly proportional to the
bandwidth, all other things being equal. What is needed, then,
is an improvement in basic communication efficiency rela
tive to uncoded binary signaling and the usual spread spec
trum techniques, by themselves, do not providethis, since the
required Eb/No for a given error rate in whiteGaussain noise
is not changed by the addition of spread spectrum modulation.

Any discussion of theoretical spectrum efficiency needs
to be tempered by caveats on practical limitations. For spread
spectrum systems, the attainable performance can be limited
by the requirement for fast acquisition and reliable synchro
nization with economically feasible implementations. TOMA
and FDMA systems also have practiced limitations. TDMA
requires timing gaps to allow for finite propagation delays
and can be expensive to implement. FOMA systems are gener
ally easy to implement but, in practice, are usually not free
of interference. In addition, their spectrum efficiencies are
limited by the guard bands required between channels.
Examples have been produced in which hypothetical spread
spectrum systems provide better spectrum utilization than
conventional frequency-channelized approaches (see Refer
ence A7 and Appendix B). The outcomes of such compatisons
inevitably depend on the particular characteristics and
parameters of the systems being compared. These characteris
tics andparameters, in tum, reflectthepotential cost andcom
munication performance of the two systems. In practical
situations, it may not be meaningful to compare SSMA with
other techniques without specifying particular practical
designs as part of the comparison process. A loss of general
ity in such specific comparisons is inevitable, but this is the
price of improving the reliability of the result.
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solving for the code length, n, yields

i.e., the occupied bandwidth plus twice the tolerance plus Be.
The bandwidth per user is then:

p [i - 1 No ]-1
Ai = T 3il + 2E

(2)
KsR + 2fed + Be

b, + M

The required bandwidth expansion factor, Ks' is deter
minedby the processing gain required to achievea given value
of mean signal-to-noiseratio. The exact relationship between
processing gain and output SNR in a direct sequence SSMA
system depends on the specific set of codes and modulation
technique being used. However, for a system using binary
PSK, in which the codes can be approximated as random bi
nary sequences, Pursley (I) has shown that the mean output
SNR (power ratio) is approximately

B.3 ASYNCHRONOUS DIRECT SEQUENCE
SSMA (CDMA)
Notation
Let M = number of active users

R ~ information bandwidth
K, = bandwidth expansion factor = RF bandwidth/R
d = relative frequency tolerance
No = noise power density
Ai = average output SNR with i active users
p = 1 for noncoherent detection, 2 for coherent detection
B = total bandwidth of channel
bs = bandwidth per user
Be = guard bandwidth at the channel edges for d ~ 0
n ~ number of code chips per code period

Spectrum Utilization

In this case, each user has a unique code. Again, the
frequency errors of the various user terminals are taken to
be independent. All users are assumed to be active simultane
ously in the worst case. All signals are assumed to produce
equal power levels at the receiver input. Here, the total width
of the assigned channel is taken to be:

wherei is the numberof users, n is numberof code chips per
information bit and coherent detection has been assumed. In
general,

n = 2(i - I) [1. - 1.]-1
3p Ai Al

Because the basic phase-shift keying process has a
bandwidth expansion factor of 2, the overall bandwidth
expansion factor. Ks• is 2n.

Thus, given the available output SNR for a single user
(AI), the required output SNR for full system loading (Am)'

B.1 INTRODUCTION
In Frequency Division Multiple Access, guard bands are

used to separate adjacent frequency assignments. If all trans
mitters and receivers are synchronized to a single carrier
source, the guard bands need only compensate for the finite
roll-off characteristics of the channel filters. In the more usual
situation, however, each transmitter/receiver has its own
frequency source. In this case, each guard band must be
expanded to provide for the frequency tolerances.

With Spread Spectrum Multiple Access (SSMA), users
are separated by codes, so only a single pair of guard bands
at the edges of the SSMA channel is required. When frequency
tolerances are considered, SSMA can surpass FDMA in
spectral efficiency, i.e., in the number of usersperunit band
width for a fixed set of system parameters. This statement
can be translated to quantitative terms as follows.

SPECTRUM EFFICIENCY OF
FDMA AND SSMA
NETWORKS:
THE IMPACT OF
FREQUENCY TOLERANCES
AT LOW INFORMATION
RATES

APPENDIX B

Let f j = assigned frequency of the [th carrier
fe = center frequency of the FDMA band
d = relative frequency tolerance of the transmitters
R = information bandwidth
Kf = bandwidth expansion factor = RF bandwidth/R
bf = required bandwidth per user
bg = guard bandwidth per channel in the absence of

frequency errors

Spectrum Utilization

It is assumed that the FDMA band is contiguous and that
its bandwidth, B, is much smaller than its center frequency,
fe· It is also assumed that the frequency errors of the vari
ous user terminals are independent, and there is exactly one
user per channel. The frequency separation between channels
is then:

B.2 FDMA NOTATION

That is, the bandwidth per user is just the occupied
bandwidth plus the two tolerances plus the minimal guard
band, bg.

fi+ 1 - fi = KfR + fid + fi+1d + bg ~ KfR + 2fed + bg

(I)
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( I r:P=I- I- r

The total bandwidth expansion factor, K" is then L times
the "un-hopped" bandwidth per channel, assuming that the
channels are spaced as closely as possible.

It is interesting to apply these results in two hypotheti
cal examples where the information rate is low.

Note that positive solutions exist only for M (KfR + bg)

< K,R + Be, since the opposite condition would imply that
the total required bandwidth for FDMA would be larger than
the total bandwidth for SSMA even with perfect frequency
control.

8.4 SSMA WITH SLOW FREQUENCY HOPPING
For this case, equations (I) through (3) are still valid.

However, a modified approach to determining the required
K, may be needed. For slow-hopping systems, the signal-to
interference ratio can change drastically from one moment
to the next, as the time-frequency slots used by the desired
signal and the interferer briefly "collide." Instead of
describing the system in terms of average SNR, it may be more
meaningful to describe the probability that interference will
occur in a given slot. This is especially significant for the
"equal-signal-levels" model, since any interference can
momentarily render the channel useless. For a single inter
ferer. the probability of this for any particular "state" of the
system is 1/L, where L is the number of channels (shared by
the desired signal and the interferer). For an active user popu
lation M, the probability of interference is:

Example 1

Let us use the following parameters to compare FDMA
with direct sequence SSMA.

d ~ 2 X 10-6 (±0.OOO2'7o)
R = 100 Hz
M = 100 Users
Al = 30 dB
Am 10 dB
Kf = 2
bg = 100 Hz
p = 2 (coherent detection)

Then,

n ~ 2(M - I) [_1 1_]-1 = 333
3P AM Al

The spread spectrum signal bandwidth is then K,R ~

2nR = 66.6 kHz. For convenience, we take the combined
guard bandwidth at the edges of the spread spectrum band
to be equal to the spread spectrum signal bandwidth. Thus,
by equation (3) fo is 261 MHz. The model indicates that at
higher frequencies, SSMA is more spectrum-efficient. The
total required bandwidth at 261 MHz, by either equation (I)
or equation (2), is just over 134kHz, or about I kHz per user.

Example 2
Now consider an asynchronous SSMA system with slow

frequency hopping. Let
P ~ 0.05
M = 100 users
R = 100 Hz
d ~ 2 X 10- 6

Kf = 2
bg = 100 Hz
Be = 4R
Then, by equation (4), L = 1930 channels. The "un

hopped" bandwidth is KfR ~ 200 Hz, so the total spread
spectrum signal bandwidth is 386 kHz. That is,
K, = 386 kHz/loo Hz = 3860.

By equation (3), the break-even frequency is
fo = 900 MHz. The total required bandwidth at this fre
quency is 390 kHz, or 3.9 kHz per user.

Discussion

It can be seen that the factors favoring SSMA over
FDMA are:

(I) Loose frequency tolerances.
(2) Low information rates.
(3) High operating frequencies.
(4) Low marginal cost of transmitter power (relative to

the cost of precision oscillators or TDMA), since SSMA typi
cally requires either increased transmitter power or coding
gain, or both, to combat the combined effects of background
noise and self-interference. This is reflected in the require
ment for direct sequence SSMA that Am < AI' If Am is an
acceptable SNR, then, in a permanently interference-freesys
tem, Al could be reduced to this level. In an SSMA system,
however, the "spread" between AI and Am fixes the relation
ship between the required processing gain and the number of
users.

In comparing SSMA with FDMA, the effect of frequency
tolerances Can be neglected only if the absolute tolerances are
small with respect to the information rate, or if all network

(3)

(4)

for small P

R(K, - KfM) + Be - Mbg

2d(M - I)

L = [I - (I _ Pj<M-l)-lt
l

= M; I

The required number of channels is then

and the system capacity (M), the required bandwidth expan
sion factor (KJ can be estimated. This determines b, as shown
in equation (2).

Break-Even Point

In examining equations (I) and (2), it is clear that both
are linear in fe. d, and R. However, the coefficients of these
variables in b, are smaller than their counterpart in bf by the
factor M. Allowing d and R to remain fixed, the lines b, (fc)
and bf(fc) always intersect at one and only one point for
1< M.

Furthermore, since both slopes are positive, b, < bf
above this point and bf < b, below. Points above the break
even point require less bandwidth per user with SSMA; points
below the break-even point require less bandwidth per user
with FDMA. Analogous results hold if d or R is allowed to
vary with all other parameters constant.

The break-even point is readily found by setting bf = b,
and solving for fc d, or R. For example,
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terminals share a common frequency standard. Otherwise,
ignoring frequency tolerances can bias the trade-off in favor
ofFDMA.
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APPENDIX C

MONTE-CARLO SIMULATION
OF LAND MOBILE RADIO
WITH SLOW FREQUENCY
HOPPING

c.i OBJECTIVES
The purpose of this simulation is to provide a prelimi

nary assessment of the feasibility of using slow FH for land
mobile services. The sensitivity of the model to change in cer
tain parameters is investigated.

C.2 SCOPE
In the development of the simulation models described

here, it soon became evident that the specific parameters of
the models would depend on the type of service being
provided. Because of the potential expense of studying a num
ber of potential types of services in depth, a hypothetical
Citizens Band service was selected for simulation. However,
the basic models described here are easily modified to embody
the characteristics of other services.

C.3 DESCRIPTION OF MODEL
Every meaningful model requires the use of approxi

mations, simplifications, or other constraints. The following
description documents these and provides some comments on
their impact.

C.3.1 Frequency Hopping

One of the basic features of the model presented here
is that all active transmitters are assumed to hop in mutual
synchronism. That is, they are assumed to change channels
simultaneously. In actual operation. the various transmitters
will hop asynchronously. The impact of this simplification
is that it results in a predicted average frequency of inter
ruption (by interference) that is too low. However, it also
results in a prediction of the average duration of each inter
ruption that is too high by the same factor. So prediction of
the average signal-to-interference ratio is unbiased in this
respect. However. the other performance parameter predict
ed in this study - articulation - is based on previously
published empirical evidence (see Section C3.4) so it is hard
to say to what extent, if any. it may be biased by this sim
plification.

No attempt is made to model the hopping codes of the
various transmitters. Instead, each transmitter is assumed to
select a channel at random on each hop. All channels have
a equal probability of being selected by any given transmitter
on each hop. The hops of the various transmitters are statisti
cally independent. This is expected to bean accurate represen
tation for the "average" selection of M active user codes out
of a larger population of K well-designed user codes. For the
worst-case selection of M out of K codes, the performance
predicted by the simulation may be slightly optimistic.

However. most of the simulation runs are based on the use
of 100channels, and this results in an extremely large potential
set of user codes. (Approximately lOO! = 10158 codes, if all
sequences using each channel once and only once per code
cycle are allowed). Thus, the probability of randomly selecting
two codes that are highly correlated is small, unless this code
set is poorly designed.

Hopping rates of I hop per second and 20 hops per
second are investigated. Hopping rates lower than I hop per
second will provide reduced voice privacy and will engender
long synchronization lags, which are unacceptable in real-time
voice communication systems. Hopping rates much in excess
of 20 hops per second may be difficult to implement with
inexpensive synthesizers.

C.3.2 Sources 01 Per10rmance Degradation
The major source of performance degradation is assumed

to be interference from frequency-hopping transmitters.
Sources of degradation that are neglected include:

Background noise
Fading
Interference from other services
Random FM
Harmonic distortion
"Click" noise resulting from the phase discontinuities

between hops
Receiver synchronization errors
In addition, the model neglects the possibility of inter

modulation products generated by the passage of multiple FH
signals through nonlinear circuits. However, the model does
compute the effect of "splatter" from adjacent-channel
interferers and from interferers that are two channels removed
from the intended signal. Splatter resulting from interference
that is more than two channels removed from the intended
signal is assumed to have a negligible impact.

The overall impact of these simplifications obviously bias
the predicted performance in a positive direction. Thus, when
a particular simulation run predicts poor performance, it can
be concluded that the performance of an operational system
would be poor. When the run predicts good results, the only
conclusion is that good performance might be achievable in
an operational system.

C.3.3 Propagation Model
The path losses between transmitters and receiver are

computed by the Longley-Rice propagation model (Reference
A-I). This model predicts the long-term median transmission
loss between points, given parameters such as antenna heights,
terrain irregularity, frequency I and distance. The specific
parameters used in computing transmission loss are presented
in Table C-1.

TABLE C-1
PROPAGATION PARAMETERS
PARAMETER VALUE
Surface Refractivity 301.
Ground Permittivity 15. esu
Ground Conductivity 0.005 mho/meter
Surface Irregularity 90 meters
Fraquancy 915 MHz
Antenna Siting Random (Mobile & Base)
Mobile Antenna Height 2. meters
Base Antenna Height 7. meters
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The values of refractivity, ground permittivity, and
ground conductivity shown in Table C-I are recognized as
"typical" values; transmission loss at 915 MHz is relatively
insensitive to changes in these parameters, except under
conditions of unusual refractivity. Random antenna siting
(with respect to the surrounding terrain) is assumed for both
mobiles and base stations, on the hypothesis that most base
stations would be located in the user's home or office.
Antenna heights (above ground) of 2 and 7 meters are
assumed for the mobile and base, respectively. The surface
irregularity (90m) is typical of hilly terrain.

In order to minimize the cost of running the simulation,
a lookup table of transmission loss versus distance was
constructed. The table covers distances from 1.0 km to
100. km in logarithmically spaced increments of about two
percent. The largest difference in transmission loss between
adjacent entries in the table is 1.0 dB. However, the quanti
zation interval for the most frequently encountered distances
is less than 0.5 dB.

The geographic variability in path loss for a given
transmitter-receiver distance is estimated by ReferenceA-2 as:

"L ~ 6 + 0.55,JdH/L - O.OO4(dH/L)dB

where dH is the terrain irregularity and L is the wavelength.
This value is used to produce a normally-distributed, zero
mean adjustment to the median transmission loss.

For transmitter-receiver separations less than 1.0 km, the
Longley-Rice model is not applicable. Free-space loss is as
sumed for this case, which occurs infrequently in most of the
simulation runs.

The propagation models described above are based
largely on data taken in areas free of urban development. In
a recent paper (Reference C-3), Longley suggested modifi
cations for use in urban areas. The suggested correction to
the median transmission loss (in dB) contains a constant term,
a frequency-dependent term, and a distance-dependent term.
In computing signal-to-interference ratios, only the distance
dependent term is significant, since the other two terms are
the same for the signal and the interference. The distance
dependent term has a negative sign, which impliesthat despite
higher overall transmission losses in urban areas, the trans
mission loss increases with distance at a somewhat lower rate
than in undeveloped areas. However, the overall change in
the rate of fall-off is small for the range of distancesused here.

C.3.4 Antennas and Power Levels

All stations are assumed to have antennas that are
omnidirectional in azimuth and of equal gain. Equal trans
mitter power levels are assumed. Since the system is assumed.
to be interference-limited, no other assumptions about
antenna gains or transmitter powers are required.

C.3.5 Basic Simulation Models

Two basic simulation models have been developed. The
simplest computes the statistics of the RF signal-to
interference ratio for given statistical distributions of trans
mitter/receiver distances over a specified coverage area. The
second model goes one step further and estimates the
intelligibility of the resulting speech based on the pattern of
interruptions, using empirical results by Miller and Licklider
(C-4)

Both models assume that mobile-to-base transmissions
and base-to-mobile transmissions occupy separate, disjoint
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frequency bands. Primary emphasis is on evaluating the
performance of the mobile-to-base links, since, in the absence
of repeaters, mobile-to-mobileoperations would probably also
be conducted in this band, thus making the traffic intensity
higher than in the base-to-mobileband. A few simnlation runs
werealso performed for mobile-to-mobileoperation, although
it is expected that this mode of operation would be of less
importance than it is in the 27-MHz citizens band because of
the discrete-address nature of the system.

C.3.5.1 Signal-to-Interference Model
A simplifiedflow chart of the signal-to-interference simu

lation model is shown in Figure C-1. After the various
parameters have been read in, a random trial is conducted
to select the distance between the receiver and the transmitter
generating the intended signal. Another set of random trials
is conducted to select the distances between the receiver and
all other active transmitters. Next, a random trial is conducted
to select a channel for each active transmitter. The absolute
value of the frequency difference (measured in number of
channels) between the intended signal and each potential
interference is computed and stored. For co-channel inter
ference or interferences within two channels of the intended
signal, the path loss is computed. Finally, the signal-to
interference ratio is computed, ignoring those active trans
mitters that are more than two channels removed from the
intended signal.

This process is iterated 200 times, and the distribution
of the resulting values of RF signal-to-interference ratio is
computed and plotted.

The second simulation model estimates a measure of
speech intelligibility by a procedure that will be described in
the next section. In order to perform these computations it
is necessary to first estimate the total fraction of the voice
message that is interrupted by interference and the average
rate of interruption.

Figure C-2 is a simplified flow chart of the second
simulation model. It should be viewed as a functional
description of the computer program, because some opera
tions deviate slightly from the format of Figure C-2 for
reasons of computational efficiency.

After the parameters are read in, all temporary storage
arrays are cleared. A random trial is then conducted to assign
a channel to each active transmitter. On the flrst pass through
this inner loop, random trials are also performed to select
transmitter/receiver distances. Path losses are computed and
stored so that they will not have to be recomputed on future
hopping trials. The r.f. signal-to-interference ratio (C/I) is
computed and a counter is incremented if the C/I exceeds 6
dB. This is a simplification based on the threshold/capture
characteristics of narrowband FM. It would be a serious
oversimplification if most of the observed C/I values were
in the region of 6 dB, but because the observed trial values
of C/I are spread over a wide range, the approximation should
be acceptable.

One hundred such passes are made through the inner
loop, with the transmitter/receiver distances and path losses
fixed. The result is the number of passes, k, for which
C/I < 6 dB. The fraction of hops for which significant
interference occurs is then k/loo. A count is also kept of the
number of interference bursts, i.e., the number of runs of
interference-contaminated hops. If this count is L, then the
average rate at which interference bursts occur is L/loo times
the hopping rate. These two measures - the fraction of the
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hops on which interference (C/I < 6 dB) occurs and the aver
age number of interference bursts per second are used to com
pute the articulation, based on procedures to be described in
the next section.

This entire process is repeated up to 200 times, with a
different randomly-selected set of transmitterIreceiver dis
tances on each pass. The distribution of the resulting
articulation scores is computed and plotted.

C.3.5.2 Intelligibility Model
The intelligibility of interrupted speech has been studied

empirically by Miller and Licklider (Reference C-4). The basic
measure of intelligibility used in their study is the Harvard
phonetically balanced (PB) articulation test (Reference C-5),
which scores the ability of listeners to correctly interpret
monosyllable words.

Figure C-3 illustrates one result of the Miller and
Licklider study. It shows word articulation scores for speech
interrupted by noise, as a function of "noise-time fraction,"
i.e., the duty factor of the noise. The results of interrupting
the speech I, 10, tOO and )000 times per second are shown.
Although these data are based on periodic interruptions,
interruptions with irregularly spaced bursts of noise yields
essentially the same results.

In order to use the results to predict intelligibility, the
average rate of interruption and the average "noise-time
fraction," or noise duty factor, must be known. Since the
Miller and Licklider results are empirical, some form of
interpolation is required when the rate of interruption and
"noise-time fraction" produced by the simulation do not
coincide with the corresponding values used in the empirical
intelligibility tests. In order to satisfy this requirement, a table
of articulation versus "noise-time fraction" was computed
for each of the four rates of interruption shown in Figure C-3.
Since each series of )00 hopping trials has only 101 possible
outcomes in terms of "noise-time fraction," the size of this
lookup table is 4 x 101 = 404 elements. Linear interpola
tion is used between the empirical data points at each rate
of interruption. For a given noise-time fraction and rate of
interruption, the articulation is estimated by linearly inter
polating between points in the table corresponding to the rates
of interruption that bracket the observation. Rates of inter
ruption below one per second are assumed to produce the
same articulation scores that result for one interruption per
second.

The PB word atticulation test used by Miller and
Licklider is significantly more demanding than several other
scoring methods that have been used (Reference C-6). A PB
word articulation score of 75 percent is deemed to be
acceptable for "typical" communication purposes.

C.3.6 Distribution 01 Transmltter-to-Recelver
Distances

In all of the simulation runs, the receiver is assumed to
be located at the center of a circular region having a radius
of 30 km. Interfering transmitters are assumed to have a
uniform probability of being within any differential area
within this region. In order to account for the fact that mobiles
cannot, in most circumstances, approach within a few meters
of the base station antenna, an interference-free ring having
a radius of l00 meters is created around the receiver. Although
these assumptions are obviously simplifications, they are
sintilar to the ones that were used in a recent analysis by
Torrieri (Reference C-7).

The uniform annular geographic distribution of inter
ferers leads to the distribution of transmitter-to-receiver
distances shown in Figure C-4 for a receiver in the center of
the region.

It is reasonable to expect that the distribution of distances
between the receiver and the transntitter with which communi
cation is being attempted will not be in agreement with Figure
C-4. In particular, users will soon learn that the range of the
system is limited (even in the absence of interference), so it
is unreasonable to assume that the longest distances between
the receiver and the intended transmitter are the most likely
to be attempted. In fact, one would suppose that, after a
certain point, the probability that of user attempting
communication over a given distance will decrease mono
tonically with distance. On the other hand, it is also unlikely
that users will often attempt communication over very short
ranges because a moving vehicle will quickly leave such a
short-range region. These arguments suggest a unimodel dis
tribution communication distances like the one shown in
Figure C-5. The functional form of this distribution is:

p(x) = (x/x~)e-x/xo

where x is the distance over which communication is being
attempted and 2xo is the mean of the distribution.

In an operational scenario, there is likely to be a
significant amount of "coupling" between the number of
interferers and the mean distance over which communication
is attempted. No attempt has been made to model this effect,
and further investigation in this area is needed.

C.3.7 Output Format
The output produced by both simulation models is in the

form of a cumulative distribution function (COF) for each
simulation run. One model estimates the COF of the signal
to-interference ratio; the other estimates the COF of the word
articulation. Each type of COF represents the probability
(taken over the ensembles of transntitter locations and
frequency hops) that the computed variable falls below any
particular value.
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where P= traffic intensity, Erlangs

The results of inserting the simulation-produced estimates
of p(1O < C/I) into this traffic model are shown in Figures
C-17 and C-IS for single-channel and lOO-channel operation,
respectively. It can be seen that, for a 90 percent probability
of achieving a 10 dB C/I ratio, the maximum traffic intensity
is about 0.25 Erlangs for a single channel and 12.5 Erlangs
for a loo-channel frequency hopping system having the
characteristics described above. Thus, the channel-by-channel
version (i.e., nonfrequency hopping) would appear to be about
twice as efficient in its use of the spectrum as the FH version,
based on the simple models used here. This comparison
embodies the implicit assumption that the channels in the
conventional system are loaded equally, on the average.
Constraints that cause the channels to be loaded unequally
(due to regulatory factors, for example) may shift the balance
in favor of the FH approach. In addition, it will be shown
in the next section that the spectrum efficiency of the FH sys
tem improves significantly when the mean attempted
communication distance is reduced.

statistics (in the absence of splatter), although the FH statis
tics suggest slightly interior performance. On the basis of such
a comparison, some degradation should be expected for the
FH system, since the instantaneous channel loadings for FH
are not uniform, as with N equally loaded conventional
channels.

From Figures C-9 through C-15, it is possible to plot the
probability of attaining a 10 dB SII ratio as a function of
the number of active interferers. Such a plot is shown in Figure
C-16. Also shown on this figure are the corresponding points
for the single-channel simulationresults. In both cases, it is
possible to interpolate between the data points using piece
wise linear segments. The largest residual for either case is
about .04. Of course, the continuous line segments are
meaningful only for integer values of M (the number of inter
ferers). Extrapolations of these segments beyond the data
points would seem to be a conservative procedure, since the
probability of achievinga 10 dB C/I ratio must approach zero
asymptotically as M increases. The extrapolations, on the
other hand, show a zero probability of achieving the desired
performance at M = 35 (for one channel) and M = 640 (for
100 channels). The cost of replacing the extrapolations with
simulation results was not judged to be justified, since the
cost of the simulation rises rapidly for large numbers of
interferers if accurate estimates of low-probability events are
required.

A simple traffic model (Poisson arrivals, exponential
message durations) can now be used to predict the probability
of achieving a 10 dB C/I ratio as a function of traffic
intensity. Recognizing that the statement "10 S C/I" has
no meaning unless there is at least one call in progress or about
to be made:

C.4 SIMULATION RESULTS

C.4.1 Signal-to-Interference Simulation Model
All simulation runs on this model are mobile-to-base

runs, with a mean communication distance of 8 km (5 miles).
A hopping rate of one per second is used. "Splatter" from
adjacent-channel interference is neglected in this preliminary
model.

In order to provide a baseline against which to compare
the performance of a frequency hopping system, several runs
were made for a single channel system. The first run, shown
in Figure C-6, provided the COF of the RF signal-to
interference ratiowhen one interferer is present continuously
on the single channel. In order to facilitate interpretation of
the COF, the locations median and the lower decile are
marked on the abscissa by a triangle (V) and a vertical arrow
(f), respectively. This convention will be followed on all of
the graphs.

It can be argued, heuristically, that an RF signal-to
interference ratio of about 10 dB is required for adequate
communications. This rather arbitrary criterion is based on
the threshold of a narrowband FM receiver, which is typically
a few dB below the 10 dB level. Note that the signal-to
interference ratio varies not only with the various trans
mitterlreceiver distances, but also with time (i.e., with
hopping) for any given configuration of transmitter-receiver
distances.

It can be seen from Figure C-6 that for a single channel
and a single interferer, the 10 dB SII criterion was met on
only about 62 percent of the trials. For two interferers on a
single channel (see Figure C-7) this fraction reduces to about
37 percent. For four interferers (see Figure CoS) it is further
reduced to about 26 percent. The implication of this is that
the degree of frequency reuse (by geographic separation)
possible in a conventional narrowband 9OO-MHz system with
the assumed distributions of distance willbe limited. However,
this issue needs to be addressed in more detail, particularly
if the dominant mode of operation in such a system turns out
to be mobile-to-mobile (without repeater).

The results of the signal-to-interference simulation for
a 10000hannei frequency-hopping are illustrated in Figures C-9
through C-15, for 5, 10,20,40, 80, 160 and 200 interferers,
respectively. In computing the signal-to-interference ratio on
each trial, provision must be made for the case in which no
interference occurs, due to a particularly favorable selection
of channels on that hop. In this case, an RF signal-to
interference ratio of 100 dB has been arbitrarily assigned. In
practice, the difference between a 100 dB RF signal-to
interference ratio and an infinite RF signal-to-interference
ratio will not be discernible to the listener. The system will
become limited by noise and distortion long before this point.
Note also that the program used to plot the COFs auto
matically scales the abscissa according to the range of the data
points. Thus, the abscissa scales on the various figures are
generally different.

One result of the runs made on this model is that a single
channel system with two interferers (Figure C-7) and a
loo-channel system with 200 frequency-hopping interferers
(Figure C-15) yield roughly the same signal-to-interference
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C.4.2 Intelligibility Model
The intelligibilitymodel incorporates a number of refine

ments that allow the impact of parameter changes to be
assessed. Specifically, it provides for the hopping rate, the
amount of "splatter," themeancommunication distance, and
the link type (mobile-to-base or mobile-to-mobile) to be set
for each simulation run. All runs are based on a lOO-channel
system.

C.4.2.1 Mobile-to-Base Operation
A tabulation of the principal mobile-to-base simulation

runs and their parameter settings is shown in Table C-2. The
table is self-explanatory except for the column marked
"splatter." The figures in this column represent the assumed
attenuation on the adjacent and next-adjacent channels,
respectively. For example, 60/S0 means that an adjacent
channel signal is attenuated by 60 dB relative to a co-channel
signal and that a signal two channels removed is attenuated
SO dB relative to a co-channel signal. Instead of trying to
group the runs into sets having all but one parameter in
common, the runs will simply be presented in chronological
order.

Figures C-19 and C-20 show the impact of raising the
hopping rate from one per second (Figure C-19; this rate was
also used in the signal-to-interference model) and twenty per
second (Figure C-20; this rate is used for all of the simula
tion runs that follow). For both runs, the mean distance at
which communication is attempted is S.O km (5 miles). The
"splatter" attenuation is assumed to be 10dB and 30 dB for
adjacent and next-adjacent channels, respectively. This is
representative of what can be achieved using channel spacings
of 15 to 20 kHz with the least expensive two-pole monolithic
crystal filters (see, for example, reference C-S).

It can be seenfrom FiguresC-19and C-20 that the impact
of increasing the hopping rate from lis to 20/s is not great
under these conditions. This is primarily because the rate of
interruption is usually low with only 5 interferers, even at
20 hops/s. For low rates of interruption, the dependence of
articulation on interruption rate is small.

Figure C-21 shows the result of increasing the number

of interferers to 20 with all other parameters unchanged.
Although the degradation of performance is clearly visible,
there is still a 91 percent chance of achieving an articulation
score of 0.75 or better.

If the number of interferers is increased to 40 (without
changing any other parameters), the CDF of the word articu
lation score is as shown in Figure C-22. If the criterion for
acceptable performance is a 90 percent chance of achieving
a 0.75 word articulation score, then this run fails to yield
acceptable performance, since the probability of achieving a
word articulation score of 0.75 is only 0.79.

In an effort to determine the effect of the assumed S km
meanattempted communication distance, this parameter was
reduced to 4 km (2.5 miles) and the simulation was re-run
with 20 and 40 interferers (other parameters, except for the
number of trials, were unchanged from the conditions that
produced Figures C-21 and C-22). The results are shown in
Figures C-23 and C-24, respectively. Although some improve
mentis evident, theamountof improvement is notgreat.The
probability of attaining an acceptable articulation score (0.75)
is still below 90 percent for 40 interferers.

In Figure C-25, the "splatter" parameters have been
changed to show the effect of substantially removing splatter.
This accomplished by setting adjacent-channel and next
adjacent channel attenuation to 200 dB. Since the maximum
possible interference-to-signal ratio for a single interferer
(interferer 0.1 km from the receiverand intended signal source
100 km from the receiver) is on the order of 115 dB, there
is no way that a single interferer (or any reasonably likely
combination of multiple interferers) can significantly
contribute to pushing the net signal-to-interference ratio across
the 6 dB threshold unless it is already extremely close to that
threshold with co-ehannel interference alone.

The results of this change are significant, indicating that
the 10 dB/30 dB attenuation figures used in the initial
simulation runs had contributed to a measurable performance
degradation. With 200 dBI200 dB splatter, the lower decile
of the distribution of articulation scores is about 0.84,
compared with 0.73 for the equivalent run with 10/30 splatter.
(Both runs were for 40 interferers.)

TABLE C·2
LIST OF SIMULATION RUNS (INTELLIGIBILITY MODEL)
FIGURE NO. OF NO. OF SPLATTER, MEANCOMM. HOPPING NO. OF LINK

CHANNELS INTERFERERS DB ATTENUAT10N DIST, KM RATE, Is TRIALS DIRECTION
C-19 100 5 10/30 8 1 200 MB
C-20 100 5 10/30 8 20 200 MB
C-21 100 20 10/30 8 20 200 MB
C-22 100 40 10/30 8 20 200 MB
C-23 100 20 10/30 4 20 100 MB
C-24 100 40 10/30 4 20 50 MB
C-25 100 40 200/200 4 20 50 MB
C-26 100 80 200/200 4 20 50 MB
C-27 100 120 200/200 4 20 50 MB
C·28 100 80 80/80 8 20 50 MB
C-29 100 80 60/80 4 20 50 MB
C-3O 100 100 60/80 2 20 50 MB
C-31 100 130 60/80 2 20 50 MB
C-32 100 180 60/80 2 20 50 MB
C-33 100 20 60/80 16 20 50 MB
C-34 100 40 60/80 16 20 50 MB
C-35 100 60 80/80 16 20 50 MB
C-36 100 60 60/80 8 20 50 MB
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TABLE C·3
SIMPLIFIED MOBILE·TO·BASE LINK BUDGET FOR
QUIET RECEIVER LOCATION

C.4.4 Summary of Simulation Results
The simulations described here indicate that it may be

feasible to provide acceptable communication performance
with slow frequency hopping FM. The spectrum efficiency
of such an approach, in terms of number of active users per
channel over a given geographic area depends on the degree

C.4.3 The Impact of Background Noise and Fading

The assumption of interference-limitedoperation is a use
ful mechanism that has been applied in other analyses and
simulations of FH systems. Nevertheless, real systems are
limited in the attached communication range in the absence
of interference. Table C-3 illustrates a simplified 915-MHz
mobile-to-base link budget for a quiet receiverlocation. Based
on the assumed parameters, the maximum permissible path
loss is 155 dB, including a 20 dB fade margin. In order for
this loss to be achieved at 90 percent of the mobile locations,
a maximum range of about 8.3 km (5.2 miles) is predicted
by the Longley-Rice model, based on the parameters shown
in Table Col. This 155dB path loss willbeachieved 50 percent
of the time at a range of about 19.3 km (12.1 miles). Noisy
receiver locations, lower transmitter powers, line losses, and
urban shadowing will all contribute to reduced ranges. Such
range limitations obviously apply to conventional narrowband
systems as well as frequency-hopping systems.

to-base performance (Figure C-29). At 2 km, performance
is substantially improved.

C.4.1.3 Base-to-Mobile Operation

The mobile-to-base and base-to-mobile links in land
mobile radio systems are normally not equivalent, because
the antenna gains and noise levels can differ. However, all
of the simulation runs described above are based on the
assumptions of interference-limited operation, so neither
background noise nor antenna gains are reflected in the
results. Also, the (Longley-Rice) propagation model is recipro
cal with respect to transmitter and receiver antenna heights,
so the uplink and downlink are equivalent in terms of signal
to-interference ratio for a given set of transmitter-to-receiver
distances.

Thus, the results presented above for mobile-to-base
operation are also applicable, in principle, to the base-to
mobile link. In order for this equivalence to hold, however,
it is necessary to imagine the mobile receiver at the center of
the coverage area, with the base station transmitters distri
buted around it according to the density functions describe
for mobile transmitters in Section C.3.7.

175 dB

-148 dBW (.35 NY)
9 dB
5 dB

Receiver Sensitivity:
Receiver Antenna Gain:
Transmit Antenna Gain:
Transmit Power: 15 dBW
Maximum Nonfading Path Loss:
Fade Margin 20 dB
Maximum Peth Loss: 155 dB

8.3 km, 900/0
19.3 km, 50%

C.4.1.1 Mobile-to-Mobile Operation (Without Repeaters)

In order to simulate direct mobile-to-mobile operation,
it is only necessary to generate a new path loss table based
on a lower antenna height at the receiver. This assumes that
all interferers are mobiles. Antenna heights of 2.0 meters were
assumed at both ends of the link. By the Longley-Ricemodel,
this had the net effect of increasing the median path loss by
about 5 dB for distance greater than 1.0 km. For shorter dis
tances, free space path loss is used, so the received power is
independent of antenna height in this range.

The results are shown in Figures C-37 and C-38 for mean
attempted communication distances of 4 km (2.5 miles) and
2 km (1.25 miles), respectively. Both runs are based on SO
interferers and 60/80 dB splatter. At 4 km, the performance
is not significantly different from the corresponding mobile-

The impact of increasing the number of interferers from
40 to SO is shown in Figure C-26. All other parameters are
unchanged from the previous run. The performance at this
level still appears to be acceptable; the lower decile of the dis
tribution is 0.77. When the number of interferers is increased
to 120 (Figure C-27), the lower decile decreases to about 0.63;
there is only an 82 percent chance of achieving an articula
tion score of 0.75. Thus, the maximum number of users for
this case (given the performance constraint stated above) is
between 80 and 120, or about one per channel.

Although this result is encouraging, it is also unrealistic.
The potential cost of developing and producing (I) receivers
with 200 dB selectivity and (2) transmitters with 200 dB
suppression of sideband noise and other spurious emissions,
is likely to dissuade any entrepreneur from undertaking such
an effort, particularly for a consumer-oriented application.

In order to see whether similar results could be attained
with more realistic "splatter" parameters, the adjacent
channel and next-adjacent channel attenuations were changed
to 60 dB and 80 dB, respectively. Simultaneously, the mean
distance over which communication is attempted was restored
to 8.0 km (5 miles) and the number of interferers was set to
80. The results are shown in Figure C-2S. It can be seen that
the combination of changes has put the performance back into
the unacceptable region, since the probability of achieving a
75 percent PB word articulation score is only about 0.76.

The effect of maintaining the 60/80 splatter configura
tion while reducing the mean attempted communication dis
tance 4 km (2.5 miles) is shown in Figure C-29. This run is
comparable to the run displayed in Figure C-26 except for
the increased splatter.

It can be seen that the performance is now back in the
acceptable region; the chance of attaining a 75 percent word
articulation score is about 0.93. Thus, the maximum num
ber of users per channel for this case is again close to unity.

Receiver selectivities of 60 dB (adjacent channel) and
SO dB (next-adjacent channel) are attainable using multipole
crystal filters in conjunction with 25-kHz channel spacing.
However, reducing transmitter sideband splatter to these levels
may require careful design efforts or unusually wide channel
spacings. The impact of receiver-generated intermodulation
products also needs to be investigated.

Additional simulation runs with 60/S0 dB splatter are
shown in Figures C-30 through C-36 for mean communication
distress of 2.0 km through 16.0 km. These results were used
to provide a coarse plot of maximum number of simultane
ous users versus mean communication distance (see Section
CAA).
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TABLE C-4
ESTIMATED MAXIMUM NUMBER OF USERS PER
CHANNEL FOR INTERFERENCE·LIMITED
OPERATION

of adjacent and next-adjacent channel interferences as well
as the mean communication distance. The slow FH approach
may be able to accommodate roughly one active user per
channel under favorable conditions. The degree of adjacent
channel and next-adjacentchannel "splatter" can have a sig
nificant impact on communication performance and spectrum
efficiency. The estimated maximum number of users per chan
nel is summarized in Table C-4 for various operating condi
tions. for 60/80 dB splatter, the estimated maximum number

Splatter,
dB
Attenuation

10/30
10/30

200/200
60/80
60/80
60/80
60/80
60/60
60/80

Mean
Communication
Distance, km

8.0
4.0
4.0

16.0
8.0
4.0
2.0
4.0
2.0

Typa
of
Unk
MB
MB
MB
MB
MB
MB
MB
MM
MM

Estimatad
Maximum Number
of Usars Per Channel
0.3
0.3
1.0
0.5
0.8
0.9
1.4
0.9
1.4

of usersperchannel is plotted versus the mean communication
distance in Figure C-39.
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PROPOSED DIRECT SEQUENCE SPREAD SPECTRUM VOICE
TECHNIQUES FOR THE AMATEUR RADIO SERVICE

J. E. Hershey1

2. CHARACTERIZATION OF THE ISSUE
The issue is the Notice of Inquiry and Proposed Rule

Making General Docket 81-414. The issue proposes to affect
ARS operations in the three frequency bands 50-54 MHz,
144-148 MHz, and 220-225 MHz. This chapter attempts to
collate the facts without comment.

2.1 The Present Status of the Three ARS Bands In
Question

The presently allowed types of modulation in the three
bands (and their sub-bands, where appropriate) are present
ed below per Section 97.61, Authorized frequencies and
emissions, of Part 97 of the FCC's Rules and Regulations.

Type AO emission where not designated may be used for short
durations if required for remote control purposes or
experimental work. Otherexceptionsare presented in Section
97.65, Emission limitations, of Part 97. The maximum autho
rized power input is not to exceed one kilowatt to the plate
circuit of the final amplifier stage of an amplifier oscillator
transmitter or to the plate circuitof an oscillator transmitter
as per Section 97.67, Maximum authorized power, of Part 97.

a number of appendices, writtenin the style of primers, that
explore some of the basic tools of spread spectrum systems.
Finally we have also attempted to review one class of spread
spectrum systems, the DS biphase technique, and we have
suggested an architecture for the ARS. We hope our proposed
architecture will prompt interest, thought, and comment to
help lead to a viable vehicle for ARS experimentation. We
believe that the ARS can make significant contributions to
the study of spread spectrum techniques particularly in the
Code DivisionMultiple Access (CDMA) and local networking
arenas. The ARS has long been recognized as a responsible
and contributing member of the body of radio spectrum users
and has been a consistent source of innovation-a valuable
national asset for furthering technological development in the
radio engineering disciplines.

For the interested reader, there are a number of excel
lent and easily understandable pieces of literature on spread
spectrum. In particularI the following are recommended:
Scholtz (1982), Dixon (19700), Viterbi (1979), AGARD (1973)
and Utlaut (1978). There is even a paper on the subject at
hand: Rinaldo (1980). For further technicalindoctrination see:
Holmes (1982), Dixon (1976b), Scholtz (1977), Pursley (1977),
and Pickholtz el aI. (1972).

Allowed Emissions
Al
A2, A3, A4, AS, FI, F2, F3, F5
AO
Al
AO, A2, A3, A4, AS, FO, FI, F2,

F3, F5
AO, AI, A2, A3, A4, AS, FO, FI,

F2, F3, F4, F5
220 - 225 MHz

Frequency Band
50.0 - 54.0 MHz /
50.1 - 54.0 MHz
51.0 - 54.0 MHz
144 - 148 MHz
144.1 - 148.0 MHz

General Docket 81-414, Notice ofinquiry and Proposed
Rulemaking, proposes allowing the Amateur Radio Service
to use spread spectrum techniques in three bands. This report
reviews the Docket's proposals and the public's reaction,
reviews direct sequence spread spectrum techniques, and
proposes (for purposes of further discussion)a direct sequence
spread system suitable for voice communications.

Key words:
Amateur Radio Service; direct sequence spread spectrum;
General Docket 81-414; spread spectrum

1. INTRODUCTION
Title 47, Section 303 of the US Code sets forth some of

the powers and responsibilities of the Federal Communi
cations Commission (FCC). Among numerous responsibili
ties is ensconced the directive:

.. . the Commission from time to time, as public con
venience, interest, or necessity requires, shall-

(g) Study new uses for radio, provide for experimental
uses of frequencies. and generally encourage the larger
and more effectiveuse of radio in the public interest...

On September 18, 1981, the FCC released a Notice of Inquiry
and Proposed Rule Making under General Docket No. 81-414
which addressed the concept of Amateur Radio Service(ARS)
use of spread spectrum techniques within certain of their
frequency bands. The question has sparked a healthy public
comment both from neighboring band users who profess to
be legitimately concerned over potential interference problems
and members of the ARS who are themselves divided on the
issue or key parts thereof.

The issue is an extremely interesting one as no radiotech
nique is surrounded by more mythology than is spread spec
trum. This class of modulation techniques was swaddled in
secrecyat its inception over threedecadesago and still main
tains its auradespite numerousopen literature examinations
and primers. Essentially, spread spectrum is any technique
that demands a substantially greater spectral domain than that
required by its information baseband. The two most common
techniques are frequency hopping (FH) and direct sequence
(DS). In an FH system members of a wide range of discrete
frequencies are used for short "dwell" timesandthusthe sig
nal appears to hop about through an extended frequency
domain. In a DS system, the relatively narrow spectral base
band is added to a wide spectral pseudorandom (and there
fore deterministic or predictable) digital process. The
baseband energy is thus "spread" over a wide frequency
range.

We have prepared this report in an effort to coalesce the
proposed actions and the public's reactions. We have included

'The author is with the Institute for Telecommunication
Sciences, National Telecommunications and Information
Administration, U.S. Departmentof Commerce. Boulder, CO
80303.
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Double sideband, full carrier

Vestigial sideband

Frequency'

Frequency'
Frequency'

Amplitude
Amplitude

Amplitude

Amplitude
Frequency'
Frequency·

Unmodulated
On-oll keyed teleg,aphy
(no audio Ireq. modulation)

On-oll keyed telegraphy
(amplitude modulated audio
Ireq. or Ireqs.)

Telephony
Facsimile (modulation 01

main carrier directly or by
Ireq. modulated subcarrler)

Television
Unmodulated
Telegraphy (FSK, i.e., one

01 two Ireqs. at any instant)
Telegraphy (on-oll keying 01

a Ireq. modulating audio Ireq.)
Telephony
Facsimile by direct Ireq.

modulation 01 the carrier
F5 Frequency' Television

'Can also be phase modulation.

F3
F4

A5(C)
FO
F1

F2

A3
A4

A2

Table 1. Abbreviated Description of Emission Designators
Emission Main Carrier Transmission Type Other Details
Deslgnalo, Modulallon
AO Amplitude
A1 Amplitude

The above emission designators are described in Table 1
(from the Reference Data for Radio Engineers, 1968, pp. 1-16
and 1-17).

2.2 Brief Comments on the Proposed Changes to the
FCC's Rules and Regulations

The proposed changes are recorded in full detail in
Appendix D. This present section attempts to review, with
comment, the significant aspects of the proposed changes.

The main aspect, indeed the crux of the issue, is that the
FCC has proposed to allow the ARS the use of spread
spectrum techniques in three frequency bands: (1) 50-54 MHz,
(2).144-148 MHz, and (3) 220-225 MHz. What is not
addressed, however, is guidance relative to spread spectrum
genre. The FCC's proposed rules will admit frequency
hopping, direct sequence, time hopping or hybrid spread
spectrum techniques. Further, a method of synchronization
is not specified nor suggested. Rather, the method of
synchronization is merely to be detailed in the station's log
along with the other signal parameters of concern such as
center frequency, code rate, chip rate, and others. Indeed,
the only technical requirements directly affecting the pseu
dorandom portion of the spreading mechanism concern those
"pseudorandom sequences [that] may be used to generate the
transmitted signal." The FCC specifies that only "binary
linear feedback shift register[s]" of particular lengths and
modulo-two added feedback connections be used.

The second, and the only other major aspect, concerns
station identification. The FCC proposes that "identification
in telegraphy shall be given on the center frequency of the
transmission." Identification of a transmitter is a classical
concern of all public radio usage. The FCC's intent is clear
but the specifics are somewhat murky. Does the spread
spectrum station identify itself using spread spectrum
modulation or by a conventional, more nearly universal,
narrowband transmission? If the former, can we expect
someone who is not spread spectrum equipped to identify an
interfering transmitter? If the latter, would it not be better
to agree on a common "check-in" frequency vice the center
frequency of the spread spectrum transmission?

All things considered, it seems, in sum, that the FCC's

proposals are novel and in the best interest of the radio arts;
however, they appear to lack specificity in some critical areas.
The issue is a most complex one as the eqttities involved touch,
at least tangentially, the national security and, more
mundanely, the rights of other radio amateurs of the
"narrowband persuasion." For these reasons, it is perhaps
advisable that any new allowed mode of ARS operation be
carefully posited, evaluated, and rigorously specified at least
in the early phases of its use.

2.3 Concerns
The following report includes most of the concerns

expressed in the public commentaries submitted to the FCC
regarding the General Docket.

1.3.1 FCC Monitoring CapabUity
Interference:A number of persons have expressed worry that
the FCC will have difficulty locating spread spectrum trans
mitters if they interfere with other users. One commentator
stated that because of the "difficulty of detection (of spread
spectrum signals)" there would be a concomitant difficulty
of discerning the source of interference.
Monitoring Message Content: The concerns here are
perceptions that clandestine radios inimical to the national
security might spring up and also that other, less exotic
interlopers, such as business concerns, might arrogate ARS
spectrum by using spread spectrum modulations that are
difficult to monitor.
Cost: One respondent stated his belief that proper implemen
tation of the proposals contained in the Docket might lead
to outlandish expenditures of funds by the Government.

1.3.1 Interference
The 50-54 MHz Band and Channell (54-60 MHz): A num
ber of respondents profess concern that spread spectrum
activities within the 50-54 MHz band might adversely impact
the quality of Channel 2 reception.
Locating Interferers: Concern was expressed that the ARS as
well as the FCC would have significant difficulties in
determining the location and identities of spread spectrum
interferers.
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Repeaters:There is some concern that spread spectrum activity
would adversely affect repeater service especially in the
144-148 MHz band.
Marginal TerrestrialLinks: Concern was expressed that low
power VHF line-of-sight and diffraction paths should be
protected from undue interference related to spread spectrum
activity.
Alert Frequency: It was suggested that the spot frequency of
145.695 MHz be kept clear of spread spectrum energy. This
frequency is used by the Radio Amateur Civil Emergency
Service (RACES) as an alert frequency.
Moonbounce: Much concern was expressed by moonbounce
experimenters in the 144-148 MHz band.

2.3.3 Overlay

The concerns here are the questions of practical
coexistence of spread spectrum transmissions overlaid on
narrowband emissions, i.e., sharing the samespectrum space.
One commentator was concerned that the FM capture effect
might cause the suppression of either the channelized FM
station or the spreadspectrum station. The general Question
of spectrum efficiency, its meaning, and its potentialfor reali
zation for overlaid systems was raised.

2.3.4 Miscellaneous ARS Sensitivities

Some ARS commentators expressed:
a) the view that the proposed shift register codes were

not sufficiently flexible.
b) the view that the spread spectrum privileges should

also be extended to Technician Class licensees.
c) the hope that the FCC would permit international

spread spectrum experimentation in some cases. This point
addresses Article 32 of the Radio Regulations of the
International Telecommunication Union (lTV). Paragraph
2732, Section 2, part (I) of the 1982Edition reads as follows:

When transmissions between amateur stations of
different countries are permitted, they shall be made in
plain language and shall be limited to messages of a
technical nature relating to tests and to remarks of a
personal character for which, by reason of their unim
portance, recourse to the public telecommunications
service is not justified.

As pointed out in the public commentary, Paragraph 2734
(3) does provide as follows:

The preceding provisions may be modified by special
arrangements between the adntinistrations of the coun
tries concerned.

2.4 The General Issues Surrounding OS Spread
Spectrum and the Purpose of This Report

There are five large problem areas that need attention
when considering DS spread spectrum usage:

a) Spectral efficiency
b) the overlay problem
c) the near/far problem
d) synchronization
e) user identification.
We will briefly consider these five items and then out

line what this report will attempt to cover and contribute
towards the resolution of some of these areas.

Spectralefficiency is a measure of the maximum num
ber of users that can simultaneously use a portion of spec
trum. (It is often defined relative to a geographical area.) The
DS spread spectrum method we propose in Chapter 3 is
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designed to exhibit some degree of spectral efficiency. This
is proposed to be attained through the use of Gold codes as
the spreading sequences. A Gold code family is a set of
sequences of bits that possesses bounded crosscorrelations
between the family members. The crosscorrelations are
bounded in the absolute value sense and thus are indepen
dent of bit sense. The Gold code family used has sequences
whose periods are half as long as a data baud of the DATA
stream; the narrowband information which is to be spread.

The overlay problem addresses the compatibility issues
involved with using spread spectrum and narrowband,
channelized communications withinthe samespectrum space
in the same, or in a closely neighboring, geographical area.
Juroshek (1979) and others have studied this problem,
although the DS spread spectrum system that they posited
used a pseudorandom spreading sequence vice a Gold, or
other, short periodic code. This will lead to very distinct and
important differences that must be accounted for in a simi
lar analysis for the proposed system of Chapter 3. This analy
sis has not yet been made for our proposed system, but it is,
in our judgment, worth recounting what Juroshek determined.
Juroshek's analysis indicates that DS spread spectrum over
lay with channelized FM communications is not practical as
the spread spectrum signals will cause unacceptable interfer
ence to the narrowband FM links. It is not worthwhile to be
any more than qualitative in this brief recount because of the
peculiar spectral differences between Juroshek's DS power
spectral density model and that which would result from the
system proposed in Chapter 3. We do believe, however, that
even the system proposed in Chapter 3 will not overlay well
with narrowband communications, i.e., there will probably
be interference to some of the narrowband links. However,
as we will later recommend, the potential of this interference
should not summarily rule out the use of DS spread spectrum
techniques by the ARS as the experimental results and
experience gained is expected to be of especial benefit to
the ARS and to the radio engineering arts. There is a clear
need to conduct a thorough study of the overlay problem for
the proposed system and also to aggressively pursue other
avenues such as the spectrum shaping technique advanced in
Appendix C.

The near/far problem is perhaps the most difficult
problem facing ARS usage of DS spread spectrum techniques.
Simultaneous usage of spectrum in the same geographical area
by two or more DS spread spectrum links is possible only
because the spreading codes can be made to exhibit low cross
correlations. This "processing gain" is easilyoffset, however,
by the power disadvantage that obtains when a transmitter
is muchcloserto a victim'sreceiver than the victimreceiver's
transntitter.ln many situations the near/far problem is simply
not present. The case of multiple earthbound users com
municating via DS spread spectrum through a satellite is an
example of such a case. In this instance, the users all keep
their power levels equal. The fact that the users are all essen
tially equidistant to the satellite results in equal transmitter
powers incident at the satellite. For the ARS, unfortunately,
the situation is not so simple. Receivers and transmitters are
distributed in helter-skelter relationship and the near/far
problem is a cruel reality. The system proposed in Chapter
3 has a provision that should help overcome, at least to a
limited degree, the near/far problem. Bychoosing Gold codes
vice a pseudorandom spreading sequence, and by further
assigning two (or perhaps more) sequence periods per nar
rowband data baud, we will leave equally spaced interstices



erne near/far problem refers to the problems encountered by
a receiver anempting to demodulate a weak spread spec
trum signal in the presence of a stronger one.

in the power spectrum. Other users can, by a minimal
adjustment of their center frequencies, fit their power spectra
into the interstices of the interfering transmitter's power
spectrum.

The synchronization problem is, in general, a very
difficult problem for DS spread spectrum systems. The
difficulty is further heightened for those systems that must
operate in a jamming environment. The system proposed for
the ARS need not, of course, be so rigorous and we have
therefore opted to use a classical epoch determination scheme
(see Appendix B) and train the receiver's clock so that the
receiver can operate open-loop in the post-synchronization
phase. This will provide a further degree of system immunity
to interference.

The identification problem, i.e., determining the identity
of a transmitter, is of critical importance to the FCC and the
ARS. We propose an automatic identification mechanism
which is resident in the synchronization process. The method
proposed is robust, with regard to interference, and simple
in deference to engineering complexity and cost.

3.1 Introduction
In this chapter we present a short review of DS spread

spectrum techniques. We follow with a candidate DS spread
spectrum that we developed in order that the following
advantages accrue.

a) Station identification and monitoringof transmission
content can be done with a minimum of effort by the
enforcement authority and by the ARS.

b) The near/far problem, although not eliminated, can
be possibly overcome at least for a small number of users.'

c) The spectrum can be shared more easily among a small
number of users, i.e., there will be a modicum of spectral
efficiency.

d) There will be ample latitude for the ARS experimenters
to be creative and have the potential to contribute towards
the solution of important, contemporary problems and add
to the "state-of-the-art."

e) A workable system should be able to be constructed
with a reasonable budget albeit with much dedicated labor.

t) The system can be improved to higher and higher levels
of quality through investment in the receiver system alone.

Some disadvantages are the following:
a) There is no latitude available for varying the spread

ing codes. They are limited for two reasons. The first is to
provide a degree of spectral efficiency. The second is to ensure
that content monitoring can be easily effected.

b) The chip rate of the transmissions must be approxi
mately uniform for all the users.

c) The synchronization and automatic identification
architecture is fixed for the same two reasons as per (a).

d) Some special hardware items may have to be commer
cially developed.

3, A OS SPREAD SPECTRUM SYSTEM
PROPOSED FOR CONSIDERATION FOR
ARS USE

3.2 The OS Spread Spectrum Technique

The simplest block diagram of a DS biphase spread
spectrum transmitter is shown in Figure I. (It is a slight
modification to that used in AGARD, 1973, p. 5-7.) What
Figure I depicts is a relatively slow rate DATA stream; let
us assume the data arebauds, zeros and ones, with duration
Tb' These data are modulo-two added (exclusive-ored) with
a relatively high speed binary spreading code-a stream of
zeros and ones, sometimescalled "chips," with bit durations
TC' The period of the spreading code is denoted by Tp- The
sum of the data and spreading code bit streams is presented
to a balanced modulator with its other input set to the carrier
frequency Fc. The output of the balanced modulator is
amplified and radiated.

Let us now examinethe above partsin a bit more detail.
First, it is desirable to have an integral number of chips per
data baud and, further, the chip clock should be phased with
the data clock so that the data baud transition times coincide
with a chip transition time. To do otherwise would lead to
pulses "skinnier" than Tc and thus would cause a wider
bandwidth process than is desirable. Second, let us assume
that the balanced modulator allows the carrier to pass without
a phase change if the digital stream bit into the balanced
modulator is a zero and changes the phase by 7f radians if
the digital stream bit is a one. The carrier should be phased
with the chip dock in the sense that the carrier will not change
phase untilncar a zerocrossing when a chiptransition occurs.
To do otherwise will also result in needless and wasteful high
frequency components. (Notice, incidentally, as Pasupathy
(1979) and others point out, this scheme is equivalent to AM
modulation of a carrier by a stream of plus and minus ones.)
If the spreading code bit stream is independent of the data
stream and resembles a random and balanced bit stream (a
stream of bits such that the probability is one-half that any
particular bit is zero) such as a long m-sequence (see
Appendix A)i then the normalized power spectral density at
the antenna is

_ [Sin7f(f-fc)Tc j2 (eql)
S(t)-Tc 7f(f-fJTc

This power spectral density is depicted in Figure 2. Note that
the main lobe is 2/Te Hz wide. Dixon (1976a) relates that
90 percent of the signal power is contained within the main
lobe. The main lobe is all we need to demodulate the spread
spectrum signal and thus we may filter out the higher lobes
before transmitting to prevent their spilling into unauthorized
spectrum space.

The receiver for a biphase spread spectrum signal may
take a number of forms. Figure 3 depicts two of the most
common approaches (Unkauf, 1977). The two schematisms
of Figure 3 seem straightforward enough but they contain one
component that is usually "easier said than done" and this
is the SYNCHRONIZATION MODULE. Listen to what
Dixon (l976a, p. 177) has to say about synchronization:

"Now we must talk about the hardest part. Throughout
this book we have assumed good synchronization (on the part
of the code) between transmitters and receivers... we have
assumed that the codes in the systems ... were already
synchronized and would remain so.

"What an assumption! More time, effort, and money
has been spent developing and improving synchronizing tech
niques than in any other area of spread spectrum systems.
There is not reason to suspect that this will not continue to
be true in the future."
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Figure 1. Generic DS biphase spread spectrum transmitter.



Figure 2. Spectrum shape of a DS spread spectrum signal.
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Synchronization has two components, the coarse and the
fine. Coarse synchronization gets the receiver's spreading code
synchronized with the transmitter's within one chip time, T .
Fine synchronization reduces the error to within a small
fraction of a chip time and dynamically works to keep it there
throughout the reception. This dynamic refinement is
accomplished by a feedback loop structure which is easily dis
cerned in the diagrams of Figure 3.

But even before we work on synchronizing the spread
ing codes, however, we must first be sure we know what the
center frequency of our spread spectrum signal is. Recall that
a balanced modulator removes (actually it suppresses) the
carrier frequency and therefore we cannot use a phase locked
loop (PLL) to track the carrier as a PLL requires at least a
residual carrier. (For an excellent discussion of this and what
is to come see Chapters 4 and 5 of Holmes, 1982.)

What we can use, however, is either a squaring loop or
a Costas loop; the loops are equivalent and optimum at low
signal-to-noise ratios (Riter, 1969). Figure 4 (from Dixon,
1976a) shows a Costas loop operating on a baseband modu
lated carrier. As shown, the OUTPUT is

AT cos </>.

When the loop has achieved lock, </> =0 and cos </> = I. What
is important to note is that we have recovered the sign of the
input process without explicit knowledge of wand therefore
the Costas loop is functioning as a demodulator. Dixon
(1976a) notes that there is an ambiguity between zeros and
ones. The loop will allow us to extract the difference between
the bit at time t and the bit at time t + I but not the absolute
values of the bits and therefore differential schemes such as
differential phase shift keying (DPSK) are used in transmitting
the data. By observing the shortest period between the
transitions we can recover the clock. Now, having recovered
carrier and clock, we are ready to work on synchronizing the
receiver's spreading code sequence to the transmitter's. We
examine various techniques for doing this in Appendix B.

3.3 Proposed OS Design

3.3.1 Introduction

There are fundamental decisions that must, or at least
should, be made before a DS spread spectrum system is
designed; fundamental parameters that must be decided. We
are not talking about clock rate, center frequency, or any sin
gle, simple parameter but rather the philosophy of the
system-what its purpose is to be and how it should be
designed to fulfill that purpose. This is a most basic question
and it is not well answered, or even asked, in the present case
concerning the ARS. The American Radio Relay League, in
their comments to the FCC (received I March 1982)
concerning General Docket No. 81-414, crystallized this
thought:

"At this time, the interest of the amateur community in
spread spectrum techniques is primarily experimental. While
those techniques are of considerable interest to inquiring
amateurs now that advances in technology have brought them
within practical reach of individual experimenters, their major
advantages do not particularly promote the communications
objectives of the Amateur Service. Looking at the matter from
the point of view of the amateur qua communicator, mes
sage privacy is not a desired feature of amateur communica
tion. To the contrary, as the commission has noted, techniques

which provide privacy raise difficulties in monitoring and
enforcement. Selective addressing and multiple access are
desirable in certain situations, but may be achieved more easily
by other means and with presently authorized modulation
techniques. Thus, the primary motivation for amateur
utilization of spread spectrum techniques is simply the desire
to better understand and develop the concepts which make
spread spectrum a useful communications medium. While it
is unlikely that these techniques will be widely used in the
Amateur Service in the near future. even a modest level of
experimentation in this service will significantly expand the
body of knowledge about spread spectrum techniques in non
government applications."

The answer to the question of system purpose will deeply
affect three areas: synchronizing procedure. spreading code
and the ratio Tb/Tp. Let us comment on these items in order.
Synchronizing Procedure:The easiest synchronization method
to implement in hardwareis epoch determination via a unique
word as discussed in the first part of Appendix B. If, however,
we are concerned with communications subject to jamming
or spoofing, then a unique word system may be very vulner
able. Dixon (l976a, p. 185) puts it very well:

"With the exception of the vulnerability problem,
however, preamble synchronization is by far the least criti
cal, easiest to implement, least complex, and best for all
around use."
Spreading Code: Many authors have stated that if the spread
ing code is an m-sequence or Gold Code or similar linearly
generated sequence, then any other suitably equipped party
could, after just a modicum of analysis of a small stretch of
the code, predict the future spreading code sequence without
error. Such knowledge would enable the "outsider" to read
the communications and intelligently, and therefore effect
ively, jam the communications whenever desired.
The Ratio TblTp: It is in consideration of this ratio that the
greatest differences in philosophy are reflected. There are in
reality two cases. The first displays TbiTp« I; the second
Tb/Tp = I.

One use of spread spectrum techniques is to allow
communications to be conducted in secrecy, not just denial
of message comprehension by an interceptor, but also denial
of the knowledge that communications are indeed taking
place. This is sometimes referred to as LPI for Low
Probability of Intercept. The acronym is poorly used since
in most cases, the communications are intercepted. i.e.,
gathered in by the antenna and receiversystems. They are just
sufficiently buried in the noise that the interceptor does not
recognize their presence. Some folks have argued that to more
accurately reflect this fine difference one should use the acro
nym LPR for Low Probability of Recognition. The author
believes that it is this type of spread spectrum that most people
consociate with DS spread spectrum and for which TbiTp

< < I. This is the type of usage that Scholtz (1977) had in
mind when he advised:

"(a) Make sure that the data modulation bandwidth is
much larger than ... the reciprocal of the SS [spread
spectrum] code modulation's period...

[or]
(b) If it is impossible to guarantee data modulation of

sufficient bandwidth, then make sure that [the code
modulation period] is very large."

What Scholtz is warning us about is a fallout of Fourier analy
sis. Because our spreading code is periodic (because it is deter
ministic) it will, if unmodulated by the DATA stream (e.g.,
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a) 1., 121 13, 14, 151 16 are each 0 to 36 chip times in length
and decode according to the following.

4This range gives a very slight preference to one of the Gold
Code Family members. It is easy to implement in hardware,
however.

The quantities 11-16 serve to identify the transmitter. As an
example, assume the transmitter's call sign is K2QRM. For
this case 11 = 20, 12 = 2, 1) = 26, 14 = 27, 15 = 22,
16 = 36.

b) The final pulse position encoded variable, 1" ranges
from 0 to 2" - I where n is the number of stages of one of
the two (equal length) Gold Code Generator (GCG) linear
feedback shift registers. The way 1, selects the code is as fol
lows. At t = 0, both the upper and the lower feedback (m
sequence) shift registers in the GCG modules are set to all
ones. After the UW following 16 has been detected (this UW
determines (6), the top feedback shift register in the GCG
starts clocking at the chip rate clock. When the next, and final
UW is detected, the bottom register of the GCG also starts
clocking at the chip rate clock. This point in time also
determines the start of a baud time for the DATA stream.'

c) We chose to use two periods of the GCG per data
baud, for reasons to be discussed later, and therefore the chip
rate is equal to two times the DATA stream rate times the
number of bits in a GCG period which is of the form 2" - I.

d) The alternations generator is part of the synchro
nization preamble and is used to train the receiver's Costas
loop.

e) The random bit generator provides randomly derived
bits where needed, i.e., to specify the length of 1, and also
the chip necessary to fill in the periods 11 - 16'

Figure 6 depicts the proposed receiver's structure. We
chose a Costas loop to recover center frequency and chip
timing and boundaries. We train the Costas loop, however,
by sending a preamble to the traffic and other preamble parts
of our transmission. The training sequence is simplya string
of alternations 01010101 .... The output of the modulator
will bea very narrowband (a spectral pair of lines in the main
lobe in the limit) energy signal centered at

f ± 0.5
C Tc ·

consider that the DATA stream is an unchanging stream of
all zeros or ones), result in a process exhibiting a line spectrum
rather than a continuous spectrum. The lines in the power
spectrum will be separated by a frequency of llTp. The larger
Tp' the closer the lines will be together. Also, as the DATA
stream begins to vary and modulate the spreading code, the
lines will broaden and thereby move closer together until, in
the limit, the continuous power spectral density of (1) obtains.

If, on the otherhand, we arenot interested in coverture
for our communications but rather spectral efficiency, then
we may elect to set Tb/Tp = I, or a small integer, and em
ploy spreading codes that exhibit excellent crosscorrelation
properties. Such procedures are outlined by Pursley (1977)
among others.

3.3.2 System Architecture

The system architecture that we are proposing will at first
blush appear to be an unusual hybridization of various
techniques. As we stated in the Introduction to this chapter,
we wanted to design a system that could be realized within
a reasonable budget, would allow at least some bandsharing
under the near/far problem, allow much latitude for creativity
and novel designs (particularly in the receiver system), and
allow for easy monitoring and identification of transmitters.

The system we designed is characterized as follows:
• Bi-Phase Shift Keying/Differential Encoding
• Costas Loop Training Sequence
• Epoch Synchronization
• Open Loop Timing
• A Gold Code Family of Spreading Codes with

Randomized PPM Coded Selection of Family Members'
We chose biphase shift keying essentially because it is

easy to implement. We will have a few more words to say
about this later in the section entitled Implementation.
Figure 5 shows the proposed transmitter structure. At the
figure's bottom is a sequency flow depicting the transmission
preamble (which begins at t = 0) and the eventual start of
traffic. The preamble starts with a stretch of alternating ones
and zeros denoted by A. This is continued until t = t 1 at
which time a Unique Word (UW) (see Appendix B) is sent.
This is followed by 11 random bits and another UW. This
second occurrence of the UW is followed by another stretch
of random bits and another UW and so on until the UW fol
lowing 16 has been sent after which 1, random bits are sent
followed by a final UW which marks the start of traffic. The
function of this "kludgey" looking procedure, which is in a
sense Pulse (UW) Position Encoding is twofold. It identifies,
withrelatively strong, i.e., noise-resistant, coding, the trans
mitter's identity and his spreading code. It does these things
by the following conventions:

'Gold Codes are codes of length 2" - 1 which can be easily
generated by adding together, term-by-term two rn
sequences generated by "preferred" polynomials. The Gold
Codes have the following properties: (a) a Gold Code family
has 2" + 1 members (sequences of length 2" - 1) and (b)
the (full-period) crosscorrelation R(k) of two Gold code fami
ly members satisfies the following

1
2<n+'VZ + 1 n odd

IR(k)i S '
2(n+2)12 + 1 n even and not divisible by 4.

Suitable references are contained in Gold (1967), Gold (1968)
and a very helpful step-by-step ("cookbook") approach
given in Holmes (1982).

1 (chip times)
o
I
2
3
4
5
6
7
8
9
10
II
12
13
14
15
16
17

Meaning
o
I
2
3
4
5
6
7
8
9
A
B
C
D
E
F
G
H

1 (chip times)
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36

Meaning
I
J
K
L
M
N
o
P
Q
R
S
T
U
V
W
X
Y
Z
(NULL)
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To help the loop estimate fc and Teas accurately as possible,
we preface the input to the loop with a band-pass-filter (BPF).
The receiver opens its loop before the training segment (A)
comes to an end. The receiver then uses an estimate of fc and
the chip boundaries to process the remainder of the
synchronization preamble and the traffic. We choseopen loop
operation to allow the receiver to obtain and retain
synchronization even in a high noise environment. An open
loop operation should not be difficult or costly to implement
when we consider that the chip rates are quite tame and that
the longest an operator will speak ("key down") is probably
a minute at most.

3.3.3 Implementation

3.3.3.1 Introduction
We believe it is fitting to say a few words about

implementation of our proposed structure. There is no getting
away from some analog components, however, a surprisingly
large number of the necessary functions can be performed
digitally or with hybrid analog and digital techniques such
as charge coupled devices.

3.3.3.2 Open loop architecture and related components

Keyto our open loop concept is the Costas loop demodu
lator. Much headway has been made on digital synthesis of
this loop and similar loops. A milestone paper in the field
was presented by Natali (1972) at the International Telemeter
ing Conference in 1972. Natali reported on analytical methods
and supporting experimental data to show that it was possi
ble to construct an all digital coherent demodulator of biphase
PSK signals. Natali's bit synchronization algorithm provides
near optimal performance at low signal-to-noise ratios. Natali
concluded that his techniques were practical (in 1972) for data
rates up to I megabit-Hz.

A key component to any open loop system is a stable
frequency source. For our modest requirements of bandwidth
and open loop timing, crystals should perform quite well.
Three excellent references are: (a) a National Bureau of
Standards Technical Note (Walls and Stein, 1976) that reviews
analog servo techniques for oscillators, (b) a study of an
electromechanical system which, after synchronization could
run open loop for twelve hours and exhibit an rms time error
of only 70 nanoseconds (Allan, et aI., 1968), and (c) a paper
by Walls and Stein (1978) that reviews and improves upon
the traditional technique of slaving and frequency locking
crystal oscillators.

Another possibility is to use a Surface Acoustic Wave
(SAW) device. A recent article (Mitchell, 1982) reports on a
SAW-resonator oscillator with short-term frequency stability
for 2 to 3 seconds of about one part in 10-11.

Even though our frequency stability requirements are
modest, we must bear in mind that many people have alluded
to and that is the extreme sensitivity in performance of BPSK
systems to frequency offset. (See Bhargava, et aI., 1981,
Chapter 5, for example.) One way of looking at this is via
the ambiguity function of radar theory. In radar, one of the
variables is motion and hence a Doppler frequency. In the
AGARD (1973)publication we find that the peak amplitude
of a matched filter for a BPSK receiver is

ISi:f:~T I (eq 2)
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where f~ is the frequency offset and T is the duration of
integration.

For performing the digital clocking functions, the author
subscribes to the belief that standard, off-the-shelf,
inexpensive and widely available TTL logic should be
sufficient. It is probably best (Hayward, 1982) to use
frequency division techniques (divide down counters) rather
than frequency multiplication. Noise in oscillators is,
unfortunately, frequently disregarded in analysis. This noise
may be dichotomized into amplitude and phase components.
Phase noise grows on the order of 20 logION where N is the
multiplication factor in a frequency multiplication technique.

Finally, the full or partial use of digital techniques brings
extra attention to the need for good engineering practices such
as isolation and shielding. This is especially true for circuits
such as those performing phase-locked synthesis. An excel
lent discussion is to be found in Chapter 10, entitled "Spec
tral Purity," of a recent book by Egan (1981).

3.3.3.3 The balanced mixer
Dixon (l976a) reports that Carson obtained a patent on

the balanced modulator in 1915. Since then, this remarkable
circuit has been refined many times with increasing inno
vation. Apropos of this and as a bit of proffered evidence
that the ARS has been a valuable asset to the engineeringarts,
the reader should peruse an article by Rohde (1977)in which
Rohde, a member of the ARS, described his and others' work
on achieving double-balanced mixers of high dynamic range.

In general, simple divide-ring mixers will exhibit typical
conversion losses of only 6 to 7 dB. A bandwidth of
0.5-500 MHz for the RF and local oscillator ports is easily
obtained as is an IF port response of from 0 to 500MHz with
about 40 dB of balance over a considerable portion of the
bandwidth. (See Hayward, 1982.)

3.3.3.4 Matched filters

Two very important papers appeared more than two
decades ago: Davenport (1953) and Cahn (1961). These two
papers dealt with the very interesting question of degradation
of signal-to-noise ratio in the presence of hard limiting.
Abstruse as this sounds it has a very decided input to the
problem at hand. In Appendix B we talk about synchro
nization words and we compute crosscorrelations by first hard
quantizing each bit and then computing total agreements
minus total disagreements. This is a good way to study
synchronization words and what Davenport and Cahn tell us
is that, although it is not an optimal way to implement the
synchronization process, it is not too bad for low signal-to
noise ratios in Gaussian noise. Unfortunately, in a multi-user
CDMA system with a near/far problem, the interference is
certainly not gaussian and what we should be doing is to
perform our crosscorrelations linearly, i.e., without hard
limiting until total disagreements have been subtracted from
total agreements. This is a much more difficult job to do in
hardware. There are two very promising techniques to aid us,
however, surface acoustic wave (SAW) devices and charge
coupled devices (CCDs). These two families of solid state
devices are quite different and each possesses its own
advantages. For example, CCDs are somewhat easier to
interface with ancillary logic circuits but harder to fabricate.
SAWs can operate at RF; CCDs only at baseband. The fol
lowing literature is recommended as introductory. Milstein
and Das (1979)give an excellent, easily read, view of theory,
hardware, and snapshots of the state-of-the-technology for



SAWs. Bell et al. (1973) and Milstein and Das (1977) show
how SAWs are of direct benefit to spread spectrum problems.
Morgan et al. (1976) discuss a spread spectrum synchro
nization problem using a SAW that processes 730 micro
seconds of a 9 megabit-Hz signal and which realizes a 4iJ dB
processing gain. Another good reference is Unkauf (1977).
The CCO literature is also abundant. Two worthwhile pieces
are Grant (1981) who reviews SAWs and CCOs as to their
performance when used for fixed and programmable analog
matched filters for spread spectrum work, and Collins et al.
(1972), who also present empirical results of using CCOs to
perform the analog matched filter function.

4. AN EXAMPLE AND A CURSORY
ANALYSIS

as shown in Figure 7.
- choose the center frequency of the OS spread spectrum

transmissions to be adjustable over the range 222.492 MHz
s r, s 222.508 MHz.

- require that all power outside the main lobe be filtered
out.

4.1 Example Parameters
For our example we:
- choose a unique word (UW) of length 1023 bits

(perhaps an m-sequence phased for best results-see Appen
dix B)

- assume that the DATA stream is 8000 bits/second.
This rate would support fair quality voice that was digitized
by an adaptive delta modulation technique such as a
continuously variable slope delta modulator (CVSO). Such
devices are commercially available in LSI (chip) form at nomi
nal cost. (For a good tutorial and review of delta modulation
techniques see Rabiner and Schafer (1978) and Flanagan et
al. (1979) respectively.)

- choose a Gold code of length 127 derived from the
preferred primitive polynomials

(eq 5)

where k is the "lag" or degree of slip. (We have mapped 0
into a 1 and a I into a minus 1 for these computations; also
note that the values of {R(k)} are all real and we have there
fore dropped the conjugation operation.) The power spectral
(line) density, S(k), for the spreading code is found by taking
the Fourier transform of (eq 4) and we obtain

!
li7 ib:: R(i), k = 0

S(k) ~ 2 126. 2.-ik
127 ;r;~o R(l) cos 127' k * 0

+.--.

Figure 7. Gold code generator.

importance, is totally resident in the synchronization process.
The quantities ;1-;6 identify the transmitter and TC identifies
the transmitter's code. It is important, then, that the Pulse
Position Encoding delimiter, i.e., the UW, survive much
channel degradation. We chose a length for the UW that is
long compared to the system baud period for this reason. As
we stated previously, we chose an open loop system because
most one way transmissions would probably not last for more
than a minute. This is a very modest requirement for open
loop estimation. The advantage of an open loop system is that
interference of any type will not affect clock generation after
the preamble or synchronization phase. Thus, in improving
the receiver, the operator need not be concerned about loop
pull-out or other false-lock or capture problems.

Our mainlobe will be 4.064 MHz wide as we are using
two 127 bit code periods per 8 kilobit-Hz data bauds. The
form of power spectral density, is, of course, what is of
interest. Following Scholtz (1977), let the spreading code
sequence be denoted by co, cr, C2, ... c126' We define the
normalized (full period) autocorrelation of the spreading code
sequence by

I 126
R(k) = 127 ~ c;c; + k (eq 4)

1=0

(eq 3)

4.2 Operational Parameters
- The length of the Alternations (A) segment of the

transmitter's preamble is yet to be determined by the channel
conditions. Theoretically and empirically supported guidelines
must be developed.

- The operator shall, in addition to the auto
identification performed by the transmitter, identify himself
in Morse code, using narrowband AI, A2, FI or F2
modulation, by his call sign, his center frequency and other
pertinent information on a standard "check-in" frequency
within the 220-225 MHz band before beginning spread
spectrum transmissions, at the end of a spread spectrum
session and at intervals not to exceed 10 minutes during any
single transmission or exchange of transmissions of more than
10 minutes duration to keep within the spirit of Section 97.84,
Station identification, of Part 97 of the FCC's Rules and
Regulations.

4.3 A Cursory Analysis of the Above Example
For our proposed system, the ability to easily monitor

the spread spectrum transmissions, which is of paramount

x' + x3 + x2 + X + I
and

x' + x5 + x4 + x3 + x2 + x + 1
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The power spectral (line) density (eq 5) is displayed in Figure
8. The top set of points are the (S(k)} and the bottom set
are the (S(k)} weighted by the "sine-squared" envelope, i.e.,

S(k) [Sin ("k/I27)]Z (eq 6)
"k/I27

The maximum cross-correlation of the Gold code family
members- for length 127 is I7. A fair question would be:
"Why not just use pseudorandomly generated strings of 127
bits (or even 254 bits, if we forget about the Tb/Tp = 2
requirement) such as those generated by taking successive
stretches of a long m-sequence?" This is a good and legitimate
question. Considerthat we wereto do this. After all, we have
the processsynchronized so using a long rn-sequence, or even
an exotic nonlinear generator will not, in any way, impair our
ability to monitor the transmissions and identify the trans
mitter. Consider now that we had indeed done so. The cross
correlation of Doesegmentwith that from anothertransmitter
would be described, in first order analysis, by a variable, x,
that possesses the statistics of a Binomial process with range
x ~ -127, -125, ... -3, -I, + I, +3, ... + 125, + 127;
agreements minus disagreements. The probability that
[x] > 17 is only about 130/0. This is not a highly significant
percentage and we conclude that using short Gold codes, while
wedo accrue some correlation gain advantage, we do not have
a compelling edge over the pseudorandom technique. Why
then bother with Gold codes and, especially, why set Tb/Tp
= 21 The answer lies in the "near-far" problem. Consider
the situation of Figure 9. Assume that AI and Az are engaged
in half-duplex communications and similarly for B( and Bz.
The code isolation or "processing gain" provided by 127 or
even 254 pseudorandomly chosen bits is at best 1010glO 254 :;
24 dB. If dz > I6d lo6 communications will be impossible or
severely degraded. The nearness of Al to B, or Az to B2
increases the effective interfering power received. Cahn
(undated) puts it very well:

"Interest in such techniques [Code Division Multiple
Access; CDMAj typically is relative to random access
communication systems where the number of potential users
(subscribers) is much larger than the maximum number of
users simultaneously active in the channel.

•
•
•

A pure CDMA approach is not capable of accommodating
signals with large power differentials, which we term the
"near-far" problem since it typically arises from the large
variation in ranges between users in a geographically dispersed
network. In other words, the processing gain of the receiver
determines the tolerable total interference, and it does not
matter whether there are 1000 signals at the same power lev
el, 100signals each at ten times the power level, or 10 signals
each at 100 times the power level as the desired signal."

But. By using two periods of a Gold code per DATA
stream baud we have an interesting fallback position. We have
already examined, in Figure 8, the power spectral (line) density
of one period of one phase of the Gold code. The chip rate
at which the I27-bit Gold code is run is 16 kilobits-Hz. This

'Note. incidentally, that we are using only 127 out of the 129
possible Gold code family members.

6This assumes a very simple linlH)f-sight case.
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yields a line spacing of 16 kHz. Because we use two periods
per DATA stream baud, we will cause the Gold code power
spectral density to broaden and resemble that shown in
Figure 10. Note that we have interstices between our bands
of energy. It is within these interstices that another, similar
power spectral density, can be inserted with a relatively high
degree of interference isolation. All the second half-duplex
user pair have to do is to offset their center frequency by
8 kHz from the first half-duplex user pair.

It is even conceivable that an operator could construct
a second receiver system to subtract out an interfering sig
nal. All that would be needed would be a DATA stream baud
estimator that ran in real time. If the interfering signal were
strong, such an estimation should be practicable.

Finally, although it is doubtful that collisions, i.e., two
users attempting to synchronize during the same time, would
ever be a serious problem, the mathematics applicable to its
analysis can probably be borrowed from analyses of the
ALOHA system. (See Abramson and Kuo (I973), Chapter
14.)

5. BELIEFS AND RECOMMENDATIONS
The author believes that:
a) DS spread spectrum is not profitably overlaid with

charmelizedcommunications (see Juroshek, 1979, and deHaas
and Watterson 1981) and is not a good choice for ARS
communications qua communications but is a valid vehicle
for research by the ARS.

b) the Technician Class licensees should be allowed any
spread spectrum privileges allocated to higher class licensees
as the license class is specifically for competent ARS
experimenters.

c) monitoring and identification can be taken care of
through a well chosen synchronization mechanism that
includes an auto-identification technique.

The author recommends that:
a) if the Amateur Extra, Advanced, and Technician Class

licensees are allowed to experiment with the DS spread
spectrum techniques outlined in Chapter 3, the bands, or
portions thereof, must be carefully chosen. The following are
cursorily outlined key considerations. The 50-54 MHz band
is adjacent to a TV channel allocation and while the opera
tors of spread spectrum units may conscientiously keep their
emissions within their assigned limits, TV receiver selectivity
is not a uniform parameter. (See Allnatt et al. (1963).) The
extent and nature of potential interference is unknown and
should be studied. The 144-148MHz band is partly used for
communications that operate under very low signal-to-noise
ratios. The experimentation associated with moonbounce,
path losses of up to 254 dB (see Tynan, 1981), and other
herculean communication tasks that have low SIN deserve
protection. While FH spread spectrum techniques might be
reasonably tailored for this band, and the author is impressed
with the partial but encouraging results reported by AMRAD
to the public file, a serious question remains concerning the
suitability of DS systems for this band. Finally, we note that
the 220-225 MHz band is being jointly planned by the NTIA
and FCC for Amateur, Fixed and Mobile Services. The joint
planning will consider technical standards and sharing
requirements between the authorized services for maximum
effective use of the band. This planning will also consider the
use of spread spectrum modulation by the ARS.

b) other spreading code schemes be investigated in a
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search for higher spectral efficiency. An interesting, and
largely unknown concept, has been proposed by Olsen (1977).
It is also suggested that spectrum shaping techniques, such
as Markov filtering proposed by the author in Appendix C,
be researched.

c) section 97.67, Maximum authorized power, of
Part 97 of the FCC's Rules and Regulations, which presently
states, in part,

(b) Notwithstanding the provisions of paragraph (a) of
this section, amateur stations shall use the minimum
amountof transmitter powernecessary to carry out the
desired communications.

be rewritten to stress the extra need for ARS compliance when
using spread spectrum communications.

d) detailed study be undertaken to determine whether DS
spread spectrum usersshould be subjectto lower powerlimits
than those imposed on narrowband communications. The
study should probably be sensitive to local geography and
local traffic types and densities.

e) DS spread spectrum be operated from fixed sites only,
i.e., that mobile operation not be permitted.

f) a scheme similar to that suggested in Chapter 3 be
studied for use with narrowband (nonvoice) DATA streams
such as TTY. Such a system could probably overcome the
near/far problem for a many user community if Tb/Tp were
set to k where k was 10, 20 or perhaps even greater.

g) a prototype system, making extensive use of digital
techniques, be constructed and tested as an aid to further
studies supporting this new frontier.
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APPENDIX A: M-SEQUENCES: WHAT THEY ARE AND HOW
THEY CAN BE IMPLEMENTED7

s(t) = f(s(t - I, s(t - 2), ... s(t- nj), s(i). {O,I} (A-I)

s(t) ~ s(t - 3) + s(t - 5) - 2s(t - 3)s(t - 5) (A-5)

f = g(s(t - I) s(t - 2), ... s(t - n + III + s(t - n) (A-6)

where, according to ourconvention. the plus signis modulo
two addition can be written as

(A-4)

(A-2)(S(1 - I), S(1 - 2), ... S(1 - nj)

s(t) = s(t - 3) + s(t - 5)

where the plus and minus signs in (A-5) imply regular addition
and subtraction. When, and only when, all the s(i) are zeros
and ones will (A-5) be the same as (A-4). In this one special
case, a periodic solution obtains to the nonlinear difference
equation (A-5).

One further general remark is in order. If and only if
f can be written as

ful results in order to create new useful architectures and
uncover new truths.

The sequences are an important subclass of recursively
generated binary sequences which are defined by

which states that the bit at time t is precisely dependent on
the n-bits preceding it. The sequence so produced is some
times said to be of "span-n" (Golomb, 1980). We see from
(A-I) that the sequence is deterministically generated and we
immediately deduce that the sequence will eventually give rise
to a cycle, or recurrent (in the Markov sense) set of states
where a state is defined as the n-tuple

We also deduce that the maximum possible cycle length must
be bounded by the number of possible tuples of the form (A-2)
which is 2". We also observe that because f in (A-I) is a
function of n binary terms, f may be viewed as a boolean
function of n variables. There are 22" possible functions and
thus 22" possible recurrences. (See p. 12 of Golomb, 1967.)

If and only if f is expressible as a modulo-two sum of
terms, i.e.,

n
f = E OOiS(t - i), OOi'{O,I} (A-3)

i = I
then f is said to be a linear function and the recursively gener
ated sequence is said to be linearly generated. We can, inciden
tally, view a linearly generated recursive sequence as a
nonlinear difference equation using regular (nonmodular)
mathematics. For example, the modulo-two linear recursive
sequence

where g may be any boolean function of n - I variables, will
the sequence of tuples (A-2) be such that every tuple has a
unique predecessor. This is an obvious, yet very powerful truth
and is well presented by Golomb (1967, p. 116). Note that
all span-n linear functions are of the form (A-6).

The study of sequences is in and of itself a tremendous
undertaking. We do not pretend to even try. Why then do

1. INTRODUCTION
This appendix is both a primer on maximal length

recursive sequences (m-sequences) and a discourse on their
implementation architectures and properties they exhibit un
der certain manipulations. The style is that of an annotated
bibliography that attempts to cover most of the significant
contributions of the last two decades. The appendix also
contains some new material, however I and new ways of
looking at old material. The authors have deliberately chos
en this style as it has been their experience that innovation
most likely proceeds by viewing a problem or situation from
many and diverse perspectives.

The appendix, then, attempts to bring together most of
the developments of m-sequence architectures and properties
following the publication of Golomb's milestone book (1967),
This appendix is concerned with binary m-sequences only, and
therefore the mathematics is to be understood as almost
exclusively modulo-two computations. Further, we are
concerned with single m-sequences and not interactions of
different m-sequences. The subject of interactions is rich in
its own right and has been recently well examined by Sarwate
and Pursley (1980a, 1980b), In addition to attempting to
collocate results which have been scattered through scores of
different sources, we have attempted to present some new
items and, perhaps more important, to recast some of the
extant theory in a different form. Specifically, the authors
believe that m-sequence theory can often be profitably viewed
in matrix terms vice strictly polynomial algebra. The trend
has been away from matrix representation and this has been
motivated largely by the error correction coding theorists who
maintain, and rightly so, that most useful properties can be
handled exclusively by polynomial algebra and to employ
matrices is both cumbersome and inefficient. Yet, circuit
engineers, system engineers, andsequential machine theorists
find matrix formulation a far more intuitive vehicle than
abstract algebra. We have therefore attempted to balance our
approach in an attempt to motivate as well as to coalesce the
important aspects of the subject for a broad audience.

The appendix has four main parts: (a) a propaedeutic on
recursive sequence theory: (b) sequential machine architectures
for implementing m-sequences; (c) manipulation of
m-sequences; and (d) implementation of high-speed
m-sequences.

'This Appendix coauthored with Professor Rao Yarlagadda,
School of Electrical Engineering, Oklahoma State Universi
ty, Stillwater. Oklahoma 74078.
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2. SEQUENCE THEORY
The theory of maximum length (linearly generated) bi

narysequences, or m-sequences is one of themostmathemat
ically aesthetic disciplines of finite field theory. The theory
offers farmorethanaesthetics. however, as m-sequences are
extensively used by electrical engineers, particularly in the
communications, radar, navigation, andcomputer disciplines.
The theory behind m-sequences is sufficiently well developed
and, for lackof a better word, "modular," so thatevenone
who is not a mathematician canmanipulate andapplypower-



s(t) = s(t - 1) + s(t - 5) + 8(t - l)s(t - 2)s(t - 3) (A-II)

(where the super-bar on the s denotes complementation).
Starting (A-II) with the all ones tuple we obtain the sequence

The sequence (A-IO) is of period 21. Checking, we find that
it satisfies randomness postulate (a). The sequence (A-IO)
exhibits a total of 10 runs. Of the 10 runs, half are of length
one but it is required that the number of l-long runs of ones
must equal the number of l-Iong runs of zeros which is
impossible as 5 is an odd number. Hence, the sequence (A-IO)
fails to meet the second randomness postulate. The sequence

.(A-IO) also fails to meet the third postulate as it exhibits auto
correlation values of {10, 5, 4 and 3}.

Why has one linear generator of span equal to 5 produced
a PN sequence and another linear span-S generator failed?
With further experimentation, we would come to the hypothe
sis that only and all linear generators of span-n whose se
quences exhibit periods equal to 2" - I produce PN
sequences. Golomb (1967, pp. 43-45) establishes the
sufficiency of the hypothesis, i.e., a linear generator of span-n
that exhibits a period of length 2" - 1 must indeed produce
a PN sequence. Not established, but conjectured by Golomb
(1980) is the (even strengthened) necessity, viz, the PN
sequences are solely composed of maximum length linearly
generated sequences. Consider for example, the nonlinearly
generated sequence produced by the recursion

we select one particular class of sequences, viz the
m-sequences? The answer is twofold. First, the theory behind
m-sequences is seasoned, tractable, and rich. Second, and
most important to an engineer, m-sequences are useful,
primarily because of their random-like qualities. To motivate
further we again return to Solomon Golomb, who, in his fa
mous book (1967, pp, 25-26), sets three "randomness postu
lates" or three properties or characteristics one would expect
or demand from sequences purported to be random. Before
recounting these properties we must comment that there is
a subtle "doublethink" involved. Because our sequences will
be deterministically generated, they will exhibit a period. They
are thus anything but random. What we are addressing is a
study of their "short-term" behavior which is taken to be their
statistical analysis over a single period only. Thus we must
(silently) preface our use of the word random with the prefix
"pseudo." Golomb's postulates for sequencerandomnessare,
then,

p
a) p 2 E s(i):s I where p is the sequence period.

i=1
b) To the extent that the period can be subdivided, the

number of runs of zeros and ones exhibited must fall in inverse
geometric proportion to their lengths, i.e., half the runs should
be I-long, one quarter 2-long, etc.

c) The autocorrelation,
p

Rss(T) = E s(i)s(i + T),
i= I

must be two valued, i.e.,
1111100101110101001101100010000. (A-12)

Rss(O) = p and Rss(T) ~ p '" p, T '" O.

We easily find that (A-9), if started with the all ones tuple,
gives rise to the sequence
111110000100011001010. (A-IO)

If a sequence comports to the above requirements, it is termed
a pseudonoise or PN sequence. The following 31 bit period
sequence (this sequence and all other sequences should be read
from left to right)

Because f is of the form (A-3), the recursion is linearly
generated.

We thus have a hint that linearly generated sequences
might be useful as PN sequence generators. Let us try another
(arbitrarily chosen) linear generator, say, the recursion

The sequence (A-12) meets randomness postulates (a) and (b)
but exhibits autocorrelation values of {16,9,8 and 7} and
hence fails postulate (c).

The longest, or maximum length, sequence that can be
produced by a recursion of the form

n
s(t) = E '''is(t - i) (A-l3)

i =1
is clearly 2" - 1 (as the all zero n-tuple will immediately per
petuate itself), hence the term m-sequence is given to such a
sequence. (The authors believe that the term "m-sequence"
was coined by Zierler (1959, p. 39).)

The period of a linearly generated recursive sequence can
be straight-forwardly analyzed by using generating functions
(Golomb, 1967, pp. 30-33) or by z-transform theory (Charney
and Mengani, 1961).The essenceof the theory is that the poly
nomial

n
I + E "'ixi (A-14)

i = 1
where the cq's in (A-14) are the same as in (A-l3), is either
reducible, divisible without remainder by a polynomial of
degree d, 1 < d < D, or irreducible. The recursion corre
sponding to a reducible polynomial, such as x4 + x2 + I =
(x2 + x + 1)2,cannot produce an m-sequence. The recursion
corresponding to an irreducible polynomial will not necessarily
produce an m-sequenee, however. Irreducible polynomials are
further dichotomized into those that are termed primitive,
such as x4 + x + I, and those that are not, such as
x4 + x3 + x2 + x + I. An irreducible degree n polynomial
is primitive if and only if the smallest m for which it divides
xm + I is m ~ 2" - I. It is therefore redundant to say
"irreducible and primitive" as primitivity implies irreduci
bility. Irreducibility implies primitivity only for Mersenne
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(A-9)

(A-8)

(A-7)

s(t) = s(t - 4) + s(t - 5).

s(t) = s(t - 3) + s(t - 5).

1111100011011101010000100101100

meets all three postulates, i.e.,
a) There are sixteen ones and 15 zeros.
b) There are sixteen runs distributed as follows:

I) four runs of zeros and ones each of length I
2) two runs each of length 2
3) one run each of length 3
4) one run of zeros of length 4
5) one run of ones of length 5.

c) The autocorrelation is 16 for T=O and 8 otherwise.
The PN sequence (A-7) was generated by the recursion



primes, i.e., when 2n - 1 is prime.
The number of primitive polynomials of degree n is well

known and equal to

where 4J is Euler's "totient" or phi function, an extremely
important number theoretic function. This function when
applied to a positive integer m, </>(m), gives the count of the
number of integers relatively prime (sharing no factors save
unity) to m starting with I (which is relatively prime to all
positive integers) and incrementing by 1 up to m. Thus
</>(6) ~ 2 and </>(8) = 4, for examples. For a prime, p,
</>(p) ~ p - I. The function </> is said to be "weakly multi
plicative." This means that </>(mn) = </>(m)</>(n) if m and
n are relatively prime. It is easy to show that </>(pn) =
pn-I(p _ I) for p a prime. Knowing this, we can easily cal
culate </>(q) for any positive integer q. All we need do is:

a) Canonically decompose q into its (unique) product of
powers of primes, i.e.,

</>(2n - I)
n

(A-15)

ials when a primitive trinomial exists for a particular nand
a pentanomial otherwise. (All tetranomials are, of course,
reducible.) The trinomial listed is of the form xn + x' + I
and the "a" listed is as small as possible. When Stahnke was
forced to choose a pentanornial, he chose it to be of the form
xn + xb+a + xb + xa + 1 with 0 < a < b < n - a and
"a" as small as possible with "b" also as small as possible
following the selection of "a". Stahnke chose this pentanom
ial form in order to comport with Scholefield's architecture
(1960) which we shall examine in the next part of the report.
If we examine Stahnke's valuable list we are struck by the
lack of regularity or patterns in the polynomials. What, for
instance, determines whether or not there exists a primitive
trinomial for a given n? This and other similar questions
broach the frontiers of knowledge of this corner of abstract
algebra. There have been rents in the curtain of ignorance,
however. Swan (1962) uncovered a number of criteria under
which certain polynomial forms must be reducible and hence
not primitive. Perhaps Swan's most general, at least most
easily remembered, and, to the authors, most exciting, rule
is that the trinomial .

X8k + xm + 1, m < 8k (A-16)

b) Use the fact that </> is a weakly multiplicative function
and write

c) Sequentially evaluate all right-hand terms using the
result

</>(PkU
, ) = Pku,-t(Pk - I).

For example, </>(108) ~ </>(22 • 33) = </>(22)</>(33)
= 2 . (2 - I) . 32 . (3 - I) = 36.

is always reducible. Thus we at least understand the absence
of primitive trinomials for n = 8, 16, 24 ...

Zierler and Brillhart (1968,1969) have catalogued all of
the irreducible trinomials for n;s 1000 and, where the
~actorization of 2n - 1 was known, have indicated those
irreducible trinomials which were found to be primitive.
Zierler (1969) adding mainly to work done by Rodemich and
Rumsey (1968), has catalogued all primitive trinomials for
the first 23 Mersenne primes. Finally, Zierler (1970)has shown
that the trinomial xn + x + 1 is primitive for n = 2, 3, 4,
6, 7, 15, 22, 60, 63, 127, 153, and 532.

3. M-8EQUENCE ARCHITECTURE

1M + Alnl = }..n + }..n-lcn_ 1 + ... + }..Ct + CO ~ O.
(A-I 8)

One magnificent result from matrix theory is the Cayley
Hamilton theorem. Simply stated by Perlis (1952, p. 136),
"Every (square)matrix satisfies its characteristicequation,"
The characteristic equation is created by simply selling the
characteristic polynomial (A-17) to zero:

3.1 Introductory Remarks
Once we have a primitive polynomial we can construct

a sequential machine out of memory elements and exc1usive
or gates which will exhibit a cycle of 2n - I distinct states.
Our first construction is a "natural" construction and to do
it we use elementary matrix theory. As an introduction,
consider the following statement by Garrell Birkhoff (1964,
p, 299):

"Each square matrix A has a determinant; though the
determinant can be used in the elementary study of the rank
of a matrix and in the solution of simultaneous linear
equations, its most essential application in matrix theory is
to the definition of the characteristic polynomial of a matrix."

The characteristic polynomial of a matrix, M, is, of
course, obtained by evaluating the determinant

(A-17)1M + All.

The count of primitive polynomials (A-15) can be easily
derived from an algebraic argument (Golomb, 1967,
pp. 48-49) or by a less formal and intuitive argument such
as that given by Birdsall and Ristenbatt (1958, pp. 34-35).

Finding primitive polynomials, then, is of great
importance. Attempting to factor polynomials is, of course,
the first step in proving primitivity as a primitive polynomial
must be irreducible. Factoring has become an exciting field
in and of itself. An early important method is due to
Berlekamp (1967, 1970). A good review of the early methods
along with some excellent exercises is given in Knuth (1969).
For more recentwork, the reader is invitedto reviewMoenck's
method (1977) which incorporates a time-saving refinement
of Berlekamp'smethod. Another recentcontributionis a new
factoring algorithm by Cantor and Zassenhaus (1981) that is
of the "probabilistic genre." The probabilisticalgorithms are
presently in vogue in all sorts of fields and portend, in the
authors' opinion, to be a powerful and revolutionary
approach to some classically difficult computations.

Tables of primitive polynomials are readily available. The
earliest, and most famous compendium, is Marsh's set of
tables (1957) which contains an exhaustive listing of all primi
tive ~olynomia.ls through degree 19. Watson's list (1962)
provides a primitive polynomial for each n;s 100 and
n = 107 and n ~ 127. Watson's list was followed by
Stahnke's list (1973) which presents a primitive polynomial
for all n;s 168. Unlike Watson's table, Stahnke's uses trinom-
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By the Cayley-Hamilton theorem, then, we have

(A-26)

is "as good as" any other choice as all finite fields of the same
order are isomorphic. See, for example (MacDuffie, 1940,
p. 180). But the isomorphisms of the Galois field can be of
significant practical importance and should not be dismissed
as mere mathematical curiosities. The following from Ber
lekamp (1968, p. 104) captures the essence of this thought:

"From an engineering standpoint, it is misleading to
overstress the uniqueness of GF(pk), for this field may have
many different representations. .. The design and cost of
circuitry to perform calculations in GF(pk) depend critically
on the representation. For this reason, some engineers prefer
to think of different representations as different fields. This
viewpoint is particularly justified in solutions where the cost
of transforming from one representation to another is large."

Well, just how many field representations are there and
how can they help us? Consider the general 3 x 3 matrix:

(

ell
E = e21

e31

(A-20)

(A-22)

(A-21)

(A-19)

We observe that (A-19) guarantees (constructively) that
powers of M greater than or equal to n can be expressed by
a linear combination of the set of matrices

will be distinct and M2n- 1 ~ In'

Given a primitive polynomial

{In' M, M2, ... , M2n - 2}

If the characteristic polynomial is primitive then each member
of the set

we canimmediately devise a matrix whosecharacteristic poly
nomial will be f(A). This matrix is termed a companion matrix
and is defined as

o ... 0 I
CI

C2

If we take the determinant of E + AI we obtain:

}.3 + }.2(ell + e22 + e33) + }.(elle22 + e1le33 + e22e33
+ e23e32 + e12e21 + el3e31) + (elle22e33 + elle23e32 +
el2e21e33 + e12e23e31 + el3e2le32 + el3e22e31)' (A-27)

There are two primitive polynomials of degree 3, viz
(A-23)

(A-28)

Cn-l

Observe that Me is merely the state transition matrix for the
most commonrealization of an m-sequence generator shown
in Figure A-I. If we denote the content of the n-stage shift
register's stage i at time t as

We must provide a note of caution. It has become
traditional to list primitive polynomials as polynomials in x,
i.e., f(x). To create a matrix of the form (A-23) which will
implement the sequence corresponding to these polynomials
we must make the transformation

Direct solution of the {eij} for these cases yielding the poly
nomials in (A-28) uncovers no fewer than 48 distinct matrices
which are arrayed in eight fields each with 23 members (each
field contains 13 and 03' the multiplicative and additive iden
tities, respectively, which do not, of course, exhibit a primi
tive characteristic polynomial). The eight fields are shown in
Figure A-2.

The counting problem has been solved for general n.
Reiner (1961) has derived an expression for the number of
matrices that exhibit a particular characteristic polynomial.
Following a little manipulation of Reiner's result, we find that
the number of nxn matrices that possess a specific primitive
characteristic polynomial is

(A-29)R(n)
2n - I

(A-24)

hi and let !" = (b~-Io ~-2' ... bb), then

!,t+1 = !'tMe•

to convert f(x) to the polynomial of form (A-22), see (Golomb,
1967, p. 35). Thus, if we wish to construct the companion
matrix for the primitive polynomial x3 + x2 + I we would
use

where R(n) is the number of regular or non-singular nxn
matrices, i.e., the number of matrices whose determinant is
unity. Explicitly,

}.3 + }. + I

R(n) = 2n
' ( i )( ~ )( ~)...

Recalling that there are

<I>(2n - I)
n

2n_1

2n
(A-30)

as the characteristic polynomial.
It is at this juncture that the pure mathematician loses

interest for, as he correctly asserts, there is only one finite
field of 2n elements and the set of elements

primitive polynomials of degree n, we find that the number
of matrices that can serve as finite field generators, or equiva
lently, "wiring schematics" for m-sequence generators, is

(A-25) c(n) ~ <I>(2n
- I). R(n) .

n 2n - I
(A-31)
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Table A-1. Architectural "Richness"

n ,p(2" - 1) R(n) c(n)
n 2" - 1

2 1 2 2
3 2 24 48
4 2 1,344 2,688
5 8 322,560 1,935,360

Note that for Mersenne primes (p and 2" - I both prime),

c(p) _ R(p).
P

Table A-I demonstrates just how very rich the potential
architectural schematisms are.

3.2 An Example and Ita Analysis Via Matrices
As an example of a specific architecture, different from

the companion matrix structure of Figure A-I, let us consider
and analyze the following machine:

a) There are n flip-flop memory elements. Their states
at time t are denoted by

I I I I I I
0 I I I I I
0 0 I I I I

M (A-33)
0 0 0 0 I
I I I I 0

To find that characteristic polynomial of M given in (A-33)
we write the determinant

>'+1 I I I I
0 >'+1 I I I
0 0 >'+1 I I

fn(l\)
0 0 0 0 >'+1 I
I I I I I >,

(A-34)

Expanding (A-34) by evaluating the minors specified by the
two non-zero entries of the first column and using simple
matrix algebra we obtain the following recursion:

b) Their states at time t + I are derived as follows. We
add

The result is

b'+1n-l

fn(>') = (1\ + l)fn_ 1(1\) + >,n-2

By direct computation we find that

f2(1\) = >,2 + x + I

and then by recursive computation we find

f3(>') = >,3 + >, + I
f4(1\) = >,4 + >,3 + I.

(A-35)

(A-36)

(A-37)

We then add

b'+I b'n-l to 0-2

The result is

...'+ I"1>-2

We add

...'+ I b'vo-2 to n-3

The result is

...'+ I"1>-3

We proceed in this fashion until we have attained

bb+ '
by adding

Thus we know that the finite state linearly sequential machine
defined by (A-32) and (A-33) will exhibit a maximum length
cycle of states if and only if (A-35) is primitive.

Let us examine the succession of states for one of the
primitive polynomials, f4(1\) = >,4 + >,3 + I. We start the
machine in the all ones state and observe the following state
progression:

1111
0101
1001
0001'
1110
1011
0010'
0011
1101
0110
0100'
0111
1010
1100
1000'

A little thought will convince that

11.'+1 = (b~_h b~_2"'" bbl = b'M

where

10-30

(A-32)

The unity density states are starred and we note that their
positions seem to be at approximately equidistant spacings
throughout the cycle. Will this be true in general for those
cases in which fn(l\) is primitive, or is it merely fortuitous for
this case?



First, let us define the density one or unit weight vectors

where the single I is in the position i and I :s; i :s; n. Second,
consider the immediate successor states of the unit weight
vectors. On multiplying Un by M we obtain:

as

Uj = (00 ... 010 ... 0) (A-38)

from ul as ul is from un. For our example. we note that this
distance is II steps. We can easily extend the above argument
for all Uj up to i = n-I, i.e .• if

then

(A-39)

where the sums in (A-39) are vector (modulo two sums,
component by component). Similarly, multiplying M by u,
yields:

The final unit weight vector, Un. however, is found to satisfy

(A-52)

Thus, we have found that for the particular sequential
machine defined by (A-32)and (A-33), the unit weight vectors
are distributed at approximately equal distances around the
cycle. This fact can be deduced without the matrix oriented
argument presented but is intended as an example of how
matrix arguments can be simply and efficaciously used.

3.3 Special Purpose Archltecturea
As we have seen in Figure A·I, the companion matrix

shift register realization is the simplest realization of an
m-sequence generator. It may not be the "best," however;
that all depends on what constitutes value to the designer
or implementer. As an example, let us assume that we
wish, to realize an m-sequence of period 255. As we have
noted previously, Swan's criterion states that there are no
primitive trinomials of degree n where n is divisible by 8. Thus
an implementation of the form shown in Figure A-I will
require more than one two-input exclusive-or logic gate.
As an example, let us choose the primitive pentanomial
x8 + x6 + xl + x3 + I. It may be implemented as shown
in Figure A-3. Note that this implementation requires three
modulo-two adders. More important, the adders are layered
to a depth of two. The exclusive-or boolean function is not
threshold realizable and, consequently, is often the time
limiting basic element in a logic family. How then can we
obviate this annoying layering of relatively slow logic?

The answer can often be found through special
architectures. Scholefield (1960) considers a variety of
interconnected, parallel-clocked structures. For example,
he shows that each stage of the structure shown in Fig
ure A-4 exhibits the recursion specified by the polynomial
xp +q + xp +v + xq+u + xu+v + 1. By properly selecting
the tetrad (p,q, u,v) it is possible to synthesize some polynomi
als in many ways with this particular structure. For our
example, we can effect the realization of the pentanomial
x8 + x6 + x5 + x3 + I with (p.q.u,v) = (5,3,2,1) as shown
in Figure A-5. The realization presented in Figure A-5 has
two advantages over the realization presented in Figure A-3.
First, there is one less exclusive-or gate required. Second, and
perhaps more important, there is no layering of exclusive-or
gates.

3.4 A Curloua Architectural Property
Recall that the Cayley-Hamilton theorem (A-19) requires

that each element of M, the finite field generator matrix,
exhibit the same recursion as the matrix as a whole as its
successive powers are computed. In later sections, it will
become clear that the n sequences that describe any row or

(A-50)

(A-51)

(A-49)

(A-47)

(A-48)

(A-45)

(A-44)

(A-46)

(A-40)

(A.41)

(A-42)

(A-43)

Using (A-41) we can rewrite (A-49) as:

U2 = (u,M)Md-l = u,Md

Using (A-43) we immediately rewrite (A-50) as:

On substituting (A-43) into (A-45) we get

Post-multiplying (A-41) by M -1 we find that

Now, if we add (A-41) to (A-42) we obtain:

Equation (A-51) demonstrates that U2 is the same distance

Because the inverse of M exists we can convert (A-44) to

Summing (A-39) and (A-40) we get:

Substituting (A-43) for Uj in (A-48) we get:

unM + ujM = Un

In a manner similar to the above we also derive the equation:

ulM = Ut + U2 + '" + Un-I + Un

Now suppose that un and Ut are on the same cycle, which,
of course, they will be if fn(h) is primitive. There then exists
an integer d such that

Substituting (A-47) into (A-46) we get:
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column of successivepowersof M will be independentof each
other, i.e., no term-by-term sums of up to n - I or any of
the row or column sequences will yield the nth remaining row
or column sequence. These facts immediately yield the
following theorem: Every power of M is expressible as the
following matrix, i.e., the following form is invariant over
exponentiation:

sequence s(I), s(2), ... s(2" - 1). We realize, then, that all
possible n-tuples, including the all zero n-tuple, exist as the
first n bits of one of the sequences in (A-56). Thus we claim
that all possible sequences or solutions to (A-55) are present
in the set (A-56). These sequences or solutions are rotations
or phases of each other. Now consider the term-by-term sum
of any two of the sequences in (A-56). Let these sequences
be denoted by

(A-53)

L"-l,"<!!y

The mif{O,I}. The Li,i<!!Y are linear combinations of rnj, m2,
... mn -

As an example, consider FIELD B of Figure A-2. By
solving some elementary linear equations, the general form
(A-53) of the matrices in the field is easily shown to be

Because
n

a(t) = E "'ia(t - i)
i = I

and
n

b(t) = E "'ib(t - i)
i = I

linearity assures that the term-by-term sum sequence

(A-56)

4. m-SEQUENCE MANIPULATIONS

(A-58)

also satisfies the recursion and is therefore contained in (A-56)
thus proving the shift and add property. Furthermore, it is
clear that the set of sequences in (A-56) forms an abelian
group under the operation of term-by-term addition. This
proof and observation is given by Golomb (1967, pp. 44-45).

Weathers (1972, pp, 13, 15) has given a matrix proof.
Assume that two m-sequence generators have the same state
transition matrix, M. Assume that one machine is started with
the initial state bOand that the other machine started at d
clock times awayfrom bO, i.e., at state bOMd. If an observer
were to sum the contentsof identical stages at each clock time,
he would observe the sequence

which we can rewrite as

4.2 Phase Shifts and the Delay Operator calculus
Consider again an m-sequence realized by the compan

ion matrix of Figure A-I. For specifics, let us consider the
shift register arrangement of Figure A-6 corresponding to the
primitive trinomial x3 + x2 + I. We have labeled the stages
0, I, and 2. Consider that the observed m-sequence is taken
from stage O. Let D be the unit delay operator applied to a
sequence. If the register of Figure A-6 is started with all ones,
the following m-sequence is observed

But, as Weathers points out, (A-58) is equivalent to starting
the machine at the state (f = !:!O(I + Md ) and observing the
sequence If', flO M, If'M , ... which is either the all zero
sequence or a rotation or phase shift of the m-sequence.

(A-57)

(A-54))

s(I), s(2), ... s(2" - I)
s(2), s(3), .. , s(l)
s(3), s(4), ... s(2)

4.1 The "Shift and Add" Property
One of the most celebrated properties of an m-sequence

is the so-called "shift and add property." It deserves study
not only because it is of theoretical interest but also because
it lies at the heart of special architectural techniques.
Essentially the shift and add property states that if an
m-sequence is added, term-by-term, to a shift or phase of it
self, the resulting sequence will be the same m-sequence but
at yet another shift of itself. For example, consider the
sequence generated by the primitive polynomial x3 + x2 + I:
{100101I}. Let us delay the sequence by one clocktime:
{llooIOI}. Adding these two sequences, we obtain: {OIOIIIO}
which is the first sequence delayed by five clocktimes.

The proof of the shift and add property is simple and
it is instructive to show it by two different methods, via
algebra and via matrices. First, consider that the linear
recurrencegenerating the m-sequence is the same as used in
(A-I3), viz,

n
s(t) ~ E '''is(t - i) (A-55)

i= I
Let us create a set of 2" elements whose members are the set
of sequences:

(
:~ :~:~ + m3
m2 + m3 m3 mj + m2 + mj

Notice that all of the FIELD B matrices can be derived by
letting (m], m2, mj) assume all possible 23 ~ 8 binary triples.

s(2" - I), s(I), ... s(2" - 2)
0,0, ... 0 So = {I0010II }. (A-59)

Each of the 2" sequences in (A-56) satisfies (A-55), and be
cause (A-55) generates an m-sequence, we know that all
n-tuples excepting the all zero n-tuple exist somewhere in the

As stage 1, the following sequence is observed

Sl = {lIoolOl} (A-60)
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which is 0 operating on (A-59). At stage 2 we observe

(A-64)

+ D2
D5
D5

ID6
D6 + 05

I + 0 + 0 2
I+D3+D4 II + D + 02 + D3

I + 03 + 0 4
D + D2 + D4
0 + 04 + D5

0 2 + D5
0 2 + 0 5 + D6

0 6

Dd = f(D) . q(D) + r (D)

m-sequence according to the primitive polynomial x4 + x3
+ I and that we simultaneously wish to generate the sequence
delayed by six steps. Following Davies' algorithm we proceed
as follows:

where f(D) is the primitive polynomial generating the
m-sequence and q(D) and r(D) are the quotient and remainder
polynomials, respectively. The 2" possible residues, or equiva
lence classes that obtain upon the division correspond to either
the all-zero sequence or the 2" - I possible phase delays.

Gardiner (1965) has devised, and Davis (1966) has further
generalized, a sequential circuit that derives the numbers of
the stages which must be added together to achieve a given
phase shift delay.

4.3 Large Phase Shifts and the Art of Exponentlstlon
The preceding material is valuable in that it constructively

demonstrates the calculability of the relation and inverse
relation between phase shift and stage connections needed to
be summed to achieve the phase shift. For large phase shifts,
however, Davies' method (1965) is not recommended as the
computation time required to determine the stages and be
summed grows linearly with the magnitude of the phase shift.

The first single-term remainder encountered is D6 and our
delay is therefore 6.

The above algorithms depend on the simple relation as
expressed by Davies (1965):

+ D2
+ 0 4 + D

D4 +D2+D
D4+D3 +

D3+D2+D+I

The machine depicted in Figure A-8 will produce an
rn-sequence at point E that is delayed by six steps from the
sequence observed at stage O.

Douce (1968) and Davies (1968) worked the inverse
problem, i.e., given the m-sequence generator polynomial and
the stages of the companion matrix that are summed,
determine the phase delay of the sum. This algorithm is also
very simple:

a) Divide the degree n primitive polynomial, written left
to-right with terms of increasing powers of D, into the stage
specifying powers of 0, also written as a polynomial is
ascending powers (this polynomial will be of degree < n).

b) Continue division until a one term remainder is
obtained.

c) The exponent of 0 of the remainder above is the phase
delay. Using our previous example, we perform the following
division:

(A-63)

(A-61)

(A-62)

Table A·2. All Phase Shifts of x3 + x2 + 1

So S, S2 E
o 0 0 ooooooo
o 0 1 1110010
o 1 0 1100101
o 1 1 0010111
1 0 0 1001011
1 0 1 0111001
1 1 0 0101110
1 1 1 1011100

we see that the polynomial in x converts directly to a poly
nomial in D and this is true in general.

Davies (1965) presents the following algorithm to derive
the numbers of the stages which must be added together to
achieve a phase delay of d steps:

a) Divide the degree n primitive polynomial, written left
to-right with terms of decreasing powers of 0, into Dd.

b) Continue division until the remainder consists of pow
ers of D all of which are less than n.

c) The powers of D in the remainder correspond to those
stages that are to be summed modulo two.

For example, let us say that we wish to generate the

where (J is the m-sequence observed at stage O. Rewriting
(A-62) as

(D4 + 03 + 1)(1 = 0

S2 = {111001O}

which is 0 2 operating on (A-59). Consider, now, that we have
a set of three switches {so, s" S2} as shown in Figure A-7.
Table A-2 shows the sequences which are produced at point
E according to the eight possible switch configurations. Note
that the set of eight sequences of Table A-2 contain all seven
phase shifts of the m-sequence produced by the primitive poly
nomial x3 + x2 + I and the all-zero sequence. This set is of
the form (A-56). The noteworthy point here is that all phase
shifts are present and can be generated by summing, modulo
two, variouscombinations of the threestagesof the machine
shown in Figure A-6. That this is true in general, that any
phase of a 2" - I bit m-sequence can be formed by a linear
combination of stages of the n-stage companion matrix shift
register realization, is an amazing and useful property. [Tsao
(1964) gives an excellent, elementary argument proving this.]
Also impliedis uniqueness, i.e., no two linear combinations
of stages will produce the same phase. This follows immedi
ately from the "pigeon-hole principle" (Schubeinfachprinzip)
as there are
n
E (!')=2"
i=O 1

possible linear combinations and 2" possible phases includ
ing, of course, the all-zero sequence.

We can now move naturally into the delay operator cal
culus. Observe that the machine in Figure A-8 obeys the primi
tive polynomial x4 + x3 + I. Observe that it can be viewed
in terms of the delay operator notation by observing that
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As an example of VanLuyn's algorithm, consider that
we wish to determine the setting of the switches SO' s1, s2, s3,
s4 of the machine depicted in Figure A-II so that the sequence
at point E is delayed by 21 steps with respect to the sequence
observed at stage O. The machine of Figure A-II obeys the
recursion D5 + D2 + 1 and the delay s = 20 + 22 + 24,

hence ao = I, al = 0, a2 = I, a3 = 0, a4 ~ I. The algorithm
proceeds as follows:

r(d) ~ I
r(D) Da, . (1)2 + D
r(D) = D'" . (Dj2 = 02
r(D) Da, . (D2)2 = D5

= Da, . (D2 + 1)2
D'o . (D4 + 1)2

+ 1 = r(D)
+ I

D2
+ D2

r(D)
r(D)

D5+D2+IID5
D5 +

al = 0:
ao I:

START:
a4 = I:
a3 0:
a2 0:

Other proferred methods, such as (Ireland and Marshall,
1968a, 1%8b, 1976) and (Latawiec, 1974, 1975, 1976) are
complex and are not presented by the authors as efficient for
handling very large phase delays. Only recently has a series
of papers dealt with the problem of the computational
complexity of calculating the stages required to achieve very
large phase delays.

To review, what we are trying to determine is J)d modulo
the primitive polynomial generating the m-sequence. Given
d, how many multiplications are required to obtain Dd? The
answer in general, as faras theauthors areaware, isunknown.
Knuth (1969, pp. 401 +) considers the problem at length and
presents the algorithm, slightly modified by the authors shown
in Figure A-9 which he terms the "binary algorithm," for
accomplishing the exponentiation Y = Dd. The binary
algorithm requires [log2d] + s(d) - I multiplications where
s(d) is the number of ones in d's binary representation. As
stated, thealgorithm is notnecessarily the"cheapest" interms
of multiplications required for general d. Knuth cites d = 15
as the smallest d for which there is a less costly procedure.
The binary algorithm forms dIS from d with six multipli
cations. Let us, however, calculate dIS with only five multi
plications as follows:

then we have

nd = D30 + 812' + 822
2 + + 8s2

s

~ D"o(Da,(. .. (Da,)2 t)2.

Although the binary algorithm may not always be the
cheapest in terms of multiplications required, it is easily
programmed and its performance, in general, is quite good.
Also, one must bear in mind that algorithms should not
always be evaluated and selected by counting just one cost
item, multiplications in this case. Total algorithmic com
plexity, and "ccnvemence," depends upon many ancillary
considerations suchas storage requirements, indexing, sorting,
and other housekeeping tasks.

The binary algorithm is quite useful for our task and is
at the heart of a paper by VanLuyn (1978). VanLuyn's al
gorithm determines the stages to be summed to produce a
phase shift of d steps. For consistency, we modify VanLuyn's
algorithm slightly in order to comport with the definitions
and architectures implied by the previous figures. The al
gorithm is motivated by the following: Assume that d is
expressed in binary form as

(A-66)lOOIIIO ...

D4 + D
D5+D2+1 ID9 + D

D9 + D6 + D4
D6 + J)4 + D
D6 + D3 +D

FINISHED: D4 + D3 = r(D)

Thus we see that if switches 3 and 4 are closed, the sequence
at point E will be delayed by 21 steps with respect to the
sequence observed at stage O. The reader is encouraged to try
Davies' method (1%5) on the above example for two reasons:
first to become convinced that the same results are achieved,
and second to gain an appreciation of the computational
advantage that is provided by VanLuyn's algorithm, log d
versus d.

For the sake of completeness and history it should be
noted that Roberts et al. (1%5) developed a better than linear
d method but did not put it into an easily manipulable form.
Other authors have developed algorithms for special cases.
Miller et al. (1977) have devised what is probably best
captioned as a "coalescing pyramid" algorithmic structure
that is efficacious when dealing with primitive trinomials.
Hershey (1980) presented some timesaving shortcuts for those
concerned with primitive trinomials of the form xn + x +
1 where n is a Mersenne prime. Finally, Yiu (1980) has also
developed a fast algorithm that is similar to VanLuyn's.

4.4 Decimation
Decimation, the creation of a new sequence by the peri

odic sampling of an old, is a process of both great theoreti
cal and practical import. Consider the rn-sequence generated
by the trinomial x3 + x + I:

(I multiplication)
(I multiplication)
(save D3)
(I multiplication)
(I multiplication)
(I multiplication)

START: 0 - D
o- fJ2
0- O' D
"(-0
0-02
0-02

o - 0."(
END: 0 = DI5

But (A-67) is merely a phase shift of (A-66) and therefore dis-

Taking every second bit from (A-66) and starting from the
zeroth, we get the sequence:

(A-65)

But (A-65) is the recursive form of the binary algorithm. The
embellishment needed is to reduce powers of D that equal or
exceed n following each squaring and this can be done using
Davies' (1965) long division method. VanLuyn's algorithm
is then as shown in Figure A-IO.

10-40
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no

Start

yes

Y-Y*Z

z--Z2 (Squaring)

lnJ= greatest
integer less

than or equal
to n

no

yes

Finished

Y =Od

Figure A-9. The 'binary algorithm'.
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Start

i ... s
r(0)--1

,

r(O)- OBi r(02)

r(O)- reO) mod f(O)

Is no
i =0

\

?
i-i-1

yes

Finished

Figure A-10. VanLuyn's algorithm (modified).
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Figure A-ll. Phase switchable generator for x5+x2+1.
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plays the same primitive trinomial. If, however, we take every
third bit from (A-66), again starting from the zeroth, we
obtain:

d-(xl)
dx---

f
(A-75)

1100101. .. , (A-68) We now perform the division specified in (A-75)

M2n + M2(n - ',) + M2(n - .,) + ... + I ~ 0 (A-71)

We square (A-70), note that all the crossterms disappear un
der modulo-two arithmetic, and we have

Rewriting (A-71) as

(M2)n + (M2)" ._', + (M2)" - ·2 + ... + I ~ 0 (A-72)

We obtain the characteristic sequence by sequentially read
ing the coefficients of 1, x, x2, x3, ... of the quotient. Thus,
the characteristic sequence, or phase, of the primitive poly
nomial x3 + x2 + I is 1001011.... Note that the charac
teristic sequence starts with zero for n even and one for n odd.

So enticing is this beautiful benchmark it has been
independently discovered by Weinrichter and Surbock (1976)
in an interesting and instructive way and will probably be
rediscovered by other researchers in the future.

Finally, Arazi (1977) has developed the mathematical
machinery to compute the initial setting or tuple of an
m-sequence for its power of two decimation to achieve a
desired phase shift. Arazi cites the characteristic sequence as
the special case of zero phase shift.

4.6 General Decimation

If an m-sequence produced by an nth degree primitive
polynontial is properly decimated, that is, if the period of deci
mation is relatively prime to 2n - I, then another m-sequence
will be produced. This new m-sequence will be described by
the same printitive polynontial if and only if the decimation
is a power of two. For decimation other than a power of two,
there is no easy "paper-and-pencil" method of determining
the polynomial with a few exceptions. The most famous of
these exceptions is the "cubic transformation" introduced by
Marsh (1957). This transformation is that produced by
decimating by three, or, as Golomb (1967, p. 79) calls it,
"tertiation." Golomb (1969, pp, 363-366)has prepared a lucid
algorithm for implementing Marsh's transformation.
Golomb's algorithm proceeds as follows:

a) Create three "bins" A, Band C. We will place, but
not reduce modulo-three, all numbers that we encounter that
are 0 modulo-three into bin A. Into bin B we will place all
numbers that are I modulo-three. Finally, we will place all
numbers that are 2 modulo-three into bin C.

b) The first set of numbers to be sorted and placed into
the bins is the exponents of x in f(x), the printitive polynomial.

c) For all distinct pairs (alo a:z) of exponents in f(x) that
are in the same bin (which is in reality a residue class) we form
(2<>1 + a:z)/3 and (2<>2 + (1)/3 and place the results into the
appropriate bin.

d) For all distinct tuples (aA' aB, ad where aA is an
exponent of x of f(x) which has been placed into bin A, aB
is an exponent of x of f(x) which has been placed into
bin B, etc., we compute (aA + aB + ad/3 and place it into
the appropriate bin.

e) The occupants of the bins are now examined. If a

x5 + x6

x5 + x7 + x8

x6 + x7 + x8
x6 +x8+x9

x7 + x9

I + x2 + x3 I I + x2
I + x2 + x3 (A-76)

x3

x3 + x5 + x6

1 + x3 + x5 + x6 + ...

(A-70)

(A-73)

(A-69)

(A-74)if n is even

if n is odd

+ If

ddX (xl)

f

~(xl)
dx

M" + Mn - 0'1 + M'' - 0'2 + '" + I = 0

For example, consider the trinontial x3 + x2 + 1 which gives
the sequence presented in (A-68).

As n is odd, we apply the formula (A-73) and we see that
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But (A-69) is equivalent to the undecimated stepping from
bO of a machine whose transition matrix is M2 vice M.
Following this observation, consider now that the characteris
tic equation is

4.5 Decimation by a Power of Two
Other experimentation would soon lead us to the

hypothesis that decimating an m-sequence by a power of two
always gives rise to the same m-sequence at some phase shift
from the old. That this hypothesis is indeed irue is a remark
able property of m-sequences. The validity of this theorem
is quickly demonstrated by using abstract algebra. The fol
lowing is, however, an excellent matrix-oriented proof by
Weathers (1972, pp, 12-13). Consider that an m-sequence
generator is started at state !!O and we consider every
other state, i.e., decimation by two. We observe

we see that M2 satisfies the characteristic equation (A-70) and
thus the decimated sequence (A-69) is the original, undeci
mated m-sequence merely shifted in phase.

An m-sequence is a bit like the proverbial and material
ring. It has no beginning, no end. A natural benchmark does
exist however. It is called the "characteristic sequence." Recall
that an m-sequence is changed in phase only, when decimated
by two. It turns out that there is a phase of the m-sequence
that is left invariant upon decimation by two. This phase is
the characteristic sequence and was discovered by Gold (1966).
Gold's straightforward rules that construct the characteris
tic sequence for the nth degree primitive polynontial f = f(x)
is to perform the divisions:

which is not a phase shift of (A-66) but an entirely new
m-sequence, Indeed, it is the m-sequence generated by the
other primitive trinomial of degree 3, x3 + x2 + I.



particular occupant is present an odd number of times it is
copied onto a list, L, otherwise it is discarded.

f) The new polynomial, the polynomial that describes the
decimated-by-three recursion, is formed by summing together
the terms consisting of an x raised to each of the powers in
the list, L.

An example is in order. Consider the primitive pen
tanomial

From the four 6-tuples of (A-82) we immediately derive the
four equations

I + "2 = I

"I + "3 = I (A-83)
"I + "2 + "4 = 0

I + "2 + "3 = 0

Decimating the sequence (A-78) by three, we obtain the
sequence

(A-89)

(A-88)

(A-87)

(A-86)

(A-84)

(A-8S)

and we need to compute

at, at + k, at + 2k, 0 0 ., at + (n - I)k

where

C = col[I, 0, 0 ... , 01

from (A-87). In control theory, this is usually referred to as
the observability problem (Luenberger, pp, 28S-287).

From (A-84) and (A-8S), we have

and at corresponds to the output bit at time t. From the
hypothesis, we assume that we know

The solution of the equations in (A-83) yields "I = "2 =
"4 = 0 and "3 = 1. Thus, the primitive polynomial which
generates the sequence in (A-79) is x5 + x3 + I as previously
determined by the cubic transformation.

4.7 Inverse Decimation
The inverse problem of determining the undecimated

sequence given just a short segment of the decimated sequence
is considered by Arazi (1977). The following problem
development and solution is different from Arazi's but more
in consonance with our overall development. We assume that
every kth bit is taken from the zeroth stage of a shift register
which is implementing an nth degree primitive polynomial by
the companion matrix architecture. The contents of the shift
register, !!t, change according to (t :s I)

!!t + I = !!tM

at = b'C

(A-79)

(A-77)

(A-78)

bin C
2,S

2
2,2

Let us use Golomb's method to discover the primitive poly
nomial which (A-79) obeys:

bin A bin B
o 1,4

3,3 4
3 I

L = {O,3,S}

It produces the sequence

STEP (b)
STEP (c)
STEP (d)

F(x) = x5 + x4 + x2 + x + I

Thus the polynomial that generates (A-79) is g(x) = x5 + x3

+ 1. The reader should note that in order for decimation
by-three to yield a primitive polynomial, n, the degree of the
polynomial generating the original sequence, must be odd as
2n - I, where n is even and greater than 0, is divisible by
three and the decimation would therefore be improper.

Golomb (1969, pp. 366-369) generalizes the cubic trans
formation to a general kth power transformation but deriv
ing the generator polynomial for the decimated sequence
quickly becomes overly involved with increasing k. An easy
way to derive the generating polynomial of a decimated
sequence is to solve a set of simultaneous equations derived
as follows. We know that if an m-sequence, that is generated
by an nth degree primitive polynomial, is properly decimated,
the resulting sequence will also be an m-sequence generated
by an nth degree polynomial. Thus, all we need to do in order
to uncover the polynomial is to produce a sequence of bits
of the decimated recursion

1001011001111100011011101010000

1110110011100001101010010001011

and then solve for the cq's from n - I independent equations
of the form

{d(i)}, i = 0, 1,2, ... (A-80)
and

[at, at + k, 0.0' at + (n - 1)k]

M(n - I)kg]

= !!IMt - l[gMkg ...

(A-90)

This method, for a different application, was suggested by
Meyer and Tuchman (1972). As an example,let us apply the
method to the sequence given in (A-79). The first four 6-tuples
are

d(n + i) = "Id(n + i-I) + ...
+ "n_ld(i + I) + d(i)

100101
001011
010110
101100

(A-81)

(A-82)

since it is known that the solution exists and is unique, it is
clear that

bl = [at, at + k, ... , at + (n - l)k][Mt - 'gMt + k - Ig

... Mt + (n - I)k -Ig]-I (A-91)

5. GENERATION OF HIGH·SPEED
M-SEQUENCES
The ability to generate high-speed m-sequences is

important to a number of disciplines, especially direct
sequence spread spectrum systems and precise ranging sys-
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terns. The maximum rate at which the companion matrix reali
zation of an m-sequence generator, Figure A-I. can be run
is determined by two parameters, the propagation delay of
a shift register stage and the computation time required by
the modulo-two adder.

An "electronic" approach to speed increase was
proferred by Harvey (1974) for certain trinomial feedback
functions in which an analog delay line was substituted for
the zeroth stage, which must be untapped for feedback to the
modulo-two adder. The delay of the analog line is chosen to
be the difference of the clocking period and the computation
time of the modulo-two adder. The "before-and-after" dia
grams illustrating Harvey's method for implementing the m
sequence specified by x4 + x3 + 1 are shown in Figures
A-12a and A-12b. Clearly, Harvey's method also applies to
the substitution of more than one shift register stage by ana
log elements.

Ball et al. (1975)extended the above method and showed
that for trinomials of the form xn + xn - 1 + I, no shift
register stages are needed at all as is shown in Figure A-I3.
The delays indicated in the figure are determined by

sion at twice the clock rate. If the top register is started with
010 and the bottom with III, the machine will progress as
follows:

The three implementations so far reviewed assume that
the limiting parameter is the propagation delay of the shift
register stage. Often this is not the case but it is rather the
computation time required by the modulo-two adder that caps
the operating speed. One solution against this inherently
different problem was given by Quan (1974) who proposed
a modification of Lempel and Eastman's method. He
suggested time division multiplexing the decimated sequences
instead of adding them modulo-two. Figure A-IS depicts the
scheme shown in Figure A-14 recast under Quan's modifi
cation. The initial conditions of the registers are the same as
for Eastman and Lempel's version.

One final method for generating high-speed m-sequences
is that proposed by Warlick and Hershey (1980). These
authors first developed a special architecture for m-sequence
generators based on primitive trinomials

Dl = T
D2 (n - I)T - Dg (A-92)

CLOCK:
TOP REGISTER STAGE 2:
BOTTOM REGISTER STAGE 2:
MOD-TWO ADDER OUTPUT:

10101010101010
01100001111110
11111100110000
10011101001110

(not xn + x' + I as erroneously reported in the paper).
The WINDMILL thus achieves a speed ratio increase of

v to attain a high-speed rate Rv. Warlick and Hershey briefly
considered the electronic architectural implications of realizing
a WINDMILL and concluded that the WINDMILL offers
power advantages for certain hybrid MOS layouts and its peri
odic substructures are especially amenable to LSI black
smithery.

They found that the general architecture depicted in Figure
A-16, which they termed the "vanestream structure," (The
repeated register blocks with feedback are termed the
"vanes.") will progress through a maximum length cycle of
2vl + 1 - I states for a surprisingly rich set of triples (v, i, t)
which they catalog, along with the primitive trinomials (A-93)
upon which the structures are based, for vi ::s; 99. The
architecture of Figure A-16 is then coupled with a parallel in
(broadside load), serial out multiplexer as shown in Figure
A-17 to form what they term the "WINDMILL m-sequence
generator." (The name "WINDMILL" derives from a
predecessor sequential machine of theoretical interest only.)
The slower logic vanestream generator is stepped at a rate R.
After each step, the contents of the v stages are copied into
the v high-speed shift register stages indicated and the v high
speed shift register is shifted v times in the direction indicated.
The high-speed stream exhibits the m-sequence specified by
the trinomial

where T is the bit period, n is the degree of the trinomial
(x" + xn - 1 + I) and Dg is the computation time of the
modulo-two adder. Ball, et aI., noted that the configuration
shown in Figure A-13 will run free and is, in their words, "a
special case of the delay-line oscillator."

Another approach to high-speed generation was offered
by Lempel and Eastman (1971). Unlike the methods just
reviewed, Lempel and Eastman's method depends on a mathe
matical, vice electronic, basis to achieve high-speed genera
tion. The method depends upon a curious aspect of decimated
m-sequences. Essentially, what Lempel and Eastman proposed
was the creation of k shift registers each of which would be
driven by the feedback polynomial corresponding to the kth
decimation of the sequence {s(i)}, i = 0, 1,2, ... which is
generated by the nth degree polynomial that it is desired to
implement at high speed. (The decimations need not be
proper, that is, k and 2n - I need not be relatively prime.)
What is done is to step, in succession, each of the k registers
and modulo-two add together the last stage from each. The
registers are started with initial conditions so that register j
exhibits the decimated sequence {s(ik + i)}, i ~ 0, 1,2, ....
The sequence produced by this addition exhibits the desired
polynomial and runs at a rate k times the rate of the individual
shift registers. As an example, consider that we wish to syn
thesize the sequence produced by the primitive trinomial x3

+ x + 1at a ratetwo timesfasterthanweshift ourregisters.
For this example, k = 2, the decimation is a proper one and,
additionally, the polynomial driving our two registers must
also be x3 + x + 1 as the decimation is a power of two.
(Recall that this was shown in the previous section.) Thus,
the diagram shown in Figure A-14 will implement the recur-
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xn+x"+1 (A-93)

(A-94)



~

~

Figure A-12a. Companion matrix realization of
x4+x3+l.

Figure A-12b. Delay line realization of
x4+x3+1.

Delay
Line
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Figure A-14. High speed m-sequence generation by decimation and
modulo-two addition.
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Figure A-15. High speed m-sequence generation by decimation and
multiplexing.
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APPENDIX B: A CURSORY LOOK AT SYNCHRONIZATION
FOLLOWING CLOCK RECOVERY

What (B-2) implies is that bit "sense" is known, i.e .• the
receiver knows the received bits exactly and not within the

We calculate r(l) by lining up the slipped sequence with the
unslipped sequence as follows

from the above we see that r(1) = 8 - 7 = 1. Figure B-1
depicts r(k) for k = 0, ± I, ±2, ... ± 15. Note that max
(A - D) for k * 0 is 1. Note further that at k = 8,
A - D = - 6. This is a consequence of designing the sequence
(B-1) in order to achieve

1.1.1 Autocorrelation
The autocorrelation function most commonly used for

sequence design is as follows. Let the sequence be denoted
by s(I), s(2), ... s(n) where Si'{O, 1}. We compute the
autocorrelation, r(k),by countingthe agreements, A, between
s(i) and s(i + k) over the range 0 :!> i :!> n - k and subtracting
the disagreements over the same range. From this definition
it is clear that r(k) = r( - k). As an example, let us determine
the autocorrelation of the sequence

ambiguity of some differentially coded systems. This is a
reasonable and practical assumption for many communi
cations circuits and signaling architectures.

1.1.2 Bit Sense Known
Sequences, or as they are often called, "unique words,"

which are designed under (B-2) may be used in various tele
metry schemes, see Maury et al. (1964), and for Time Division
Multiple Access (TDMA) satellite communications. See. for
example Sekimoto (1968), Gabard (1968), Schrempp and
Sekimoto (1968), and Nuspl et al. (1977). A common
implementation that can be used for synchronization using
sequenceswherein bit sense is known, is a threestep process
(Schrempp and Sekimoto, 1968):

I. Allow carrier recovery by sendingthe receiver a stream
of all zeros

II. Provide bit timing recovery by transmitting a stream
of zero/one alternations

III. Mark epoch by sending a unique word.
As an example, let us assume we have carrier and clock and
let us examine a few cases where we identify the epoch with
the unique word specified in (B-1). We assume, for this case,
that we are provided with a zero/one quantized bit stream
and that we are passing this bit stream through a matched
filter or replica of the unique word (B-1). (This is not the
optimum method of detection, incidentally, but it is easy to
realize in hardware.) Our experiment is depicted in Figure B-2.
The bitstream that is passed into the Bitstream Analysis
Window is a stream of ones and zeros taken from a balanced
Bernoulli sourcewhichis a sourceof zerosandones suchthat
the probability of a one at time t equals the probability of
a zero at time t equals one-half; further, the bit at time t is
independent of all bits preceding it. At t = 30, the unique
word (B-1) issent and thus at t = 45, the unique word is lined
up with its replica in the filter. At this point, if the unique
word has not been corrupted by the charmel, it will completely
agree with its stored replica and cause a large pulse. Figure
B-3 depicts the action showing A - D as a function of time.
Time is assumed to flow left to right.

As Figure B-3 depicts, the epoch is clearly defined by the
A-D pulse of height 16 at t = 45. (The correlation is not
observed for the first IS clock times as the window is being
initially filled during this time.) To detect the epoch, then,
we would set a threshold on the A - D waveform and make
the rule that the epoch is declared when the A - D wave
form meets or exceeds the threshold. This is obviously doable
and effective if the unique word is received, detected and
quantized without errors. Such is not the case in general,
however. Figure B-4 depicts the action wherein the unique
word is passed through a binary symmetric channel (BSC)
with p ~ 1/16. (A BSC with parameter p is a simple channel
model that dictates that the bit transmitted at the t is received
correctly with probability I - P and is independent of prev
ious channel errors.) In this case, the unique word suffered
a single bit error causing A to decrease by one at epoch and
D to increase by one causing A - D to drop from 16 to 14.
For this case we would have correctly detected the epoch only
if we had set our threshold in the range 8 < threshold g 14.

Figure B-5 repeats the above experiment with a BSC with
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(B·3)

(B-2)

(B-1)

A indicates an
AGREEMENT:

D a DlSAGREEMENT

o

min (max (A - D»

k * 0

o

0000011010111001
0000011010111001

AAAADADDDDAADAD

0000011010111001

1. INTRODUCTION
Synchronization is usually performed to establish either

epoch or phase. Epoch synchronization refers to those
techniques that seek to establish agreement on the epoch or
occurrence of a particular instant of time. Phase synchro
nization comprises those processes that endeavor to determine
the phase of a cyclic (steady state deterministic) digital process.
We will consider a variety of epoch and phase synchronization
methods, starting with epoch synchronization followed by the
phase synchronization genres.

1.1 Epoch Synchronization
Epoch synchronization is a process by which a transmitter

communicates a reference time mark to a receiver. This is
usually done in the time domain by sending a carefully
constructed sequence. The sequence is such that it possesses
an autocorrelation that has low sidelobes thus allowing a large
peak to sidelobe ratio when passed through a matched filter.
There is some confusion in the literature that centers on
sequence design according to the presence or absence of bit
sense or "bit ambiguity." This difficulty is explored.
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'" Indicates Barker code

Table B-1. Examples of Unique Words When Bit
Sense Is Known

p = \4. In this example the unique word suffered 4 errors
and the A - D waveform exhibited a peak value of only 8
at the correct epoch, t = 45. Note however that a randomly
occurring peak of height 8 also occurred at t = 27. For this
case it would have been impossible to select a threshold which
would have correctly identified the epoch.

So far we have learned that we must be careful in
choosing the structure of our unique word and we must be
careful to correctly set the epoch detection threshold. There
is another consideration that is worthwhile and this refers to
"look time." The look time is defined as the amount of time
a matched filter will be allowed to search for an epoch. The
random local maxima that occur may cause a false epoch
determination. The probability of a false epoch determination
varies in a direct relationship to the look time. If a long look
time is required, it may be necessary to select a high threshold.
Doing so may require the user to pick a longer unique word
because a higher threshold may allow for fewer channel errors.
As an example, Figure B-6 depicts the action of the matched
filter of Figure B-2 for an input bitstream produced by a
balanced Bernoulli source of 1000 bits. Note the many rela
tively large maxima that occur randomly.

Table B-1 lists examples of unique words meeting
condition (B-2) for lengths 3-29 bits.

(B-7)

(B-5)

(B-6)

0000011001101011

max (IA - Dil = I

k '* 0

max (IA-DI)

k '* 0

Unfortunately, the Kronecker constructed sequence (8-8) pos
sesses an autocorrelation function rl/(k) such that

FigureB-7 depictsr(k) for this word fork=O, ±l, ±2, ±15.
Note that for this word, the best that can be achieved under
condition (B-4) is Ir(k)1 :S 2 in contrast to r(k) :s I for the
word (B-1) which was designed under condition (B-2).

The great majority of research on unique words has
addressed the case where bit sense is unknown. Probably this
was a result of the great influence that the radar field has had
on special sequence development. A PSK modulated radar
return is a good example of a case in which one would
instinctively choosea pulse compression codeor unique word
designed under (B-4).

The most famous of the sequences designed under (B-4)
are the Barker codes. These sequences are those designed un
der (B-4) for which

Some of the sequences that meet (B-6) were introduced by
R. H. Barker (1953) and bear his name. No Barker sequences
beyond length 13 are known but it is known that if any do
indeed exist, then they must have a length that is an even
square. All possibilities up to 782 = 6084 have been elimi
nated. (See Petit, 1967.)

Lindner (1975a) has compiled an exhaustive listing of all
binary sequences or unique words that meet (B-4) for lengths
3-40 bits. Table B-2 lists one of these sequences for each word
length for n = 3 to n = 40 bits along with the

where a is a Barker sequence and the superbar indicates
complementation. Constructions such as (B-7) can be viewed
as examplesof Kronecker constructions which are produced
as follows (see Stiffler, 1971, or Turyn, 1968):

a) Let s(l), s(2), ... s(f) and t(I), t(2), ... t(m) be two
sequences with r(k) and r'(k) the autocorrelations of s( ) and
t( ) respectively.

b) Form the Em long sequence s(l) + t(I), s(l) + t(2) ,
... s(l) + t(m), s(2) + t(l), ... s(f) + t(m). (B·8)

value achievable for n (Lindner, 1957b).
Many efforts have been made to create longer sequences

from the Barker sequences that exhibit good values for the
autocorrelation. Klyuyev and Silkov (1976), for example,
proposed the construction

Sequence

001'
0001'
00010'
000110
0001101
00001101
000011010
0001110010
00011101101'
000010110011
0000011001010'
00011011110010
000000110010100
0000011010111001
00000101100111010
000010101101100111
0000001011001110010
00000101110100111001
000000111001101101010
0001000111110011011010
00000011100101011011001
000001110011101010110110
0000001101101110001101010
00000oo1101010110011110010
000000011011001111001010100
0000000110110110001110101011
00000010110010011100111101010

MaxACF
o
1
1
1
o
1
1
1
o
1
1
1
2
1
1
1
2
1
1
1
2
1
1
2
2
2
1

Length

3
4
5
6
7
8
9

10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29

and thus can never lead to a better normalized autocorrelation
function than either of its component sequences.

A very interesting result due to Moser and Moon and
cited on p, 198 of Turyn (1968) is that if a sequence is gener
ated at random (from a balanced Bernoulli source) then one
can expect max (IA - DI) to be on the order of the square
root of the length of the sequence. Keeping this thought in

10-61

1.1.3 Bit Sense Unknown

In many cases bit sense is unknown and unique word
sequences are then designed by modifying (B-2) to the
following

min (max (IA - Dill
k '* 0 (B-4)

By way of introduction, let us examine a 16 bit sequence
designed according to (B-4).

max rl/(k) ~ (max r(k»(max r'(k» (B-9)
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Figure 8-6. Matched filter action on random input bitstream.
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Table B·2. Examples of Unique Words When Bit Sense is Unknown
Max

Length ASS ACF Sequence
3 1 001·
4 1 0001·
5 1 00010·
6 2 000010
7 1 0001101·
8 2 00001011
9 2 000001101

10 2 0000011010
11 1 00011101101·
12 2 000001010011
13 1 0000011001010·
14 2 00000011001010
15 2 000000110010100
16 2 0000011001101011
17 2 00001100100101011
18 2 000001011010001100
19 2 0000111000100010010
20 2 00000100011101001011
21 2 000000101110100111001
22 3 OOOOOOOO11100100110101
23 3 000000oo111001010110010
24 3 000000001110010101100100
25 2 0001100011111101010110110
26 3 OOOOOOOO110100110101001110
27 3 OOOOOOOO1100111010001011010
28 2 0001100011111101010110110110
29 3 OOOOOOOO110110010111000110101
30 3 OOOOOOOO1110001101010011011001
31 3 OOOOOOOO11100010101001011011001
32 3 OOOOOOOO101101010011011001110001
33 3 OOOOOOOOO111100101101010100110011
34 3 OOOOOOOOO1111001011010101001100110
35 3 OOOOOOOOO11110001100110100100101010
36 3 OOOOOOOO1110100011100110011010010100
37 3 OOOOOOOO10110110010001101010001110001
38 3 00000000111100001101001010101001100110
39 3 000000010011111000110110010100111001010
40 3 00<KH>00101010110100100111100011011001100
·Indlcates Barker Cede



mind, let us examine a technique that has often been suggested
to finding a long sequence with good autocorrelation
behavior. This technique is to generate an m-sequence and
then pick the best phase to minimize the maximum value of
IA - DI. The author has done this with the 63-bit m-sequence
generated according to x6 + xS + I. The best phase (one of
several, actually) is

be possible by direct demodulation. Consequently we may
have to rely on methods that work with more than n bits in
making a decision.

The following sections deal with the three possibilities
denoted by X's:

oo11000ססoo1סס101101110110011010101111110

1010011110100011100100 (B-IO)

DEMODULATED
BITS
ERRORLESS

SOME
DEMODULATED
BITS IN ERROR

Polynomial known: errorless reception
This is the simplest of the four possible cases and also

the least likely as the result of a spread spectrum system is
to spread the signal energy so that the individual chip pos
sessesa low signal-to-noise investment thusmaking errorless
acquisition of n consecutive bits very unlikely.

Assuming, however, thatn consecutive bitsareobtained
without error, then the future behavior of the m-sequence is
determined and synchronization is established.

Polynomial known: errors in reception
This is the most common case and actually consists of

two subcases. First, if 2" - I is sufficiently small that one
can expect to see all phases of the m-sequence during
synchronization, then one need only create a matched filter
to look for m consecutive bits of the m-sequence where
m > n for moderate signal-to-noise ratios to m > > n for
very low signal-to-noise ratios. When the m-sequence gener
ates the m-bits, the matched filter will detect this epoch and
phase synchronization will be accomplished.

If 2" - I is not sufficiently small that one can expect
to see all of the m-sequence phases during the synchronization
period, then the above method is not guaranteed and we must
have a better than random estimate of the phase of the
m-sequence before we attempt synchronization. Our job, then,
is to search through a limited number of phase candidates and
winnow the correct one.

The way this is usually done is by means of a serial search
procedure implemented via what has become known as a
"sliding correlator." The sliding presumed to be the correct
phase of the m-sequence. If the phase is correct, the integral
will show a large departure from the mean value. As an
example, consider that we are trying to synchronize with the
m-sequence generated by x6 + xS + I and let us assume that
our estimate of the phase is 4 clock times ahead of the true
phase. For this experiment we correlate 6 bits at a time. Our
rule for synchronization will be that we have achieved
synchronization only if all 6 bits agree. Our procedure will
be to test 6 bits. If all 6 agree, we declare that we are in
synchrony; if all 6 do not agree, we retard our reference
m-sequence by one clock time and compare (integrate) for
another 6 bits. This process is depicted in Figure B-12.

The number of bits to be crosscorrelated against the refer
ence m-sequence (6 in this example) will depend upon the type

PRIMITIVE X
POLYNOMIAL
OF DEGREE n
UNKNOWN

Figure B-8 depicts the autocorrelation of this sequence. Note
that the maximum absolute value is 6 which is a bit better
than the square root of 63.

1.1.4 Concluding Remarks

The reader will note that we have not fully examined the
behavior of epoch synchronization under channel noise nor
have we even delved into the simple statistics relevant to
choosing an appropriate threshold. The reasons for these
omissions are twofold:

a) Epoch synchronization can be implemented by first
hard quantizing the incoming data stream into zeros and ones.
This hard quantization method may be practical but it is
certainly not optimal.

b) The channel noise processes will heavily influence the
choice of parameters for the unique word once the matched
filter or unique word detection system has been agreed upon.
lt is only then that the necessary statistics for describing the
behavior of the unique word detection system should be
derived.

One final observation is that unique word detection is
a classical TYPE IITYPE 11 decision process as diagrammed
in Figure B-9. (See Kreyszig, 1967, p. 802.) In picking the
unique word, the designer must assess appropriate costs for
the TYPE I/TYPE 11 errors. For example, for an Amateur
Radio transmission to be occasionally lost (TYPE 11errors)
may be far less annoying (costly) than the occurrence of
frequent false synchronizations (TYPE I errors).

1.2 Phase Synchronization
Figure B-IO depicts the generic diagram for the phase

synchronization process. The top box represents a cyclic dig
ital process, in effect a repetitive sequence of binary n-tuples.
The middle box is a time invariant (fixed) mapping from the
binary n-tuples to a single binary unit. The sequence of bits
thus produced constitutes the sequence. The period of the
sequence is, of course, upperbounded by the cycle length of
the cyclic digital process.

1.1.1 m-Sequenee Synchronization

This phase synchronization process uses a shift register
of length n with a primitive polynomial for feedback as the
cyclic digital process of Figure B-IO, i.e., an m-sequence gener
ator. The combinatorial logic is simply a single tapped stage
of the shift register. The sequence is an m-sequence, This is
depicted in Figure B-II to show comportment to the canoni
cal structure of Figure B-IO.

As wehaveseenin theprevious appendix, an m-sequence
generated by a primitive polynomial of degree n has 2" - I
distinct phases. To determine the phase and thereby establish
synchronization it is necessary to know without error n
consecutive bits and the polynomial that generates the
m-sequence. If the signal-to-noise ratio is low, this may not

PRIMITIVE
POLYNOMIAL
OF DEGREEn
KNOWN

x x
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UNIQUE WORD UNIQUE WORD

NOT PRESENT PRESENT

IN NOISY IN NOISY

TRANSMISSION TRANSMISSION

UNIQUE WORD. DETECTION

NOT PRESENT THRESHOLD CORRECT TYPE II
DECISION ERROR

NOT MET OR

EXCEEDED

UNIQUE WORD. DETECTION

PRESENT THRESHOLD

MET OR

EXCEEDED

TYPE I
ERROR

CORRECT
DECISION

Figure B-9. Type I/Type II errors.

10·67



10-68
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Figure B-10. Phase synchronization, generic diagram.



...
0......
'"...
ClI
<:
ClI
en
ClI
U
<:
OJ
::>
a
ClI

'"&
~

~

I,.. , co,
ClI
s,
::>
en,
.~..

'"' u..

10-69



1 0.0 0 0 1 1 0 0 0 1 0 1 0 0 1 1 1 1 0 1 0 0 0 1 1 1 0 0 1 0 0 1 0 1 1 ...

~

~

RECEIVED
m-SEQUENCE
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DDDAADDOADDADDDAADDDDAADAAAAAA
NO NO NO NO SYNCHRO-
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Figure B-12. Sl iding corre1ator.

THE ARROW INDICATES
RETARDATION OF THE
REFERENCE BY ONE
CLOCK TIME



The first Rademacher sequence is the sequence exhibited by
the counter's first bit, viz:

000
001
010
011
100
101
110
III

of noise, the appropriate signal-to-noise ratio, the decision
threshold and the look time (in this case, the time allowed
to achieve synchronization. Clearly, the sliding correlator can
require an enormous amount of search time if the number
of phase candidates is very large or if the signal-to-noise is
very low. Dixon (1976, pp. 181-183) discussesimplementation
of the sliding correlator by sliding the reference m-sequence
in a continuous fashion(i.e., not discrete retardation perour
example). Braun (1982) provides an excellent relevant theo
retical analysis. He also points out that schemes such as that
used in our example are "single dwell time" procedures and
he considers a multiple dwell time approach that dynamically
changes the width of the correlation window, i.e., the number
of bits correlated for each decision. This concept of sequen
tial hypothesis testing can bring far greater efficiency to our
search. For background on sequential testing the reader is
referred to Posner and Rumsey (1966).

Polynomial unknown: errorless reception
Yarlagadda and Hershey (1982) have proposed that

Gold's characteristic sequence (see Appendix A) be used as
a benchmark for m-sequence synchronization. They found
thatthere is a curious crosscorrelation between the truncated
Rademacher sequences and an m-sequence at its characteris
tic sequence phase. The Rademacher sequences are those
sequences that describe the bit sequences of a normal binary
counter started from zero. For example, consider the 3-bit
binary counter below:

We now construct the (2" - I) X (2" - I) matrix, S, of all
phases of (B-15)

(B-20)

(B-18)

(B-17)

(B-15)

oo100101100סס111110001101110101

1111111111222222222233
1234567890123456789012345678901

1001110
0011101
0111010

S = 1110100 (B-16)
1101001
1010011
0100111

[

2131212]
RS = 1321221

2211123

1110100

Notice that the fourth column's entries are all equal. This will
be so only of the characteristic sequence of the m-sequence
which for our polynomial is:

A bank of n-correlators will thus be able to determine the
epoch at which an m-sequence, regardlessof the generating
polynomial, passes through its characteristic sequence phase.
Figures B-13 through B-17 show the output of the cross
correlation
30
E rk(i)s(i + j) (B-19)
i=O
where rk(i) is the ith bit of the kth Rademacher sequence and
{sO} is the m-sequence generated by x5 + x' + I. The
m-sequence is

1001110

We now multiply Rand S using conventional matrix multipli
cation, i.e., wedo not modularly reduce therow-column dot
products:

(B-11)01010101

the second Rademacher sequence is

00II 0011

and the third is

ooeouu

(B-12)

(B-13)

The phases of the m-sequence are arbitrarily assigned by the
smaller subscript numbers. The abscissa of B-13through B-18
are the phase numbers. Figure B-18 is an overlay of Figures
B-13 through B-17. This figures allows the reader to spot the
point at which the crosscorrelations are all equal and there
by identifies the phase (23)at which the characteristic sequence
begins.

Now consider any m-sequence of period 7. Let us arbitrarily
select the m-sequence generated by the primitive polynomial
x' + x + I:

We drop the last bits of the Rademacher sequences to form
sequences of length 2" - I where n is the number of bits or
stages of the counter. These sequences are termed the
truncated Rademacher sequences. We form a matrix R which
is composed or partitioned of the n truncated Rademacher
sequences of length 2" - I. For our example:

(B-2I)

[
0101010]

R = 001100I
ooooin

(B-14)

1.2.2 Rapid Acquisition Sequences

This synchronization process was introduced by Stiffler
(1968). It uses a normal binary counter of n stages as the cyclic
digital process. The counter is started at zero and incremented
by one every clock time. When the count has reached 2" - I,
the next incrementation causes the counter to be reduced
modulo 2" and have all zeros in its stages. The contents of
the counter stages xj, X2, ... Xn (Xl is the least significant
stage) are input to the following combinatorial logic.

n

{
0 if E Xi ~ [.!!-]

f(Xh xz, ... x") = i=1 2
1 otherwise

10-71
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Consider the full period crosscorrelation of (B-22) against the
first Rademacher sequence. Because the first Rademacher
sequence has only two distinct phases, i.e., the "normal"
phase

where [ ] is the greatest integer function. The sequence
produced, the output of the boolean function specified in
(B-2I), is termed the Rapid Acquisition Sequence (RAS) of
length 2". Figure B-19 depicts this configuration in terms of
our canonical model (Figure B-IO).

Two items are worth mentioning. First, the function f'()
of (B-21) is a non-linear boolean function that is threshold
realizable. Because it is threshold realizable, it can be
implemented in very fast hardware. Second, the sequence
described by the successive contents of Xi is the ith
Rademacher sequence.

It is easy to verify that the RAS of length 8 is

11100010111000101110001011100010...

(B-25)

(B-24b);" (~) n even

The first step is to compute the crosscorrelation of the first
Rademacher sequence over a full period:

11100010111000101110001011100010 ...
01010101

DADDADDD A - D = -4

if the k - I phases have been correctly resolved. Note that
(B-24a, b) are independent of k. Using Stirling's formula,
Stiffler approximates (B-24a,b) by

A graph of (B-24a,b) and the approximation (B-25) is given
in Figure (B-20).

As an example, consider that we wish to recover the phase
of the 8-long RAS. We assume errorless reception for the
example and that we are looking at the phase

(B-22)

(B-23a)

(B-23b)

and the other phase

10101010

01010101

00010111

it is clear that the crosscorrelation willexhibit only two values.
By direct computation

00010111
01010101

ADAAAADA A-D=6-2~4

The crosscorrelation is negative and therefore the first stage
of the counter is out of phase with the normal phase of the
first Rademacher sequence. The next step is to delay one bit
and thus bring us into phase with the first Rademacher
sequence component of the RAS and then crosscorrelate the
second Rademacher sequence with the RAS:

and

(B-26)

11100010111000101110001011100010 ...
01010101 00110011

DDDDADDA A-D=-4

The crosscorrelationis again negative so we bringour second
Rademacher sequence into phase by delaying it two bits and
then crosscorrelate the third Rademacher sequence with the
RAS:

A-D ~ +4

11100010111000101110001011100010
0101010100110011 00001111

AAADDAAA

The erosscorrelation is positive so here we find that our third
Rademacher sequence is in phase and we are synchronized.
Thus, a 2"-long sequence can be synchronized with n
decisions. A decision need not require a full period as per the
example. We also need not "waste" time by delaying the
crosscorrelations as shown, we could instead have advanced
the Rademacher sequences. We chose not to do these things
in order to enhance the clarity of the presentation. Stiffler
(1%8) also examines the question of how many bits need be
crosscorrelated when operating in Additive White Gaussian
Noise.

Now consider the RAS of length 32:

Notice that there are runs of bits (stretches of identical bits)
up to length 7 in (B-26). Ipatov et al. (1975) noted that the

00000oo1000101110001011101111111(B-24a)

A - D = -4

and

00010111
10101010

DADDDDAD

Thus the crosscorrelation is 4 for the Rademacher phase of
(B-23a), the "normal" phase and -4 for the phase of (B-23b).
The synchronization procedure begins to emerge. The first
step is to crosscorrelate the first Rademacher sequence of
length 2" over a full period of the 2" long RAS. This first
step will give us one of two equally probable answers and this
"bit" of information resolves the phase of the RAS within
modulo 2. Once the phase has been resolved modulo 2, the
second Rademacher sequence is crosscorrelated in both of its
possible phases. (There are, of course, four distinct phases
of the second Rademacher sequence, but we consider only the
two phases that "survive" the first test, i.e., only two of the
four phases will be consonant with the determined phase of
the first Rademacher sequence.) This computation tells us the
phase of the RAS modulo 4. Thus at each stage we gain a
bit of information and sequentially recover the counter's stage
sequences. Stiffler (1968) showed that the (normalized, i.e.,
A - D divided by the sequence length) crosscorrelation of
the kth 2" long Rademacher sequences with the 2" long RAS
is

2" I (~~:) nodd
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RAS of length 20 (n odd) will typically display runs of lengths
up to 2(0 + 1)/2 - I. Ipatov et al. noted that these long run
lengths could have deleterious effects on some systems that
depend upon transitions in the data for clock recovery. Ipatov
et al. proposed a modification to the RAS (MRAS) that lintits
the maximum length of the runs to 2 bits without affecting
the equal crosscorrelation property (B-24a). Ipatov et al. 's
method is to change the combinatorial logic function from
(B-21) to

where the addition is modulo 2 and

n n - 1

{

0 if r=2Xi S --2-

1 otherwise

The MRAS of length 32 (n = 5) is then

(B-27)

(B-28)

counter's first m bits are either 011 ... I or 111. .. I (right
most bit is least significant).

I) For the former case, the probability that the TMS will
change at the next count is one of m is odd and zero is m
is even. This is because the next count will result in the first
m bits becoming 100... 0 which represents a change in the
number of ones in the counter from m - 1 to 1; clearly. the
sum of ones modulo 2 is unchanged if and only if m is even.

2) For the latter case, the next count brings the first m
bits to all zero and a carry propagates into the higher bits of
the counter. The probability that the carry will stop at the
m + 1st, m + 3rd, m + 5th, etc. position is 112 + 118 +
1132 + ... = 2/3. (The countersize is assumed large.) If the
carry propagates in this manner, there will be a unit change.
modulo 2, in the density of ones in the counter above the first
m bits. In the lower part of the counter, the first m bits, the
counter experiencesa unit change in the density of ones modu
lo two if and only if m is odd. Combining these two effects,
we note then that the probability that the TMS will change
at the next count is one-third if m is odd and two-thirds if
m is even.

01010101010101100101011001101010

1.2.3 The Thue-Mo,se Sequence

The Thue-Morse sequence (TMS) is that sequence
produced by exclusive-oring or adding modulo two the
contents of all the stages of an infinitely long binary counter
started at zero and allowed to count indefinitely. The first
few terms of the TMS are seen to be 0110100110... from the
following:

COUNTER TMS
o 0
1 I

10 I
11 0

100 1
101 0
110 0
111 I

1000 I
1001 0

Figure (B-21) casts the TMS in terms of the canonical model
(Figure B-IO).

Hershey (1979) reported that the TMS (a) never exhibits
runs greater than length 2 (b) never repeats and (c) is related
to the coefficients of {xi} in the expansion of the infinite
product

00
'If (l - x2;)

i=O
In his paper Hershey (1979) showed that the TMS could serve
as a comma-free code to synchronize binary counters. Hershey
and Lawrence (1981) suggested a follow-on method which is
more amenable to implementation in the types of communi
cations systems discussed in this report.

A statistical property of the TMS
The TMS exhibits the following statistical property that

is key to the method. Consider the two cases in which the

Use of the TMS for synchronization
The goal is to resolve the first s stages of the TMS trans

mitter's counter by using the above statistical property. The
method is best and most easily presented as an example which
can be extended in an obvious fashion. Consider the follow
ing 30-bit segment from somewhere in the TMS:

101101001100101101001011001101

(time order is left to right). We will examine this segment in
light of the above statistical property. We first make two
counts. called "A" and UR" counts, of bit reversals or
changes in the TMS. The B counts are one bit out of phase
with the A counts. Starting at the beginning of our 30-bit
segment, arbitrarily make only two counts each for A and
B as shown in the top block of Figure B-22.

Note that the TMS changed once during the A "windows"
and twice during the B windows. From the TMS statistical
property we conclude that the counter generating the TMS
segment had a zero as its first bit every time a B window was
begun. We have thus resolved, or phased, the first bit sequence
from the transmitter's counter. Using this information, we
can now proceed to resolve the second bit time sequence of
the transmitter's counter.

To do this, we choose our sampling windows to begin
at those times when the first bit in the transntitter's TMS coun
ter is a one. What we are trying to determine is which of the
sampling windows, A or B, is "seeing" the first two bits in
the transmitter's TMS counter change from 01 to 10. From
the middle block of Figure B-22, we note that the TMS
changed once during the B windows and did not change during
the A windows. Thus, we know that the counter generating
the TMS segment had a zero as its second bit and a one as
its first bit every time an A window was begun.

Going one step further, we can resolve the third bit. As
we already know how the first two bits are progressing, we
shall now sample the TMS whenever the first two bits in the
TMS counter are both one as shown in the bottom block of
Figure B-22. This will allow us to find the 011 to 100
transitions and thus resolve the third bit.

From the bottom block of Figure B-22, we note that the
TMS changed once during the A windows and twice during
the B windows. Thus, we know that the first three bits in the
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B B
10110 100110010110100 1 01 1001101 ...
AA

B B
1 0 1 101001100101 10100 1 0 1 1 0 0 1 1 o 1

A A

B B
1 0 1 10100 1 100 1 0 1 10100.,...-01 1 0 0 1 101.

A A

Figure B-22. A-B counts to determine: first bit of TMS
counter (top block); second bit of TMS
counter (middle block); and third bit of TMS
counter (bottom block).
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TMS counter were 011 every time a B window was begun.
Other bits can be resolved in a similar manner.

The reader should note that in order to make n "A - B"
counts to statistically resolve the sth bit of the TMS counter
(n may have to be large under very noisy conditions) requires
a TMS segment on the order of n.2S bits as each"A - B"
count requires approximately 2' bits. Thus, the number of
bits required to sequentially resolve the first m bits using n
hard decisions per bit is approximately n(2 + 22 + 23 + ...
+ 2m) plus a few "overhead" bits. The total is on the order
of n . 2m+ 1 bits. As in the case of the RAS, wehave recovered
the same number of bits as decisions made.

1.1.4 Concluding Remarks
We have attempted to present a cursory look at phase

synchronization. As in the portion that dealt with epoch syn
chronization, we have not examined seriously the behavior
of the systems considered within a noisy environment. Nor
have we attempted to be complete. Someextremelyimportant
systems such as Titsworth's ranging (JPL) codes (1964)and
Bluestein's pseudorandom-interleaving scheme (1968) have
been omitted as the supporting mathematics necessary to
appreciate them would require an inordinate amount of space.
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APPENDIX C: SPECTRAL SHAPING

Sittler shows that the (right-half plane) power spectral density,
</> +(Z), is produced by computing

</> +(Z) = ~. aiajPi(00)Pij(Z) (C-2)
I,J

where the {Pi(oo)} are the steady state probabilities of the
Markov process, the {ail the output values of the states, and
the Pij are the elements of the matrix

0 y, Vz 0 0 0
Vz 0 0 0 0 Vz
0 0 0 0 I 0

Q = 0 Vz y, 0 0 0 (C-l)
Vz 0 0 0 0 y,
0 0 0 I 0 0

For example, if n ~ 3 the flow would be as shown in Figure
C-3. We now restrict the flow by not allowing some of the
states and investigate what this can do for us. The example
we shall use is based on Figure C-2 with n = 3. The restriction
is that we do not allow either the ()()() or 111 tuples to occur.
In other words, if the register contains 100 or 011 at time t,
then no matter what bit the balanced Bernoulli source

. produces at time t + I, the bit is set to a I or 0, respectively,
and the states at time t + 1 must be 001 or 110, respectively.
The restricted process is depicted in Figure C-4. The num
bers aside the transition arrows are the transition probabili
ties. The encircled numbers inside the state circles are
arbitrarily assigned state numbers. The 3 bits are the contents
of the three shift register stages. The plus or minus ones are
the output values of the states. (We are considering plus and
minus ODes vice zeros and ones.)

This excisionof states changes the spectrum of the CODE
stream (the stream of plus and minus ones, the successive
outputs of the states). Sittler (1956) has done an excellent job
of presenting the relevant mathematics and we will make
extensive use of his work.

To analyze our example, we first form the matrix
Q = (qij) in which 'lij is the Markov probability of a
transition from state i to state j. By inspection we see that

(C-3)(I - ZQ)-l

2. MARKOV FILTERING
Consider again the CODE module of Figure C-I. Until

now we have considered the CODE as a balanced Bernoulli
source. Suppose that we now modify the source in the
following way. We pass the bits from the balanced Bernoulli
source through an n-stage shift register as shown in Figure
C-2. We define the state of the shift register at time t as the
n-tuple

(hf, b~, ... bh)

where hi is the bit (contents) of stage i at time t.
There are, of course,2° possiblestatesandthe progres

sion through the states is described by a DeBruijn diagram.

1. INTRODUCTION
We may, of course, wish to shape our output spectrum

for many reasons. One immediately obvious motivation is to
promote "spectral disjointedness" with concentrated
groupings of narrowband communications. One way is to
filter the IF or rf', This is a kind of "brute force" approach.
Not only is it often difficult to do but it can lead to no linear
ities and also a loss of signal-to-noise ratio. It may, in the
end, be necessary to do this but it may first be worthwhile
to consider that spectrum shaping is the result of a multi
dimensional process. Consider Figure C-I. We know that what
gives us our characteristic sine-squared envelope is the rec
tangular pulse we use in modulation following the OUTPUT.
If we were to change the modulating waveform, we would
change the spectrum. Much work has been done along these
lines. Glance (1971) has studied arbitrary pulse shapes.
Holmes (1982) devotes an early portion of his book to some
special pulse and process spectra. Mavraganis (1979) has
investigated pulse shapes other than the "conventional"
rectangular one specifically for spread spectrum communi
cations.

Unfortunately, the beauty and simplicity of many of the
DS modulation schemes' implementation depend, inherently,
on using the common rectangular pulses. All is not necessar
ily lost, however, as there is still the possibility of varying the
statistics of the CODE by "Markov filtering."

Computing (C-3) for our case we find that the inverse matrix is

Z3 Z4 Z2
T+T T

Z2 Z3 Z4
T T+T
Z3 Z3 Z4

T Z-T-T
Z2 Z3 Z2

I- T - T T

Z3 Z4 Z1-- -T 24

Z Z3 Z4
"2 -T-T
Z2 Z3 Z4

T T +T
Z2 Z3 Z

T +T "2

Z Z2 Z3
"2 T +T

Z3 Z4 Z2
4 +4 T

Z
"2

Z2 Z3
T+T

Z2 Z3
-T-4

Z
"2

Z2 Z3
T+T

Z2
T Z -

Z2
"'2
Z3
T

Z3
T

Z2 Z3
T+T

Z
"2
Z2

T
Z2 Z3
4+4

Z
"2

Z3
4
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Figure C-2. The Markov filter window.
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Figure C-3. The DeBruijn diagram.
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Figure C-4. The Markov process resulting from an excision of states
in the DeBruijn diagram.
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Substituting the values of (C-4) into (C-2) and computing the
right half phase power spectral density, we obtain

where H(Z)H(Z-l) is the square of the transfer function of
the sampled data filter. If we were to choose a rectangle of
unit height and duration T as our impulse response, then we
will multiply (C-6) by the "traditional" since-squared
envelope.

3. CONCLUSION
We have chosen a very elementary example and achieve,

a dramatic change in the shape of the power spectral density
There is great potential for further innovation with thi.
technique. One need not excise states but rather merely reduo
and leave nonzero the transition probabilities to selectee
states. There should be sufficient latitude to markedly varj
the shape of the spectrum. Markov filtering will, of course
affect the auto- and crosscorrelation of the CODE family
members and this and a host of other questions need a 101
of further study.
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(C-5)

(C-7)

Z 7 Z31----Z2-_
3 12 12
Z2 Z3 Z4

1------
4 2 4

Converting (C-5) to trigonometric functions by noting that

</>(w) = </>+(Z) + </>+(Z-l)
we obtain:

342 + 24cos(wD -150cos(2wD - 144cos(3wD -72cos(4wD
</>(01) = 198+ 72cos(wD- 54cos(2wT)-I44cos(3wT)-72cos(4wD

(C-6)

Figure (C-5) displays </>(w) as specified by (C-6) with T set
(arbitrarily) to unity. As Sittler points out, </>(Z) also obeys
the Wiener-Lee relation
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APPENDIX D: PROPOSED CHANGES TO THE FCC'S RULES
AND REGULATIONS

Part 2 of the FCC's Rules and Regulations govern
frequency allocations and radio treaty matters. Section 2.106
is the Table of Frequency Allocations.

presently (as of the July 1981 edition), the first US
Footnote reads: In the bands 26.96-27.23,50-54, and 144-148
MHz pulsed emissions are prohibited.

delete this footnote and all references to it in the Table
of Frequency Allocations.

Part 97 of the FCC's Rules and Regulations govern the
ARS. Parts proposed for change and the proposed changes
are as follows:

1. Section 97.3, Definitions.
add new paragraph:
(aa)" Spread spectrum techniques. Any of a number of modu
lation schemes in which, (I) the transmitted radio frequency
bandwidth is much greater than the bandwidth or rate of the
information being sent and, (2) some function other than the
information being sent is employed to determine the result
ing modulated radio frequency bandwidth.

2. Section97.7, Privileges of operatorlicenses.
presently paragraph (a) begins as follows:
(a) Amateur Extra Class and Advanced Class. All authorized
amateur privileges including exclusive frequency operating
authority in accordance with the following table:
change to:
(a) Amateur Extra and Advanced Class. All authorized
amateur privileges including exclusive use of spread spectrum
techniques and exclusive frequency operating authority in
accordance with the following table:

3. Section97.7, Privileges of operator licenses.
presently paragraph (d) is as follows:
(d) Technician Class. All authorized amateur privilegeson the
frequencies 50.0 MHz and above. Technician Class licenses
also convey the full privileges of Novice Class licenses.
change to:
(d) Technician Class. All authorized amateur privileges, except
spread spectrum techniques, on the frequencies 50.0 MHz and
above. Technician Class licenses also convey the full privileges
of Novice Class licenses.

4. Section 97.61, Authorized frequencies and
emissions.

add footnote number I to the 50-54 MHz, 144-148 MHz, and
220-225 MHz frequency bands as follows:
(a) The following frequency bands and associated emissions
are available to amateur radio stations for amateur radio oper
ation, other than repeater operation and auxiliary operation,

'May have to be paragraph (bb) as (aa) used tor Amateur Code
CreditCertificate in Part 97 of the Commission'sRules current
as of 10'1181.
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subject to the limitations of section 97.65 and paragraph (b'
of this section:

Frequency Emissions Limitations
band (See paragraph (b))

• • • • •
SO.0-S4.0'- - -At- - - - - - - - - - - - - - - - - - - - - - - - - - - - -
50.I-S4.0 - - -A2, A3, A4, AS, Fl, F2, F3, FS - - - - - - - - - -
SI.0·S4.0 - - -AO- - - - - - - - - - - - - - - - - - - - - - - - - - - - 
144-1481 - - -AI- - - - - - • - - - - - - - - - - - - - - - - - - - - - -
144.1-148.0- -AO, A2, A3, A4, AS, FO, FI, F2, F3, FS - - - - 
220-22S 1 - - -AO, AI, A2, A3, A4, AS, FO,FI, F2, F3, F4, FS

• • • • •

'Spread spectrum techniques fordomestic communications only
are authorized in this band.

5. Section 97.73, Purity of emissions.
redesignate paragraph (d) as paragraph (e)

presently paragraph (c) is as follows:
(c) Paragraphs (a) and (b) of this section notwithstanding,
all spurious emissions or radiation from an amateur
transmitter, transceiver. or external radio frequency power
amplifier shall be reduced or eliminated in accordance with
good engineering practice.

revise paragraph (c) and redesignate it asparagraph (d) to read
as follows:
(d) Paragraphs (a), (b), and (c)of this section notwithstanding,
all spurious emissions or radiation from an amateur
transmitter, transceiver, or external radio frequency power
amplifier shall be reduced or eliminated in accordance with
good engineering practice.
add a new paragraph (c) to read as follows:
(c) The limitations specified in paragraph (b) of this section
shall also apply to spread spectrum modulated signals except
for thispurpose, "carrier frequency" is definedas thecenter
frequency of the transmitted signal, and "mean power of the
fundamental" is defined as the total emitted power.

6. Section 97.84, Station Identification.
add a new paragraph (h) reading as follows:
(b) When an amateur radio station is modulated using spread
spectrum techniques, identification in telegraphy shall be given
on the oenter frequency of the transmission. Additionally, this
identification shall include a statement indicating that the
station is transmitting a spread spectrum signal and the upper
and lower frequency limits of that signal.

7. Section 97.103, Station log requirements.
presently paragraph (g) reads as follows:
(g) Notwithstanding the provisions of section 97.105, the log
entries required by paragraphs (c), (d), and (f) of this section
shall be retained in the station log as long as the information
contained in those entries is accurate.
change paragraph (g) and redesignate it asparagraph (b) read-



9. Section 97.131, Restricted operation.
redesignate paragraph (b) as paragraph (c)

add a new paragraph (b) as follows:
(b) If the operation of an amateur station using spread
spectrum techniques causes interference to other licensed
stations, the Commission's local Engineer in Charge may
impose conditions necessary to resolve the interference,
including termination of operation, on the offending station.

other abbreviations or signals where the intent is not to
obscure the meaning but only to facilitate communications.
(b) Spread spectrum transmissions between amateur stations
of different countries are prohibited. However, for the
purpose of the spread spectrum transmissions authorized
between domestic stations in Sections 97.7 and 97.61, pseudo
random sequences may be used to generate the transmitted
signal provided the following conditions are met:

(I) The sequence must be the output of a binary linear
feedback shift register.

(2) Only the following shift register connections may be
used:

(The numbers in brackets indicate which binary stages are
combined with modulo-2 addition to form the input to the
shift register in stage I. The output is taken from the highest
numbered stage.)

(3) For direct sequence modulation the successivebits of
the highest stage of the shift register must be used directly
to modulate the signal. No alteration or other data may be
used for the direct sequence modulation. For frequency hop
modulation, successive regular segments of the shift register
sequence must be used to specify the next frequency, and no
alteration or other data may be used for frequency selection.

(4) The shift register(s) may not be reset other than by
its feedback during an individual transmission.

ing as follows: Notwithstanding the provisions of section
97.105, the log entries required by paragraphs (c), (d), (e),
(f), and (g) of this section shall be retained in the station log
as long as the information contained in those entries is
accurate.

add a new paragraph (g) as follows:
(g) In addition to the other information required by this
section, the log of a station modulated with spread spectrum
techniques shall contain information sufficiently detailed for
another party to demodulate the signal. This information shall
include at least the following:

(I) A techuical description of the transmitted signal. If
the signal is modeled after a published article, a copy of the
article will be adequate.

(2) The dates that the signal format is changed. Chang
ing the center frequency of the signal does not constitute a
change in signal format.

(3) The chip rate (rate of frequency change), if applicable.
(4) The code rate if applicable.
(5) The method of achieving synchronization.
(6) The center frequency and the frequency band over

which the signal is spread.

8. Section 97.117, Codes and ciphers
prohibited.

presently, section reads as follows:
The transmission by radio of messages in codes or ciphers in
domestic and international communications to or between
amateur stations is prohibited. All communications regard
less of type of emission employed shall be in plain language
except that generally recognized abbreviations established by
regulation or custom and usage are permissible as are any
other abbreviations or signals where the intent is not to
obscure the meaning but only to facilitate communications.
replace entire section with the following:
(a) The transmission by radio of messages in codes or ciphers
in domestic and international communications to or between
amateur stations is prohibited. All communications regard
less of type of emission employed shall be in plain language
except that generally recognized abbreviations established by
regulation or custom and usage are permissible as are any
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