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I. Introduction

It has been almost one hundred years since Lorenz Hiltner, a
professor of agronomy at the Technical College of Munich in Germany,
recognized the presence of a distinctive plant root environment and
coined the term ‘‘rhizosphere’’ (Hiltner, 1904). Since then the signifi-
cance of this diffuse zone with regard to nutrient cycling, soil structure,
disease prevalence, and soil fertility in general has been intensively
researched and endlessly debated (Pinton et al., 2001; Weller et al.,
2002; Persello-Cartieaux et al., 2003). However, it is only with the
development and widespread adoption of molecular and microscopic
innovations (Ramos et al., 2000; Bringhurst et al., 2001; Duineveld
et al., 2001; Sorensen et al., 2001; Kowalchuk et al., 2002) that biolo-
gists have begun to understand this complex environment. It is antici-
pated that the rational manipulation of the rhizosphere and the many
benefits that follow will become real possibilities in the next 5 to 10
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years. One of the major areas for research is the use of microbes and
plants for the remediation of polluted soils (Paszczynski and
Crawford, 2000; Germida et al., 2002). Here, we critically review the
literature concerning the enhanced biodegradation of organic
pollutants in the rhizosphere. We put particular emphasis on under-
standing the mechanisms and the use of this knowledge in the design
of rhizoremediation strategies.

II. The Rhizosphere Environment and Microbial Ecology

A. THE RHIZOSPHERE EFFECT

Most studies have reported greater microbial numbers and activities
in the rhizosphere in comparison to the nonrhizosphere or bulk soil
(i.e., that soil remote from and not influenced by the plant). For
example, the presence of an 8-week-old rhizosphere of maize increased
the culturable bacterial numbers from circa 6.3 to circa 7.5 log cfu g�1

soil and invertase activities at the root–soil interface were ca. 2.3 times
those in nonplanted soil (Buyer et al., 2002). For barley, rhizosphere-
to-soil (R/S) ratios of 3.9 have been reported for microbial activity as
determined by measures of leucine incorporation (Soderberg and
Baath, 1998). Soil sampled from grassland sites and supporting a wide
range of species showed R/S ratios for microbial biomass carbon (deter-
mined by fumigation extraction) and fungal biomass (determined by er-
gosterol concentration) of 3.5 and 3.9, respectively (Joergensen, 2000).
Rhizosphere-to-soil values for microbial biomass nitrogen of 2.4 have
been recorded for a 15-day-old ryegrass rhizosphere (de Neergaard
and Magid, 2001). The reasons for the increase in microbial numbers
and activity are many but paramount among them is the significant
amount of carbon that leaks from or is actively secreted by plant roots.
The soil microflora react to the composition and concentration of these
varied rhizodeposits (Table I) and the potential for both general and
specific microbial response is great.

The rhizosphere environment is both temporally and spatially
dynamic. The likelihood of plant–microbial interaction increases with
proximity to the plant root surface and extends even into the root
epidermis and the cortical cells of the plant. Thus, a number of cross-
sectional subrhizosphere zones or environments can be experimentally
or microscopically defined and these are depicted in Fig. 1. The influ-
ence of the plant (i.e., to the outer edge of the ectorhizosphere) may
extend from 1.5 mm (Toal et al., 2000) to as much as 9 mm (Kandeler
et al., 2002) away from the root surface, depending on the parameter
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TABLE I

ORGANIC CHEMICALS IDENTIFIED IN RHIZODEPOSITS OF HIGHER PLANTS

Rhizodeposit Mechanism of deposition Components and compounds

A. Root exudates

Diffusates Passively leaked from

intact cells

Sugars: glucose, fructose, galactose, maltose, ribose, xylose, rhamnose,

arabinose, raffinose, deoxyribose, oligosaccharides

Amino acids: �-alanine, �-alanine, asparagines, aspartate, cystein, cystine,
glutamate, glycine, isoleucine, leucine, methionine, serine, threonine,

proline, valine, tryptophan, ornithine, histidine, arginine, homoserine,

phenylalanine, �-aminobutyric acid, �-aminoadipic acid

Organic acids: citric, oxalic, malic, fumaric, succinic, acetic, butyric,

valeric, glycolic, piscidic, formic, aconitic, lactic, pyruvic, glutaric,

malonic, aldonic, erythronic, tetronic

Vitamins: biotin, thiamine, niacin, pantothenate, riboflavin

Excretions Actively deposited waste
products of metabolism

Ethylene

Secretions Actively deposited to facilitate

external processes (e.g.,
nutrient acquisition)

Enzymes: acid/alkaline phosphatase, invertase, amylase, protease

Mucilage: polysaccharides and polygalacturonic acid

Siderophores: 3-epihydroxymugineic acid

Allelochemicals: various phenolic compounds

Microbial chemoattractants: flavonoids

B. Root debris Passively deposited Sloughed-off root cap cells, cell contents, and, eventually, dead roots

Adapted from Goodwin and Mercer (1983), Crowley (2001), Uren (2001), Dakora and Phillips (2002).



measured. No doubt, the roots of well-established trees have an
even more extensive influence on the microbiology of the surrounding
soil. It has been calculated that for densely rooted soil, such as ryegrass
pasture, half the maximum distance between roots would be 1.4 mm
(assuming even root distribution) and, therefore, the rhizosphere
of one root would overlap with that of its nearest neighbor. In these
circumstances, the rhizosphere would be a continuum (Toal et al.,
2000).

The concentration and composition of rhizodeposition also varies in
root long section. For example, diffusate ‘‘hotspots’’ have been identi-
fied that include root apices of primary and lateral roots and the area
behind the root cap (Curl and Truelove, 1986), whereas mucilage secre-
tion and sloughing off of root cap cells is more pronounced at the root
tip (Bowen and Rovira, 1991). Rhizodeposition patterns also change
with plant age with greatest exudate concentrations in the spermo-
sphere (the immediate environment of the germinating seed) and the
young rhizosphere (Gransee and Wittenmayer, 2000). The composition
of rhizodeposits continues to change over the life of the plant, culmi-
nating in the death of the root and the creation of the root residuesphere
(the environment associated with dead and decaying roots).

The probability is that most of the microbes that thrive in the rhizo-
sphere are nutritionally versatile, opportunistic, and fast growing and
are able to rapidly respond to the release of soluble carbon sources.
More mature roots or areas distant from the growing tips may be
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FIG. 1. Diagramatic cross section of a root showing the many rhizosphere zones. The

nonrhizosphere, ectorhizosphere, rhizoplane, and endorhizosphere are often defined

experimentally. For example, Marilley et al. (1998) sampled the various zones as follows.
A soil core (6 cm in diameter) enclosing Lolium perenne roots was obtained. The

nonrhizosphere was defined as the soil remaining after the root system had been picked

out from the core. The ectorhizosphere was defined as the soil adhering to the roots after

gentle shaking. The rhizoplane and endorhizosphere fractions were obtained
after pounding washed (soil-free) roots in the presence of quartz sand.
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dominated by slow-growing organisms capable of utilizing more com-
plex substrates. The enrichment of native microbes already located
where the developing root grows will be further enhanced by: (1)
chemotaxis (i.e., more distantly located bacteria and fungi moving into
the rhizosphere in response to chemicals released by roots); (2) an abil-
ity of some strains to migrate and adhere to root surfaces (the rhizo-
plane) and thereby to be in a location to utilize soluble exudates,
proliferate rapidly, and promote plant growth in a number of ways
(Burdman et al., 2000); and (3) directed development of certain species
in microbial communities with mutualistic benefits for all the compon-
ents (e.g., the sequential breakdown of otherwise unavailable complex
substrates and the horizontal transfer of catabolic plasmids).

B. MICROBIAL ECOLOGY METHODS

It can be predicted that rhizosphere microbial community compo-
sition will be highly variable because of the spatial and temporal vari-
ability of rhizodeposition. Understanding the dynamics of soil
communities has been limited because only a small fraction of soil mi-
croorganisms are accessible for study using traditional cultivation-
based techniques (Liesack et al., 1997; Janssen et al., 2002). In recent
years, with the advent of cultivation-independent nucleic acid–based
methods, in particular, fingerprinting techniques based on PCR- or RT-
PCR-amplified ribosomal DNA or RNA (e.g., denaturing or temperature
gradient gel electrophoresis (DGGE or TGGE), terminal restriction frag-
ment length polymorphism (t-RFLP), and single-strand conformational
polymorphism (SSCP) analysis) have made the problems associated
with the description of microbial community structure and dynamics
in the rhizosphere more tractable. In general, molecular studies have
demonstrated reduced diversity in the rhizosphere as compared to bulk
soil (Marilley et al., 1998; Duineveld et al., 2001; Gomes et al., 2001;
Kowalchuk et al., 2002) with the rhizosphere effect particularly pro-
nounced for young plants (Duineveld et al., 2001; Gomes et al., 2001).
Microbial succession, according to plant age and growth stage (Smalla
et al., 2001; Baudoin et al., 2002; Marschner et al., 2002; Thirup et al.,
2003) and variation in community composition, according to plant root
zone (e.g., primary root tips versus sites of lateral root emergence), has
also been demonstrated (Yang and Crowley, 2000). Kowalchuk et al.
(2002) compared the influence of hound’s tongue and spear thistle
on soil microbial community composition using PCR-DGGE of 16S
rDNA fragments. They concluded that the rhizosphere selects for a
specific subset of genotypes from the bulk soil and that this effect is
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plant species specific and highly reproducible. Similarly, Normander
and Prosser (2000) conclude that bacteria colonizing the rhizoplane
of barley originate from the surrounding soil as opposed to those
arriving with the seed. Marilley and Aragno (1999) reported that
plant roots of white clover and ryegrass are selective towards the
�-Proteobacteria, to the detriment of gram-positive bacteria and the Ho-
lophaga–Acidobacterium group. What role bulk soil physico-chemical
properties play in determining the background microbial population
which is the source of the rhizosphere community is not yet clear (Ko-
walchuk et al., 2002). Figure 2 shows an example of the dominance pat-
tern of operational taxonomic units (based on the restriction pattern of
16S rDNA cloned fragments) for the nonrhizosphere soil, rhizosphere,
and rhizoplane/endorhizosphere of ryegrass. The reasons for the reduc-
tion in diversity in the rhizosphere have not been thoroughly investi-
gated. However, it can be speculated that the reduced heterogeneity
of carbon resources (i.e., simple sugars in exudates) or the greater po-
tential for cell–cell interaction (and therefore competition) in the rhizo-
sphere is responsible for the observed dominance structure (Zhou et al.,
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(OTU) abundance of bacterial 16S rDNA clones from Lolium perenne rhizosphere zones.

16S rDNA gene fragments were amplified using universal bacterial primers from genomic
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Reproduced with permission from Marilley et al. (1998).
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2002). Despite the reduction of microbial diversity in the rhizosphere,
cloning and sequencing of amplified 16S rDNA or rRNA (or 18S rRNA
for fungi; Smit et al., 1999) fragments has revealed that plant roots sup-
port genotypes from a broad phylogenetic range. These include
members of the �-, �-, �-, and �-Proteobacteria and the class Actino-
bacteria (Chelius and Triplett, 2001; Chow et al., 2002), high-G+C
gram-positive bacteria (Smalla et al., 2001), and uncultured Archaea
(Crenarchaea and Euryarchaea) (Simon et al., 2000; Chelius and
Triplett, 2001).

III. Fate of Organic Pollutants in the Rhizosphere

Organic pollutants may enter the rhizosphere as a consequence of
many different processes and at a wide range of concentrations. The
pollutant may be present in the soil prior to the introduction of a
plant and the establishment of its rhizosphere. This occurs in agri-
culture when a pesticide is applied either before the seed is sown or
the crop emerges or at an industrial site where chemicals have entered
the bare soil over a period of time. Conversely, the pollutant is added
to a soil that already has an established plant community. This may
be due to the conventional agricultural application of, for example,
post-emergent pesticides or may result from accidental contamination
from a direct spill (acute) or via atmospheric deposition (chronic).
Direct spills usually result in the highest pollutant concentrations; for
example, total concentrations of 13 different pesticides of up to
19.3 mg g�1 have been detected in the topsoil at a pesticide disposal
site (Winterlin et al., 1989). On the other hand, roadside plants and
soils may take up low concentrations (ng pollutant g�1 grass dry
weight) of volatile organic compounds generated in exhaust fumes
(Binnie et al., 2002). In a recent survey of 191 surface soils sampled
away from populated, industrialized, and agrochemical application
areas, a mean total polychlorinated biphenyl (PCB) concentration of
5.4 mg g�1 was detected (Meijer et al., 2003). Thus, all soils and rhizo-
spheres, even those remote from anthropogenic influence, receive
inputs of persistent organic pollutants via long-range atmospheric
transport and global distillation.

A. DIRECT PLANT EFFECTS: UPTAKE AND ENZYME ACTIVITIES

Once in the rhizosphere, the fate of an organic pollutant is governed
by many processes, some directly mediated by the plant and others in
which the plant has an indirect effect. The indirect effect—principally,
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the stimulation of microbial biodegradation—is the main focus of this
chapter. But first, we consider how a plant may directly affect organic
pollutants.

Plant-mediated attenuation of organic pollutant concentrations in
the rhizosphere may be divided into the following four steps: uptake
into the transpiration stream, translocation in the plant, transformation
in the plant, and transpiration from the plant (volatilization) (Davis
et al., 2002; Schroder and Collins, 2002). Once in the above-ground
plant tissues, an organic pollutant undergoes oxidation, reduction,
and/or hydrolysis and conjugation with glutathione, sugars, or amino
acids (Dietz and Schnoor, 2001). Conjugates may be bound to cell wall
components or compartmentalized within vacuoles. The enzymatic
and biochemical relevance of above-ground plant metabolism to phy-
toremediation has been reviewed (Macek et al., 2000; Dietz and
Schnoor, 2001; Davis et al., 2002; Schroder and Collins, 2002) and is
outside the scope of this chapter. However, the plant-mediated pro-
cesses operating below ground and controlling the rate and extent
of pollutant uptake (and therefore removal from the rhizosphere) are
relevant and are discussed briefly.

When organic pollutants in the soil water come into contact with
plant roots, they may reversibly absorb to root cell wall constituents
such as hemicellulose and lignin. Construction of adsorption iso-
therms in hydroponic solution and comparison of linear adsorption co-
efficients (termed the root concentration factor, RCF (Briggs et al.,
1982)) between pollutants reveals a strong relationship between the hy-
drophobicity of the pollutant (as represented by log Kow) and its ten-
dency to adsorb to roots (Dietz and Schnoor, 2001). According to this
relationship, all organic xenobiotics with a log Kow> 3 should be
highly adsorbed by roots, resulting in depleted pollutant concentra-
tions in the diffuse ecto rhizosphere and increased concentrations in
the endorhizosphere and rhizoplane. Briggs et al. (1982) and Burken
and Schnoor (1998) further developed the RCF concept to take into ac-
count the tendency of plants to remove pollutants from the rhizosphere
completely (including the endorhizosphere and rhizoplane). For a
range of organic pollutant compounds, these workers determined the
transpiration stream concentration factor (TSCF), defined as the pollu-
tant concentration in the transpiration stream divided by the external
concentration in solution. Thus a pollutant with a TSCF of 1 will move
freely with water into and within the plant, whereas a pollutant with
a TSCF of 0 will not be taken up (Aitchinson et al., 2000). Plotting
the TSCF against log Kow (Fig. 3) shows the optimum hydrophobicity
(Log Kow � 2) for a chemical to enter the transpiration stream. Very
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hydrophobic (log Kow > 4) compounds are not taken up by the plant,
presumably because they have such high affinity for root mucigel and
membrane lipids that they cannot enter the transpiration stream (Dietz
and Schnoor, 2001). On the other hand, in the absence of an active
transport protein, hydrophillic (log Kow < 0) compounds will not be
taken up because they are not sorbed to the root in sufficient quantity
to establish a concentration gradient and cannot penetrate root lipid
membranes (Dietz and Schnoor, 2001). Log Kow values for some of the
pollutant organics discussed in this review are given in Table II.

In the studies described, both the RCF and the TSCF values were
determined in a homogeneous hydroponic experiment. However, rhi-
zosphere soil is a multiphase system consisting of four dominant com-
ponents: colloidal internal and external surfaces, water-soluble humic
material, soil solution, and plant roots (Fig. 6). Thus, in the rhizo-
sphere, hydrophobic pollutants also have a high tendency to adsorb
to hydrophobic soil surfaces and partition within soluble humic
material. In addition, cationic pollutants will be adsorbed to the soil
clay fraction. Therefore, to get a truer picture of root–pollutant inter-
actions in the rhizosphere, it is essential to conduct experiments using
soil–plant systems.

It should be noted that some pollutants, in particular those contain-
ing amino or hydroxyl functional groups, may undergo rapid
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Reproduced with permission from Aitchinson et al. (2000).
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transformation by root-associated or free extracellular enzymes. The
outcomes of these are chemically altered and irreversibly bound
species (Dietz and Schnoor, 2001). For example, Gramss et al. (1999)
studied enzymes released from the roots of 12 terrestrial plants and
concluded that exudates of certain plant species contain sufficient
quantity of peroxidases to contribute to the degradation of natural soil
constituents (e.g., humus phenolic groups). Plant (and microbial)
peroxidases can also play an important role in the polymerization of

TABLE II

RANGE IN LOG KowS OF SOME ORGANIC POLLUTANTS

Compound Log Kow

Ethylene glycol �1.36

Propylene glycol �0.92

1,4-dioxane �0.27

Phenol 1.46

Benzene 2.13

Carbofuran (2,3-dihydro-2,3,

dimethyl-7-benzofuranylmethylcarbamate)

2.32

3-CBA (3-chlorobenzoate) 2.68

Atrazine (2-chloro-4-ethylamino-6-isopropylamino-s-triazine) 2.75

2,4-D (2,4-dichlorophenoxyacetic acid) 2.81

2,4-DCP (2,4-dichlorophenol) 3.06

2,4,5-T (2,4,5-trichlorophenoxyacetic acid) 3.31

Biphenyl 3.98

Anthracene 4.45

Phenanthrene 4.46

Pyrene 4.88

n-Decane 5.01

PCP (pentachlorophenol) 5.12

Chrysene 5.81

Dodecane 6.10

Benzo(a)pyrene 6.13

Arochlor 1248 (polychlorinated biphenyl mix) 6.20

n-Hexadecane 8.25

Data were compiled from the Syracuse Research Corporation Database (http://

esc.syrres.com/interkow/physdemo.htm) and the U.S. Environmental Protection Agency

website (http://www.epa.gov/OGWDW/hfacts.html).
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phenolic units and lead to the detoxification or immobilization of
pollutants (e.g., the herbicide bentazon (3-isopropyl-1H-2,1,3-
benzothiadiazine-4(3H )-one-2,2-dioxide), chlorinatedphenols, trinitro-
toluene, and their metabolites) in soil humic material (Kim et al., 1998;
Dec and Bollag, 2000; Wang et al., 2002). Thus, the plant can
only directly affect pollutant biodegradation in the rhizosphere
through the release of root surface–associated or freely diffusible extra-
cellular enzymes. Otherwise, depending on the physico-chemical
characteristics of the pollutant (and presumably also the root), the
plant may deplete pollutant concentrations in the entire rhizosphere
zone either by uptake into the transpiration stream or by concentrating
the pollutant in the rhizoplane and endorhizosphere by root sorption.
The indirect effect that root sorption has on bioavailability and
microbial biodegradation is discussed further in Section IV.C.2.

B. INDIRECT PLANT EFFECTS: DEGRADATION BY RHIZOSPHERE MICROORGANISMS

1. Evidence for the Rhizosphere Effect

In addition to the direct effects, plants may also indirectly bring about
pollutant biodegradation in the rhizosphere. As discussed in Section II,
plant roots and their rhizodeposits increase microbial numbers and ac-
tivity by as much as two orders of magnitude. It is reasonable to assume
that this stimulation will enhance biodegradation of organic pollutants
in the rhizosphere zone. The first study to test this hypothesis investi-
gated the microbial biodegradation of organophosphate insecticides
and was conducted by Hsu and Bartha (1979). The rationale behind
the research was as follows: The initial step in the biodegradation of
diazinon (O,O-diethyl-O-[2-isopropyl-6-methyl-4-pyrimidinyl] phos-
phorothioate) and parathion (O,O-diethyl-O-p-nitrophenyl phosphor-
othioate) is cometabolic and cometabolism requires the presence of
a growth substrate. Plant roots are known to excrete a wide range of
potential carbon and energy sources, and, therefore, cometabolic trans-
formation should be favored in the rhizosphere. The authors com-
pared the mineralization rates of diazinon and parathion in the
rhizosphere of bush bean with those in nonplanted soils. After 30 days,
12.9 and 17.9% of the added diazinon and parathion had been mineral-
ized, respectively, compared with 5.0 and 7.8% in nonplanted soil.
The sterile roots mineralized less than 1.8% of the added 14C, strongly
suggesting that the decline in insecticide concentration was not due to
metabolism by the plant itself. However, no attempt was made to look
for transformation products and it could be argued that the bush bean
was responsible for the partial transformation of the insecticides
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and that the rhizosphere microorganisms were able to complete the
mineralization. Regardless of whether the process was solely a conse-
quence of microbial metabolic activity or due to a sequence involving
both plants and microbes, there clearly was a rhizosphere effect.

As shown by the preceding example, it can be difficult to distinguish
which process(es) and which of the rhizosphere components make the
greater contribution to pollutant biodegradation. This tells us that all
plant, microbe, and plant–microbe contributions should be taken into
account when making decisions about experimental design and the
choice of controls. Of course, the necessary inclusion of nonsterile soil
in some of the treatments adds a further level of complexity that chal-
lenges experimental design. It is widely accepted that using 14C-
labeled compounds is essential in order to gain mass balances in
plant–atmosphere–soil microcosm studies (e.g., Fig. 4). However, still
greater analytical resolution maybe required tounderstand fully the fate
of the chosen pollutant in the experimental system (Siciliano and
Germida, 1998b). For example, Ferro et al. (1994) investigated the effect
of wheatgrass on the fate of pentachlorophenol (PCP). At the end of the
155d experiment, approximately 22% of PCP 14C had been mineralized
but 31% of the label remained in the soil and 26% had been taken up by
the plant (the remainingwas distributed among the volatile organic, eva-
potranspirational condensate, leachate or unrecovered factors). It is not
apparent from this whether the 14C in the plant and soil was parent com-
pound, plant metabolite, or microbial metabolite. Therefore, no definite
conclusions could be drawn concerning plant transformation of PCP or
whethermicrobialmetabolites ofPCPwere generated in the rhizosphere.

As pointed out by Cunningham et al. (1997), when it comes to pol-
lutant breakdown, plants are at an inherent disadvantage when
compared to microorganisms. Plants are autotrophic and, unlike het-
erotrophic bacteria and fungi, do not require organic carbon as energy
substrates. As a result, it is probable that pollutant metabolism by
plants will be restricted to a relatively small range of chemical struc-
tures. Additionally, plant metabolism usually involves the modifica-
tion of the pollutant (e.g., hydroxylation, conjugation), whereas
metabolism by heterotrophic microorganisms often results in complete
mineralization, is linked to growth, and proceeds exponentially (at least
in vitro). Since the seminal work of Hsu and Bartha (1979), numerous
other studies with pesticides and various industrial pollutants have
compared degradation in the rhizosphere with that in nonplanted soil
and, where rhizosphere-enhanced biodegradation occurred, attributed
it to root-stimulated microbial activities. The findings of these studies
are summarized in Table III. Since much of the early work has been
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reviewed previously (Anderson et al., 1993; Anderson et al., 1994;
Anderson et al., 1995; Crowley et al., 1997; Siciliano and Germida,
1998b), we report only on those papers published in the last 10 years.
As can be seen from Table III, there is overwhelming evidence for a
rhizosphere effect: of the 40 studies summarized, 85% report a
significant enhancement of biodegradation of a wide range of organic
pollutants and involving a large number of plant species.

2. Methodology

As well as the diversity of plant species, pollutants, and indeed
soils studied, a bewildering assortment of methodologies and experi-
mental designs have been used in order to assess the effect of the rhizo-
sphere on pollutant biodegradation. A number of general observations
can be made. First, studies may be categorized according to whether
they used an intact or a harvested (destructively sampled) rhizosphere.
In intact rhizosphere studies, the plant is present in the experimental
system and the fate of the pollutant at any time may be a product of
both plant and microbial metabolism. As discussed earlier, it may be

FIG. 4. Example of a microcosm apparatus separating above- and below-ground

plant atmospheres to enable continuous monitoring of a 14C-labeled pollutant

mineralization and volatilization in intact rhizospheres. CO2 traps contain 1 M NaOH,

organics traps contain activated carbon. Reproduced with permission from Kelley
et al. (2001).
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TABLE III

SUMMARY OF RESEARCH REPORTING A RHIZOSPHERE EFFECT ON THE BIODEGRADATION OF ORGANIC POLLUTANTS

Reference Pollutant(s)

Rhizosphere (I ¼ intact,

H ¼ harvested) Rhizosphere effect

Pesticides and metabolites

Boyle and Shann, 1995 2,4-D, 2,4,5-T,
2,4-DCP and

phenol

[H] Red clover, daisy fleabane,
barnyardgrass, fall panicum, early

goldenrod, chicory, timothy grass,

green foxtail

Mineralization rate and extent increased
for 2,4-D and 2,4,5-T in the order non-

planted<dicot rhizosphere<monocot

rhizosphere. No effect on mineralization

of 2,4-DCP and phenol

Boyle and Shann, 1998 2,4,5-T [H] Timothy grass, red clover, sun-

flower

Planted soil increased the amount of
14CO2 mineralized, but the extent of
the increase varied (30 to 163%) with

soil type. Percentmineralized increased

in the order nonrhizosphere< grass and

sunflower< clover

Buyanovsky et al., 1995 Atrazine and

carbofuran

[I-field study] Maize Concentrations in soil 15 days after

application 2� higher in nonrhizo-

sphere soil than in planted soil at
0–10 cm depth

Fang et al., 2001 Atrazine [H] Sudan grass, ryegrass, tall fes-
cue, crested wheatgrass, switch-

grass

10–15% mineralization in rhizosphere,
25% mineralization in nonrhizosphere

in 120 d

Ferro et al., 1994 PCP [I] Hycrest crested wheatgrass 22% mineralization in rhizosphere, 6%

mineralization in nonrhizosphere in

155 d



Haby and Crowley, 1996 3-CBA [H–soil–water suspensions]
ryegrass

For soil not previously exposed to 3-CBA,
degradation in rhizosphere was com-

plete within 8 d, whereas > 50% re-

mained after 15 d in nonrhizosphere

soil

Little difference in biodegradation ki-

netics for soil previously exposed to

3-CBA

Hoagland et al., 1997 Metolachlor (2-chloro-N-

(2,6-diethylphenyl)-N-
(methoxymethyl) aceta-

mide) and alachlor

[I] Maize 50% of the herbicide remaining in non-

rhizosphere soil, 13–22% remaining in
rhizosphere

Kruger et al., 1997 Atrazine [H] Summer cypress Lag time prior to mineralization less for
rhizosphere soils than for nonrhizo-

sphere soil

Marchand et al., 2002 Atrazine [H] Maize Greater percentage mineralized in soil
collected from the rhizosphere of 4-

week-old seedlings (61%) compared to

nonplanted (48%) soil. Increased rate
of mineralization for soil with a prior

history of atrazine application

Pai et al., 2001 Mefenoxam ((R)-N-
(2,6,dimethylphenyl)-

(methoxyacetylamino)

propionic acid methyl

ester)

[I–potting mix] Common zinnia 78% degraded in rhizosphere, 44% de-
graded in nonrhizosphere in 21 d

Perkovich et al., 1996 Atrazine [H] Summer cypress 62% mineralized in rhizosphere, 49%

mineralized in nonrhizosphere after
36 d

(continued )



Piutti et al., 2002 Atrazine [H] Maize For soils pretreated with atrazine, miner-
alization was enhanced (1.45�) in the

rhizosphere. No difference for soil with

no prior treatment

Reddy and Sethunathan,

1994

p-Nitrophenol [I] Rice 80% degraded in 15 d in (flooded) rhizo-

sphere, 40% degraded in nonrhizo-

sphere

Siciliano and Germida,

1997

2-Chlorobenzoic acid

(2-CBA)

[I] Common brome, Dahurian wild

rye, intermediate wheatgrass,

meadow brome, streambank
wheatgrass

Streambank wheatgrass and Dahurian

wild rye consistently increased the

disappearance of high concentrations
(800mg g�1) by up to 63%

Zablotowicz et al., 1997 Acifluorfen (5-[2-chloro-4-

(trifluoromethyl) phe-
noxy]-2-nitrobenzoic

acid)

[H – soil suspensions] Soybean Half-lives for parent compound disap-

pearance were 2.5 d in rhizosphere soil
and 4.5 d in nonrhizosphere soil

Hydrocarbons

Banks et al., 1999 Benzo(a)pyrene [I] Tall fescue Residual concentrations significantly less

in planted soil (56% degraded) com-
pared to nonplanted soil (47% de-

graded) after 6 months

Binet et al., 2000 3–6 ring PAHs [I] Ryegrass 81.5% (nonrhizosphere) and 50% (rhizo-
sphere) of freshly added chrysene was

extractable after 40 days. Rhizosphere

effect less pronounced when the PAHs

had been aged in soil for 180 days
before planting

TABLE III (Continued)

Reference Pollutant(s)

Rhizosphere (I ¼ intact,

H ¼ harvested) Rhizosphere effect



Binet et al., 2001 Anthracene [I] Ryegrass �33% degraded in rhizosphere, �11%

degraded in nonrhizosphere after 40 d

Chaineau et al., 2000 Fuel oil hydrocarbons

(60% saturated

C12–C26, 30%

aromatic, 10% resins)

[I] Maize Rhizosphere increased the biodegradation

rate of total chloroform-extractable hy-

drocarbons. GC analysis revealed a

higher extent of biodegradation of
branched alkanes and naphthenes in

the root zone

Fang et al., 2001 Phenanthrene [H] Sudan grass, ryegrass, tall fes-

cue, crested wheatgrass, switch

grass

Mineralization rate of phenanthrene not

significantly different between planted

and nonplanted soil

Ferro et al., 1994 Phenanthrene [I] Hycrest crested wheatgrass No difference in mineralization between

planted and nonplanted soil

Ferro et al., 1997 Benzene [I] Lucerne Lucerne did not enhance biodegradation

Gunther et al., 1996 C10–C24 N-alkanes,

pristane, hexadecane,
3- & 4-ring PAHs

[I] Ryegrass 97% degraded rhizosphere, 82% de-

graded nonrhizosphere after 22 weeks
for aliphatic hydrocarbons. No rhizo-

sphere effect for PAHs

Joner et al., 2001 Anthracene, chrysene, di-
benz(a,h)anthracene

[I] Ryegrass and white clover
(mixed)

Chrysene and dibenz(a,h)anthracene con-
centrations lower in planted soil than

in nonplanted soil after 8 weeks. PAH

loss further enhanced by presence of

arbuscular mycorrhiza. No rhizosphere
effect for anthracene

Liste and Alexander,
2000a

Pyrene [I] Oat, lupin, rape, dill, pepper,
radish, jack pine, red pine, white

pine

All plants tested enhanced degradation
(up to 74% degradation in planted soil

comparedwith<40%inunplanted soil)

(continued )



Miya and Firestone, 2000 Phenanthrene [I] Slender oat Biodegradation rate higher in rhizosphere
soil (17.5 mg kg�1 d�1) compared with

nonrhizosphere soil (12.5 mg kg�1 d�1)

Pichtel and Liskanen,
2001

Diesel range organics
(DROs–C10–

C36 n-alkanes)

[I] mixed grasses (hard fescue, red
fescue, ryegrass) and mixed le-

gumes (white clover, green pea)

�89% degradation in rhizosphere,
�52% degradation in nonrhizosphere

soil in 150 d

Reilley et al., 1996 Pyrene and anthracene [I] Tall fescue, lucerne, sudangrass,
switchgrass

PAH concentrations were smaller in rhizo-
sphere than in nonrhizosphere soil after

24 weeks (e.g., for anthracene, 1.15 mg

kg�1 nonrhizosphere, 0.6 mg kg�1 lu-
cerne)

Schwab and Banks, 1994 Pyrene [I] Lucerne, tall fescue, switch grass,

sudangrass

2.18% remaining in nonplanted soil ver-

sus 0.75–1.48% in planted soil after 4
weeks

Siciliano et al., 2003 Petroleum hydrocarbons

(diesel fuel and
heavy oil)

[I] Grass or grass and legume mix-

tures

Rhizosphere soil degraded 38 mg of total

petroleum hydrocarbons (TPHs) kg�1

month�1, nonrhizosphere soil de-

graded 19 mg TPH kg�1 month�1

Siciliano et al., 2003 Hexadecane and

phenanthrene

[H] Grass or grass and legume

mixtures

�7 mg phenanthrene C mineralized g�1

soil week�1 in nonrhizosphere soil,

13 mg C g�1 wk�1 mineralized in

planted soil; �10 mg hexadecane C g�1

wk�1 mineralized in nonrhizosphere,

20 mg C g�1 wk�1 in rhizosphere

Wetzel et al., 1997 Pyrene and anthracene [H] Lucerne No rhizosphere effect

TABLE III (Continued)

Reference Pollutant(s)

Rhizosphere (I ¼ intact,

H ¼ harvested) Rhizosphere effect



Wiltse et al., 1998 Crude oil petroleum

hydrocarbons

[I] Lucerne (20 genotypic clones) After 12 months, 56 and 46% of total

petroleum hydrocarbons degraded in

rhizosphere (best-performing genotype)
and nonrhizosphere soil, respectively

Yoshitomi and Shann,

2001

Pyrene [H] Maize �30% 14C-pyrene mineralized in rhizo-

sphere soil, �20% in nonrhizosphere in
40 d. Amendment of nonrhizosphere

soil with root exudates stimulated min-

eralization (�36% mineralization in ex-
udate-amended, �32% in nonamended

after 80 d)

Other

Dzantor and Woolston,

2001

PCBs (arochlor 1248) [I] Flat pea, reed canarygrass,

burr medic

69% of initial PCB recovered in nonrhi-

zosphere soil, 65, 59, and 54% recov-

ered for flat pea, reed canarygrass, and
burr medic, respectively, after 100 d.

These differences were not significant

(p> 0.05)

Kelley et al., 2001 1,4-dioxane [I] Hybrid poplar Percent dioxane remaining was signifi-

cantly lower (p< 0.05) in planted re-

actors than in nonplanted controls

Knaebel and Vestal, 1992 Surfactants (dodecyl linear

alkylbenzene sulfonate,

dodecyl linear alcohol
ethoxylate, sodium stear-

ate, dodecyltrimethylam-

monium chloride)

[I] Soybean and maize Rhizosphere significantly increased initi-

al first-order rates of mineralization by

between 1.1 and 1.9�. The asymptotic
amount of 14CO2 evolved was not

significantly affected

(continued )



Mehmannavaz et al.,
2002

Polychlorinatedbiphenyls
(72 congeners analyzed)

[I] Lucerne PCB concentrations significantly lower in
rhizosphere soil (60.47 mg kg�1) com-

pared to the nonrhizosphere (79.86 mg

kg�1) after 270 d

Rice et al., 1997 Ethylene glycol [H] Tall fescue, ryegrass, Kentucky

blue grass, lucerne, birdsfoot tre-

foil

Enhanced mineralization in rhizosphere

soil for all plant species tested

Shupack and Anderson,

2000

Propylene glycol [H] Lucerne, birdsfoot trefoil,

switchgrass, Kentucky bluegrass,

ryegrass, sand dropseed, tall
fescue

Mineralization rate enhanced in lucerne

rhizosphere soil

TABLE III (Continued)

Reference Pollutant(s)

Rhizosphere (I ¼ intact,

H ¼ harvested) Rhizosphere effect



difficult to untangle the relative contribution of each component. Of
course, the plant will also be growing (and therefore transpiring
and photosynthesizing) throughout the experiment. Thus, the intact
rhizosphere microbial community will receive a continuous input
of rhizodeposits and will be bathed in the transpiration stream. In
contrast, in harvested rhizosphere experiments, the soil has been
removed and the plant is no longer part of the experimental system.
Consequently, the rate and extent of microbial degradation will depend
on a whole raft of soil antecedent properties (number, activity, and
composition of microorganisms present; quality and quantity of
rhizodeposition prior to harvest) and the act of harvesting itself (soil
disturbance; breakage and subsequent death of roots). Subsequent
storage of the soil will also have an impact as the rhizosphere
effect may persist for only a short time. As mentioned in Section II,
the rhizosphere and its component parts (Fig. 1) are often defined
experimentally. For example, some studies define the rhizosphere as
the entire volume of soil contained within the pot in which the plant
is grown (Marchand et al., 2002); the roots may be either removed or
the entire below-ground plant parts (presumably including the
rhizoplane and endorhizosphere) incorporated with the soil. In other
studies, only the closely adhering soil, harvested by arbitrarily defined
root washing, sonication, or brushing, is counted as the rhizosphere
(Wieland et al., 2001; Boyle and Shann, 1998). Microscopic exami-
nation of soil–root sections may reveal the inaccuracies inherent in
many of the soil-harvesting methodologies.

Rhizosphere studies (Table III) can also be categorized according to
the method chosen to quantify biodegradation. In general, studies
monitor either the disappearance of the parent compound or the evolu-
tion of 14CO2 from a 14C-labeled pollutant. For the former, usually used
for intact rhizosphere studies, the entire plant soil–system is sacrificed
on each sampling occasion and a time course therefore depends on set-
ting up and processing a large number of replicates. The pollutant
remaining in the soil is extracted using an appropriate solvent, the
extract cleaned up and concentrated (if necessary), and the parent com-
pound (and metabolites) determined by gas or liquid chromatography.
For the latter type of experiment which uses radiolabeled compounds,
often adopted for harvested rhizosphere studies, 14CO2 evolution can
be monitored continuously (and without destructive sampling) by re-
moval and replacement of CO2 traps. Quantification of degradation by
destructive sampling is clearly more labor-intensive than nondestruc-
tive 14CO2 trapping. For this reason, pollutant concentrations in
planted and nonplanted treatments are usually determined at only
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one or two time-points during the experiment (Wiltse et al., 1998;
Siciliano and Greer, 2000; Binet et al., 2001); this makes it difficult
to assess lag phases and relative biodegradation rates. In contrast, for
nondestructive 14CO2 trapping, frequent samples can be taken, allowing
the construction of comprehensive cumulative mineralization curves
(Boyle and Shann, 1995, 1998; Marchand et al., 2002; Piutti et al.,
2002). However, the use of 14C-labeled pollutants in mineralization
studies is usually restricted to the harvested rhizosphere type of experi-
ment. This is because of problems of photosynthetic re-adsorption of
the 14C-label in the closed plant–soil microcosm necessary for quantita-
tive trapping of 14CO2. Notwithstanding, a few workers (Hsu and
Bartha, 1979; Knaebel and Vestal, 1992; Aitchinson et al., 2000; Kelley
et al., 2001) have quantified mineralization in an intact rhizosphere by
using microcosms which separate below-ground (soil and root) and
above-ground (shoot) atmospheres. An example of such a microcosm
apparatus is shown in Fig. 4. Since separation of below- and above-
ground atmospheres requires creating a gas-tight seal around the plant
shoot, this microcosm design is restricted to larger plant species with
robust stems (e.g., soybean, maize, poplar, and bush bean). For more
fragile species, Ferro et al. (1994) developed a novel high-flow test
system without the need for shoot–root atmosphere separation. In this
setup, plants are sealed in a glass bell jar and air is drawn through at a
rapid flow-rate (1 liter min�1). 14CO2 from mineralization of the 14C-
pollutant is rapidly diluted by 12CO2 in the airstream and negligible
amounts of the 14CO2 are fixed by photosynthesis.

One final comment should be made regarding the methodology
used in rhizosphere biodegradation studies: that is the order in which
the plant and pollutant are added. In the intact rhizosphere studies
shown in Table III, the plant (as a seed, seedling, or mature plant) is
added to soil that either has undergone previous (by minutes to
months) contamination or is contaminated at planting. When the se-
quence is pollutant followed by plant, there is often a rhizoremediation
objective.

IV. Mechanisms of Enhanced Biodegradation

Much of the research that reports enhanced pollutant degradation
in the rhizosphere can be criticized as descriptive (Cunningham et al.,
1997). Increased biodegradation in the presence of a plant root is
often attributed to enhanced microbial activity and numbers in
the rhizosphere, without any attempt to dissect the interactions
between plants and microorganisms and the mechanisms which bring
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about increases in contaminant disappearance. A greater mechanistic
understanding of plant–microbe interactions in the context of pollut-
ant degradation is important for the rational development and
improvement of rhizoremediation strategies. The next section dis-
cusses the mechanisms by which plant roots can stimulate microbial
biodegradation.

A. RHIZODEPOSITS AS STRUCTURAL ANALOGS OF ORGANIC POLLUTANTS

As discussed in Section II, plant roots release a plethora of chem-
icals into their root zone. These range from simple sugars and amino
acids in exudates to cell structural and cytosolic compounds released
through sloughing-off of cells and during root turnover (Table I). It
has been noted by many workers (Gilbert and Crowley, 1997; Siciliano
and Germida, 1998; Dunning Hotopp and Hausinger, 2001) that
some compounds released by rhizodeposition are structurally similar
to pollutants or their breakdown intermediates. Such compounds
may act as natural analogs of pollutant catabolic pathways. Figure 5
shows examples of structural similarities between pollutants and nat-
urally occurring compounds detected in the rhizosphere. If an analog
is released by the plant root, it can influence pollutant biodegradation
by acting as: (1) a growth substrate for pollutant-degrading micro-
organisms; (2) an inducer of the pollutant catabolic pathway; or (3) a
substrate for cometabolic degradation of the pollutant.

1. Growth Substrates

Rhizodeposit analogs may be used directly as a source of carbon and
energy by one or more microbial species that are also capable of degrad-
ing the related pollutant. This suggests that a suitable enriched de-
grader population may exist in the rhizosphere prior to the first
appearance of the pollutant. If rhizodeposition was selectively enrich-
ing the pristine soil, then the rhizosphere-to-nonrhizosphere ratio
(R/S) for pollutant degraders would exceed that for the total hetero-
trophs. An early example of this comes from the work of Sandmann
andLoos (1984),who estimatedmost probable numbers (MPN) ofmicro-
organisms capable of degrading the herbicide 2,4-dichlorophenoxyace-
tic acid (2,4-D) in rhizosphere and nonrhizosphere soil and compared
R/S values for 2,4-D degraders with those for culturable aerobic hetero-
trophs. They found that rhizosphere soil sampled from sugar cane with
no previous exposure to phenoxyacetic acid herbicides had an en-
riched 2,4-D degrading population (R/S2,4-D ¼ 105; R/Sheterotroph ¼ 6)
and suggested that the stimulatory effect was due to the release

BIODEGRADATION OF ORGANIC POLLUTANTS 23



of 2,4-D analogs (phenolic compounds) by the sugar cane roots.
Subsequently, Dunning Hotopp and Hausinger (2001) postulated that
substituted cinnamic acids (Fig. 5) may be natural substrates for 2,4-D
degrading enzymes. In a similar example, Fang et al. (2001) determined
MPNs of phenanthrene degraders and culturable heterotroph counts for
soil thatwas either nonplanted or plantedwith grass species (tall fescue,
ryegrass, sudan grass, and switch grass) and that had no prior history of
phenanthrene application. Calculation of R/S values from their data
reveals evidence for selective enrichment of phenanthrene degraders
in the rhizosphere (R/Sphen ¼ 1.6 to 20.0; R/Sheterotroph ¼ 1 to 3.2). In
the final example, Crowley et al. (1996) examined the effect of the bush

FIG. 5. Structural similarity between putative rhizodeposit compounds and organic

pollutants. Compiled from Goodwin and Mercer (1983), Gilbert and Crowley (1997),

Siciliano and Germida (1998), and Dunning Hotopp and Hausinger (2001).
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bean rhizosphere on the biodegradation of 2,5-dichlorobenzoate (2,5-
DCB) by Pseudomonas fluorescens strain 2–79 RLD containing plasmid
pPB111 encoding genes for 2,5-DCB-1,2-dioxygenase. P. fluorescens
2-79 RLD pPB111 inoculated in the rhizosphere degraded 2,5-DCB at
a rate greater than in nonplanted soil (time for complete degradation
¼ 2 to 4 d-rhizosphere, 7 to 14 d-nonrhizosphere). The authors noted
that there appeared to be a selection pressure for maintenance of plas-
mid pPB111 in the rhizosphere. This suggests the presence of a 2,5-
DCB analog: 14 days after inoculation, 10% of P. fluorescens 2-79
RLD cells in the rhizosphere had lost the ability to degrade 2,5-DCB
compared to 94% in nonplanted soil.

2. Inducers

Crowley et al. (1996) suggested that the enhanced biodegradation
of 2,5-DCB by P. fluorescens 2-79 RLD pPB111 in the bean rhizo-
sphere could be due to the increased induction of 2,5-DCB degrading
enzymes by substances in the exudates. Thus, in the second instance,
a component of rhizodeposition or an intermediate of rhizodeposit
breakdown induces the pollutant degradative pathway. It is well
known that expression of many of the bacterial pollutant degradative
pathways characterized to date is regulated (McFall et al., 1998;
Neilson et al., 1999). For example, expression of the 2,4-D, chloro-
benzoate and phenol degradative pathways requires a LysR-type tran-
scriptional activator and the presence of an inducing pathway
intermediate, namely, chlorinated or nonchlorinated cis,cis-muconate
(Filer and Harker, 1997; McFall et al., 1998). Similarly, induction of
naphthalene catabolic operons requires the presence of the regulatory
protein NahR and the inducer salicylic acid (or derivative), again an
intermediate of the pathway (Neilson et al., 1999). It is reasonable
to hypothesize that both muconate and salicylate derivatives will
be present in the rhizosphere, whether they are produced by the
plant directly or whether they are a result of microbial metabolism of
aromatic rhizodeposits (De Meyer et al., 1999). Cis,cis-muconate is
the product of catechol metabolism via the central ortho-cleavage path-
way (Parsek et al., 1992) and many substituted phenols and aromatic
acids which are components of rhizodeposits could be degraded
through this route, thus producing substituted-cis,cis-muconates.
These nonchlorinated muconate analogs could act as inducer mol-
ecules for chlorinated pollutant pathways. For example, the LysR-type
regulator of chlorocatechol degradation in a Ralstonia euthropha
can be activated by both chlorinated and nonchlorinated muconate
(Ogawa et al., 1999).
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3. Cometabolism

In the third way in which an analog can influence degradation, a
plant exudate acts as a substrate for cometabolic degradation. Cometa-
bolism is defined as the transformation of an organic compound by a
microorganism that is unable to use that compound either as a source
of energy or an essential nutrient element (Alexander, 1994). An
example of a class of organic pollutants that may be transformed comet-
abolically is the polychlorinated biphenyls (PCBs). PCB biodegradation
usually follows the well-characterized biphenyl catabolic pathway
(Robinson and Lenn, 1994). However, only mono- and di-chlorinated
PCB congeners can be used as a source of carbon for microbial growth,
although even then the complete mineralization of these by one bacter-
ial strain is rare. The carbon comes from the least chlorinated ring
which is cleaved to produce mono- or di-chlorobenzoate (Robinson
and Lenn, 1994; Abraham et al., 2002). The aerobic transformation of
more highly chlorinated PCB congeners is by cometabolism in which
biphenyl serves as the co-oxidized substrate (co-metabolite) and the in-
ducer of the pathway. For example, Brunner et al. (1985) have shown
that PCB transformation in soils contaminated with Arochlor 1242 (a
mixture of PCBs) can be enhanced by enrichment with the biphenyl
analog. The original source of the bph genes encoding PCB degradative
enzymes has been speculated upon (Abraham et al., 2002) and it is gen-
erally thought unlikely that they could have evolved de novo in the
time since the first manufacture of PCBs in the 1930s. Instead, it has
been suggested that plant-derived compounds may be natural sub-
strates or inducers for the bph gene-encoded pathway and some evi-
dence has been gathered to support this hypothesis. For example,
Fletcher and coworkers (Donnelly et al., 1994; Fletcher et al., 1995;
Leigh et al., 2002) have found that several plant compounds (e.g., cin-
namic acids, coumarins, flavones, flavanols) and root exudates from
mulberry could support the growth of PCB-degrading bacterial isolates.
Gilbert and Crowley (1997) discovered that extracts of spearmint could
induce PCB biodegradation by Arthrobacter sp. strain B1B. The active
inducing component of the extract was identified as the monoterpene l-
carvone (Fig. 5). Although the authors did not look at the production of
l-carvone in the rhizosphere, they suggested that plants that secrete l-
carvone (or structurally related monoterpenes) into the rhizosphere
may eventually be used to rhizoremediate contaminated soils.
However, Master and Mohn (2001) obtained results in contrast to those
of Gilbert and Crowley (1997), albeit with a different PCB-degrading
bacterium, Pseudomonas strain Cam-1. Using lacZ as a reporter gene

26 SHAW AND BURNS



to quantify the induction of biphenyl dioxygenase, they found that re-
porter (beta-galactosidase) activity was strongly induced in the pres-
ence of biphenyl, but expression levels for cells exposed to
terpenoids, soil extracts, and flavenoids were no different to the control
(pyruvate-exposed) cells.

B. GENETIC EXCHANGE IN THE RHIZOSPHERE

Many pollutant catabolic genes are located on mobile genetic ele-
ments, in particular broad-host-range, self-transmissible plasmids
(Top et al., 2002). Thus, horizontal gene transfer via conjugative plas-
mids probably plays an important role in the adaptation of bacteria to
degrade pollutant chemicals in soil and other environments. Indeed,
Stuart-Keil et al. (1998), in a study of natural gene transfer, provided
strong evidence to suggest that a naphthalene catabolic plasmid was
involved in the adaptation of a soil microbial community to coal tar
contamination. In a another study (van der Meer et al., 1998), Ralstonia
strain JS705 (isolated from chlorobenzene-contaminated groundwater)
was found to have a combination of genes for chlorocatechol degra-
dation and benzene-toluene dioxygenase. This suggests strongly that
the chlorobenzene pathway in JS705 arose by horizontal gene transfer
and gene recombination between ancestral strains.

For conjugation, in the simplest case, donor and recipient cells form
a mating pair and are in intimate contact prior to and during DNA
transfer (Dale, 1998). In general, however, soil environments are
oligotrophic with low concentrations of organic nutrients that restrict
the activity and numbers of microorganisms present. Furthermore, mi-
croorganisms in soil may exist in spatial isolation, for example, at-
tached to soil surfaces in thin water films or restricted within
aggregates. In fact, species-abundance patterns for unsaturated soils
lack a dominance structure, strongly suggesting an absence of pro-
longed competitive interaction and possibly limited interspecies cell-
to-cell contact (Zhou et al., 2002). Thus, processes which depend on
cell activity and contact between cells (such as horizontal gene transfer
mechanisms) may be restricted in the bulk soil (van Elsas and Bailey,
2002). On the other hand, the rhizosphere has been called a ‘‘hotspot’’
for gene transfer activity because nutritional limitations are fewer and
the bulk soil contact barriers removed. In addition to the comparatively
high levels of nutrients, water flow in the rhizosphere due to transpir-
ation may enhance microbial accumulation and bacteria may be
concentrated in biofilms on the rhizoplane, thereby increasing the
probability of cell–cell contact (Bianciotto et al., 2001).
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Evidence from numerous studies supports the theory that the rhizo-
sphere is indeed a hotspot for gene transfer activity. For example,
Schwaner and Kroer (2001) found that the rhizospheres of pea, wheat,
and barley were favorable to conjugal plasmid transfer with rate
constants up to six orders of magnitude higher than for bulk soil. In
addition, the transfer rate depended on the plant species. The authors
hypothesized that the difference in transfer ratios between rhizo-
spheres was due to different distribution patterns among cells, presum-
ably with a greater degree of contact between donor and recipient cells
in some rhizospheres than others. Sorensen and Jensen (1998) found
that the transfer of plasmid RP4 to indigenous bacteria could be
detected in the spermosphere and rhizosphere of barley but only in
bulk soil if it were amended with nutrients to stimulate microbial
proliferation. They suggested that high bacterial activities enhanced
plasmid transfer. Experiments by Troxler et al. (1997) provide a further
example where plasmid transfer occurred in the rhizosphere but was
not detectable in nonplanted soil. In this last example, conjugative
transfer of chromosomal genes in the rhizosphere of wheat was also
demonstrated.

Using inoculated donor and/or recipient cells, many studies have
reported the transfer of catabolic conjugative plasmids at detectable
frequencies in soil (especially in the selective presence of the target
pollutant) and the positive effect this has on pollutant biodegradation
rates (De Rore et al., 1994; Top et al., 1998; Dejonghe et al., 2000; de
Lipthay et al., 2001). However, to the best of our knowledge, no investi-
gations have been performed to examine transfer rates of pollutant cata-
bolic plasmids in the rhizosphere since studies which explicitly
quantify rhizosphere plasmid transfer generally use model plasmids
encoding resistance to one or more antibiotics. Crowley et al. (1996) in-
terpret enhanced biodegradation of 2,5-dichlorobenzoate (2,5-DCB) in
the rhizosphere of bean by Pseudomonas fluorescens (pPB111) as a
consequence of enhanced transfer of 2,5-DCB catabolic plasmid
pPB111 to indigenous recipients. However, comparisons of numbers
of donors, recipients, and transconjugants between planted and non-
planted soils were not made. One study (de Lipthay et al., 2001) has
examined the transfer of a plasmid carrying the tfdA gene (encoding
2,4-D dioxygenase) in the barley ‘‘residuesphere’’ (the environment as-
sociated with decaying straw) to a phenol-degrading recipient. Interest-
ingly, in the absence of a selective pressure from phenoxyacetic acid,
transconjugants appeared after 4 days and were maintained at constant
numbers (102–103 g�1 straw dry weight) for the 21-day experiment.
No transconjugants were detected in the bulk soil. The suggested
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explanation for the difference in numbers of transconjugants between
bulk soil and residuesphere is that there was better survival of the re-
cipient strain in the residuesphere. The authors do not speculate on
the reasons for the maintenance of foreign DNA in the residuesphere,
but perhaps some phenolic breakdown product of lignin selected for
plasmid maintenance.

Since the rhizospherehasbeenshowntobeahotspot forplasmid trans-
fer ingeneral andenhancedpollutant catabolicplasmid transferhasbeen
demonstrated in the residuesphere, it is reasonable to predict that en-
hancedpollutantcatabolicplasmid transfercouldalsooccur in the rhizo-
sphere. If we are to fully understand the mechanisms of enhanced
biodegradation in the rhizosphere, future experiments should quantify
horizontal gene transfer of pollutant catabolic plasmids in this zone
and attempt to understand the conditions that stimulate conjugative
transfer.

C. EDAPHIC PROPERTIES AND CONSEQUENCES FOR POLLUTANT BIODEGRADATION

In addition to any direct impact on plant growth, rhizosphere
microbes influence the chemical and physical properties of the soil.
For example, the ‘‘weathering’’ of aluminosilicates to form the various
clay types is strongly influenced by organic and inorganic acids gener-
ated during microbial metabolism (Banfield et al., 1999) and the reten-
tion of inorganic ions by highly charged clays may reduce the quantity
of soluble plant nutrients. The structure, properties, and composition
of humic matter is determined to a large extent by microbial degrada-
tive and synthetic activity (Six et al., 2002) and this will impact soil fer-
tility in countless ways. The reciprocal relationship is illustrated
further when we consider that soil chemical and physical changes
can stimulate or inhibit root activity. Plants, in turn, have a direct
impact that can be demonstrated when conducting experiments with
sterilized soils. Root hairs stimulate aggregation and root growth gener-
ates channels and pores which enhance aeration and facilitate soil
water and solute movement. Thus, the rhizosphere environment has
different soil physico-chemical properties compared to nonrhizosphere
soil and these properties may influence pollutant biodegradation. Two
specific examples follow.

1. Plant-Enhancement of Nutrient Availability

Plant roots increase the availability of mineral nutrients in their rhi-
zosphere through solubilization by extracellular enzymes (e.g., acid
phosphatase; Wasaki et al., 2003) or mobilization (of Fe and P, in
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particular) by organic acids, phenolic molecules, and phytosidero-
phores. Nitrogen availability to microorganisms in the rhizosphere
may be enhanced through exudation of nitrogenous macromolecules
(e.g., purines and nucleosides). For a detailed recent review of root ex-
udate effects on mineral acquisition, the reader is referred to Dakora
and Phillips (2002).

The influence of nutrient availability on pollutant biodegradation is
well recognized. According to Alexander (1994), in typical bulk soils,
organic carbon is the limiting nutrient for heterotrophic growth. How-
ever, introduction of a pollutant that is readily utilizable as a C source
may change the situation and render another element as the limiting
nutrient. For example, N and P have been shown to be limiting to the
biodegradation of oil spills (Roling et al., 2002) and PAHs (Breedveld
and Sparrevik, 2000).

As a result of root-mediated processes, N or P may be temporarily
more abundant than in bulk soil, but it should be remembered
that this is against a backdrop of high concentrations of labile, organic
carbon-rich exudates. Thus, microorganisms utilizing a pollutant as
a source of carbon in the rhizosphere must compete for N and P
with other microorganisms degrading exudate carbon and also with
the plant itself (Jensen and Nybroe, 1999; Dakora and Phillips, 2002).
It should be remembered that not all pollutants are used as a source
of carbon. For example, some microorganisms use the triazine
ring of the herbicide atrazine as a source of nitrogen (Mandelbaum
et al., 1995) and high concentrations of inorganic nitrogen have
been shown to inhibit atrazine mineralization in soil (Abdelhafid
et al., 2000). If the rhizosphere is depleted of inorganic nitrogen
(through plant uptake) and there is readily utilizable carbon, it can
be predicted that atrazine mineralization may be particularly favored.
Indeed, the majority of studies examining the influence of the
rhizosphere on atrazine mineralization (Table III) report a positive
rhizosphere effect, although whether or not this was due to C:N ratio
is not discussed.

It is not only competition for macronutrients that can occur in the
rhizosphere. For example, Dinkla et al. (2001) suggest that the rhizo-
sphere is an iron-limiting environment such that aerobic degradation
of hydrocarbons (e.g., toluene) via oxygenases which require iron as a
cofactor would be negatively impacted. Therefore, the situation
appears to be even more complicated than first supposed. Competition
between plants and rhizosphere microorganisms for both macro- and
micronutrients and how this, in turn, might affect the degradation of
pollutants require elucidation.
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2. Bioavailability in the Rhizosphere—pH, Phytosurfactants, and
Enhanced Mass Transfer

Pollutants in soil tend to exist in an equilibrium between being freely
dissolved in the solutionphase, in associationwithwater-soluble humic
material, and being adsorbed to or partitioned within the three-dimen-
sional soil matrix. As mentioned in Section III.A., the rhizosphere pre-
sents an additional sorptive surface, the plant root. Thus, in
rhizosphere soils a pollutant may be in dynamic equilibrium between
four potential phases (Fig. 6). Bioavailability can be defined as that frac-
tion of a chemicalwhich can interactwith a biological system (Robinson
and Lenn, 1994), but more complex definitions which consider the dy-
namics of pollutant availability and the configuration of adsorbed organ-
ics are often provided (Burns and Stach, 2002). In the case of the
intracellular biodegradation of pollutants by bacteria, the chemicalmust
be available for uptake by the cell, either through passive or active trans-
port. Conventionally, it is believed that cellular uptake requires the pol-
lutant to be freely available in solution (Mihelcic et al., 1993), although
other authors suggest that it may be possible for bacteria to take up
water-soluble humic material (WSHM)-associated compounds (Shaw
et al., 2000) or to directly access sorbed components ofmolecules (Burns
and Stach, 2002). In any scenario, alteration of the partitioning of a pol-
lutant between the root, soil, WSHM, and solution phases (Fig. 6) will
have implications for pollutant bioavailability and degradation.

One way in which plant roots can alter pollutant partitioning, and
therefore bioavailability, is by mediating changes in the rhizosphere
pH. In addition to the production of specific exudates to enhance nutri-
ent mobilization (as mentioned in Section IV.C.1), plants may increase
the availability of mineral nutrients for uptake by mediating pH
changes in the rhizosphere (Dakora and Phillips, 2002). Briefly, in cal-
careous soils, plants may exude high concentrations of organic acid
anions to lower the rhizosphere pH to that which renders phosphorus
and micronutrients (Mn, Fe, Zn) more available. Conversely, some
plant species growing in very acid soils can increase their rhizosphere
pH by extruding OH� and HCO3

� (Dakora and Phillips, 2002). In
addition to nutrient limitation conditions, plant-mediated rhizosphere
pH changes are also governed by cation/anion balance, influenced
by the predominant N source (NO3

� or NH4
+) or responses to elemental

toxicity. Regardless of the mechanism, plant-induced pH change in the
rhizosphere, which may be by as much as two pH units (Brimecombe
et al., 2001), will have consequences for pollutant bioavailability. In
particular for ionizable compounds, sorption is largely dependent on
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the pH-dependent dissociation of the ionizable group: the nondisso-
ciated neutral species are more hydrophobic and thus more highly
sorbed than their ionized counterparts (Schellenberg et al., 1984;
Gundersen et al., 1997). In addition to the pH-dependent ionization
of the pollutant, soil humic substances contain many different acidic
functional groups. Thus, if the pH is lowered as a result of rhizosphere
acidification, humic acids will become protonated and more hydropho-
bic (Gundersen et al., 1997). This shift may also affect the sorption of
nonionizable pollutants.

The second way in which plant roots alter the bioavailability of a
pollutant is through the production of phytosurfactants. For example,
mucilage from maize, wheat, and lupin has been shown to contain
powerful surfactants (Read and Gregory, 1997; Read et al., 2003).
Surfactants have also been reported to be released in large quantities
from decaying roots (Dormaar, 1969). Surfactants are organic molecules
that possess a hydrophilic part and a hydrophobic part and, as a result,
tend to concentrate at interfaces (e.g., air–water) and reduce surface
tension. It is suggested that surfactants in the mucigel help to maintain
root–soil contact during periods of soil drying (Read and Gregory,

FIG. 6. Pollutant partitioning between four phases (root, clay–organic matrix, water-

soluble humic material, and soil solution) in the rhizosphere. Pollutant in the root-phase

may be rhizoplane-associated or endorhizosphere-associated whereas pollutant in the
clay–organic matrix phase may be sequestered within or adsorbed to the outside surface

of the matrix.
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1997). An additional property of surfactants is that, above a certain
concentration (the critical micelle concentration, CMC), surfactants
form micelles with a hydrophilic outside and a hydrophobic shell. By
lowering surface tension and the formation of micelles, surfactants can
increase the bioavailability of hydrophobic xenobiotics by aiding their
dispersion and increasing their apparent concentration in the aqueous
phase. The effect of surfactants on pollutant bioavailability has been
reviewed by Volkering et al. (1998); however, studies with phytogenic
surfactants are lacking. One of the few (Soeder et al., 1996) has shown
that at concentrations above the CMC, the phytosurfactants soya leci-
thin and quillaya saponin can completely solubilize phenanthrene
and fluoranthene. In shaken batch cultures, the rate of PAH biodegra-
dation by soil bacterial isolates was increased by two-fold in the pres-
ence of soya lecithin. The authors conclude that some phytogenic
surfactants might improve PAH bioavailability in the rhizosphere.

The soil three-dimensional matrix contains a series of voids con-
nected by narrow, convoluted, and interlocking channels. There is
much evidence to show that pollutants may diffuse into soil organic
matter and mineral pore networks and become physically segregated
from bacterial species capable of biodegrading them (Steinberg et al.,
1987; Hatzinger and Alexander, 1995; Pignatello and Xing, 1996; White
et al., 1997). This process has been termed sequestration (Alexander,
1995). For a sequestered chemical to become bioavailable, it must
diffuse (travel along a concentration gradient) to a soil region contain-
ing a bacterium capable of biodegradation. Diffusion is a slow process,
dependent on continuous water-filled channels and even then retarded
by sorption to nanopore surfaces (Pignatello and Xing, 1996). Neverthe-
less, all plants exposed to the atmosphere consume water and it has
been estimated that a C-3 plant consumes approximately 500 ml of
water per gram of net harvestable dry matter, whereas C-4 plants use
about 250 ml per gram (Davis et al., 2002). Thus, a significant volume
of water flows into and through the rhizosphere to the plant due to
the transpiration stream and this would result in the accelerated trans-
port of pollutants dissolved in mobile soil water to the root surface via
convection. Convection of pollutants in mobile water toward plant
roots would result in a reduction of pollutant concentration in mobile
water of soil on the periphery of the rhizosphere and steeper concentra-
tion gradients between mobile and nonmobile water regions in nano-
pores. Establishment of such concentration gradients would lead to
enhanced diffusion between mobile and nonmobile water zones and
even render previously sequestered pollutants bioavailable (Pignatello
and Xing, 1996).
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In summary, the following situation can be envisaged. A pollutant in
the rhizosphere undergoes transport toward the plant root by mass flow
in the transpiration stream. Retardation of transport by sorptive inter-
actions between the pollutant and the soil clays andhumates takes place
butmaybe reduced in the rhizospheredue to root-inducedpHchangesor
theproductionofphytosurfactants.Whenthepollutant reaches theplant
root, if it is hydrophobic it will become concentrated on the rhizoplane
and endorhizosphere by partitioning into the mucigel and cell mem-
branes, and by adsorption to cell wall constituents (Section III.A). The
presence, concentration, and bioavailability of mucigel-partitioned or
plant-cell wall sorbed pollutants has just begun to be investigated using
recombinant bacterial biosensors (Casavant et al., 2003).

V. Specific and Nonspecific Interactions between Plant and Microbe

The preceding section outlines mechanisms by which the plant root
can enhance microbial biodegradation of pollutants in the rhizosphere.
Walton et al. (1994) were the first to suggest that enhanced biodegra-
dation in the rhizosphere was not merely a fortuitous coincidence
arising from the plant root exuding inducers or cometabolites of a pol-
lutant pathway. On the contrary, they proposed that pollutant degra-
dation results from a specific plant–microbe–toxicant interaction
which may be an extension of the plants’ defenses against phytotoxic
chemicals. Their argument (see also Siciliano and Germida, 1998) is
that the protection given by the microbial community to plants against
toxicants must have co-evolved to the benefit of both the plant and the
microorganism. Whilst the plant benefits from the detoxification of pol-
lutant compounds, the microbial community receives nutritional bene-
fit in the form of rhizodeposition. Walton et al. (1994) further suggest
that even in the absence of a toxicant, exudation maintains the rhizo-
sphere microbial population. However, if the plant senses a toxic
stress, it increases exudation or changes the composition of its exu-
dates to stimulate the appropriate components of the microbial com-
munity. In fact, Walton et al. (1994) envisage a specific plant–microbe
interaction akin to the legume–rhizobia symbiosis whereby plants pro-
duce isoflavone signaling molecules in their exudates which induce
transcription of nodulation (nod) genes (Dakora and Phillips, 2002). It
is likely that such signaling is exudate-mediated since exudate quality
and quantity can change rapidly in response to plant stress (Siciliano
and Germida, 1998).

If such a specific interaction does exist, it begs the question: What
was the selective pressure responsible for its co-evolution? It is argued
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that the time since the widespread anthropogenic pollution of soil by
pollutants is not sufficient for this sort of interaction between plant
and microorganism to have evolved. However, a role for allelopathic
chemicals or microbial phytotoxins has been postulated (Walton et al.,
1994) and the similarity between the structures of these two chemical
classes and root exudates has been noted (Siciliano and Germida,
1998).

As pointed out by Siciliano and Germida (1998), if specific inter-
actions determined by the presence of the pollutant are prevalent, then
there should be little stimulation of pollutant-degrading micro-
organisms in its absence. In an attempt to investigate this possibility,
Siciliano and coworkers (Siciliano et al., 2001; Siciliano et al., 2003)
used probes for genes involved in hydrocarbon degradation (alkane
monooxygenase (alkB), naphthalene dioxygenase (ndoB), catechol-
2,3-dioxygenase (xylE), and nitroaromatic degradation (2-nitrotoluene
reductase (ntdAa), nitrotoluene monooxygenase (ntnM) ) in colony
and community DNA hybridizations in order to monitor numbers of
pollutant degraders in plant–soil–contaminant systems. They hypothe-
sized that the selection pressure exerted by the plant root on rhizo-
sphere populations would be at a maximum in the endorhizosphere
and, therefore, if plants do select for catabolic genotypes, then the
effect would be most obvious in this zone. Accordingly, they compared
genotype prevalence (e.g., probe-positive cells expressed as a percent
of the total culturable heterotrophs) between endorhizosphere and bulk
soil collected from hydrocarbon- and nitroaromatic-contaminated
sites. For the hydrocarbon-contaminated site, alkB genes were 10 times
more prevalent in the culturable bacteria extracted from the endorhizo-
sphere of mixed grasses and legumes than that from bulk soil. Simi-
larly, ntdAa and ntnM genes were 7 to 14 times more prevalent in
endophytic bacteria for the nitroaromatic site. The authors argue that
their results provide evidence for some as yet unknown, plant-driven
process since the enrichment of catabolic endophytes was both con-
taminant and plant species dependent. For example, alkB-positive bac-
teria were enriched in the endorhizosphere of tall fescue whereas ndoB
positive bacteria were not. The enrichment in alkB-positive bacteria
was more pronounced in the endorhizosphere of tall fescue than of
rose clover. In addition, numbers of alkB- or ndoB-positive endo-
phytes of tall fescue were correlated with creosote concentration but
not with numbers of alkB-positive bacteria in the bulk soil. However,
the authors acknowledge that these results can be explained by an al-
ternative process, specifically, that the prevalence of catabolic geno-
types in the endorhizosphere may increase due to contaminant flux
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through this zone, presumably causing plant-dependent gradients in
contaminant concentration and differences in bioavailability.

The previous example illustrates the difficulties in trying to gather
experimental evidence to support the existence of a specific plant–
microbe–toxicant interaction. Whether or not the plant produced a
specific compound in response to soil contamination that enhanced
degrader numbers or degrader numbers were increased as a result of
direct enrichment and in response to the presence of the contaminant
cannot be determined. It follows that enumeration of higher numbers of
pollutant degraders in the rhizosphere of plants growing in contami-
nated soil compared to noncontaminated soil cannot demostrate a
specific effect. Even if enrichment in degrader numbers after soil con-
tamination is more pronounced in the rhizosphere than in bulk soil,
this can also be explained by nonspecific mechanisms such as local
differences in pollutant or mineral nutrient availability.

The alternative to the operation of a specific plant–microbe–toxicant
interaction is, of course, that the interaction is nonspecific. A nonspe-
cific interaction would be indicated when plants secrete an inducing
chemical or cometabolite or maintain a high population of competent
catabolic microorganisms regardless of whether or not there is a xeno-
biotic present in the rhizosphere. Studies demonstrating enhanced pol-
lutant biodegradation using a harvested rhizosphere (see Table 3) are
supportive of a nonspecific interaction; after all, the plant is no longer
part of the experimental system. So, the rate and extent of biodegra-
dation in the harvested rhizosphere will depend on antecedent proper-
ties and not on any direct microbial response to the presence of the
plant (section III.B.2). Despite this evidence, it remains a tantalizing
possibility that enhanced degradation in the rhizosphere may be due
to a combination of specific signals and nonspecific interactions.

Perhaps the best way to unravel the specific/nonspecific interaction
problem is first to elucidate the mechanism of enhanced biodegra-
dation, then to ascertain whether the mechanism occurs as a result of
a specific interaction. For example, the initial step would be to demon-
strate that a plant is able to bring about enhanced degradation in the
rhizosphere because it produces a compound that induces a xenobiotic
catabolic pathway (as discussed in section IV.A.2). The second step
would be to compare the composition of root exudates collected from
plants grown in contaminated and noncontaminated soil and look
for increased amounts of the inducer in the exudates from the con-
taminated soil. With advances in our understanding of the regula-
tion of pollutant pathways and the tools to quantify gene expression
(e.g., transcriptionally fused reporters; Neilson et al., 1999), coupled
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with the recent application of analytical techniques to environmen-
tal chemistry (e.g., LC–MS), such investigations will become more
possible.

VI. Stimulating and Initiating Rhizosphere Activity

Combinations of plants and microorganisms have been tested in lab-
oratory experiments for their capacity either to accelerate or initiate the
degradation of chemicals in soil. As previously indicated (Section III),
the individual and combined impacts of plants and microbes on soil
pollutants are numerous and are often indirect and difficult to disen-
tangle. Nonetheless, many attempts have been made to manipulate
plant–microbe interactions in the rhizosphere with the object of
enhancing pollutant breakdown and the ultimate aim of cleaning up
contaminated land. Two general approaches have been adopted: (1)
rhizostimulation—the establishment of plants in contaminated soil in
an attempt to create a root environment that will stimulate the existing
microorganisms to degrade the target pollutant(s); and (2) rhizoaug-
mentation—the addition of known pollutant-degrading microorgan-
isms to soil with the intention that they become associated with the
rhizospheres of either native or introduced plants.

A. RHIZOSTIMULATION

Rhizostimulation assumes that appropriate microorganisms already
exist in the soil but are not able to degrade the target pollutant at the re-
quired rate. This limitation may be a consequence of suboptimal pH,
limited availability of inorganic nutrients, absence of organic cosub-
strates, compaction and anaerobiosis, and so on. Established bioreme-
diation strategies recognize these constraints and include plowing,
irrigation, fertilization, manuring, and liming (Burns et al., 1996; Ka
et al., 2001; Margesin and Schinner, 2001; Li et al., 2002; Chaineau
et al., 2003); some or all of these will stimulate the indigenous micro-
flora (McGhee and Burns, 1995; Ka et al., 2001; Margesin and Schinner,
2001) and accelerate degradation. From time to time, the limiting in-
trinsic factor may be more subtle and one such possibility concerns
iron deficiency. Dinkla et al. (2001), using a transconjugant rhizo-
sphere Pseudomonas putida WCS358 containing the TOL plasmid,
showed that iron limitation decreased the activities of some of the
iron-containing oxidases involved in toluene degradation. On the other
hand, the availability of citrate and other plant root exudates may
enhance hydrocarbon degraders in iron-deficient soils (Dinkla and
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Janssen, 2003). In rhizostimulation (in contrast to conventional biostim-
ulation of the bulk soil), either the native plant species are exploited or
new ones are sown which are suited to the soil type and climate and are
resistant to the pollutants in question. Where sufficient knowledge
exists regarding the pollutant degradative pathway or the constraint
to its biodegradation in a particular soil, plant species may be screened
for their ability to exude particularly high concentrations of stimula-
tory compounds (cometabolites, phytosurfactants, inducers of cata-
bolic enzymes, degradative enzymes). Confidence in the potential for
the manipulation of microbial communities with plants is increased
by the long-established relationship between root exudates and
biological control (Chernin and Chet, 2002).

Liste and Alexander (1999) screened a number of plant species
grown in quartz sand for their capacity to stimulate phenanthrene deg-
radation in soil. They reported that sunflower and soybean roots
released phenols and that this property might be important in stimulat-
ing PAH degraders. Liste and Alexander (2000b) subsequently demon-
strated that developing roots facilitate the transport of hydrophobic
PAHs into the rhizosphere, resulting in a temporary increase in con-
centration prior to degradation. Thus, plant transpiration depletes the
bulk soil of pollutants and increases the concentration of inducers
and pollutant substrates in the degradative rhizosphere. Pyrene deg-
radation in the rhizosphere was examined using nine different plant
species and all reduced concentrations (by as much as 74%) in com-
parison with the unplanted soil (Liste and Alexander, 2000a). Some
pine tree species even stimulated the breakdown of the Soxhlet ex-
tracted fraction which is generally considered less bioavailable than
the butanol-extractable component.

A few notable field studies are based on the biostimulation approach.
One example, Siciliano et al. (2003), stated that the mineralization of
hexadecane and phenanthrene was greater in planted than in non-
planted soil and that the level of appropriate catabolic genes was
higher. Interestingly, tall fescue increased naphthalene mineralization
but rose clover had the opposite effect. In a second example, Robinson
et al. (2003) reported on a major study which measured the ability of
tall fescue to remediate a soil contaminated with creosote. After 36
months, fescue grass increased the degradation of the three-ringed (ace-
naphthene and fluorene) and four-ringed (fluoranthene, pyrene, and
crysene) PAHs in comparison to the nonvegetated plots. Rhizosphere
degradation of acenapthene, fluoranthene, and pyrene was corrobo-
rated using laboratory microcosms and a doubling of pyrene and cry-
sene breakdown took place in rhizosphere soils. The degradation was
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confirmed as a rhizosphere effect since no PAHs or their metabolites
were detected in the plant.

There are numerous abiotic factors that may reduce degradation in
soil (see preceding), including aeration, compaction, pH, and hydra-
tion, and these may be ameliorated prior to sowing or overcome during
sowing and the subsequent growth of the plants. Thus, the processes of
planting and irrigation will, in themselves, lead to a reduction in the
constraints to microbial activity. Subsequently, penetrating roots will
aerate the soil and bring about pH changes that will solubilize some in-
organic nutrients (Dakora and Phillips, 2002). These effects are in ad-
dition to the principal contribution made by the plant roots as a
result of the release of a variety of carbon sources that will stimulate
microbial activities.

B. RHIZOAUGMENTATION

Rhizoaugmentation involves introducing microbes into the soil with
the aim of their becoming associated with the rhizosphere of either
native plants or introduced plant species. The bacteria and fungi have
been shown previously, in laboratory experiments and carefully
thought-out microcosms (Burns, 1988; Angle et al., 1996; Schmidt
and Scow, 1996), to be capable of catabolizing or transforming the target
compound(s) in the presence of soil. However, additional qualities are
required of a successful inoculant, most obviously, that it is competi-
tive with the native microflora and survives and proliferates to become
a component of the rhizosphere community (i.e., it is ‘‘rhizosphere
competent’’). This is achieved by changing the numbers, composition,
or spatial arrangement of the indigenous microbial community (e.g., the
inoculant integrates into the indigenous population) such that the right
mix of strains and processes are stimulated. If the inoculant survives
and expresses its desired degrading properties, significant reductions
in pollutant concentration can be measured. Often, however, the basic
catabolic requirement is satisfied but the necessity for rhizosphere com-
petence is ignored, resulting in the rapid decline of the numbers of the
introduced strain (Young and Burns, 1993; van Veen et al., 1997). This
results in a low amount of degradation and can only be satisfactory
if the degradative potential is carried on a transmissible plasmid
which is passed rapidly to one or more of the indigenous species (see
Section IV.B). Some of the characteristics of an ideal rhizoremediation
inoculant are summarized in Table 4.

If plants are introduced to the polluted site at the same time as the
carefully selected degraders, the development of a microbiologically

BIODEGRADATION OF ORGANIC POLLUTANTS 39



defined rhizosphere may best be ensured by treating seeds (Pfender,
1996) or the roots of pot-grown plants (Miller and Dyer, 2002) with
microbial inocula prior to sowing or planting (bacterization). This
guarantees high initial densities and preemptive colonization of the
root and may counteract competition from the resident microflora.
There are well-developed inoculant technologies and many success-
ful examples from the exploitation of the two highly integrated
rhizosphere symbioses: mycorrhiza and rhizobia.

C. DEFINED PLANT–MICROBE COMBINATIONS

It is implicit in the options and examples previously described
(Sections VI.A. and VI.B.) that there are some plant and microbial
combinations that have a synergistic relationship in which the pro-
duct of their interaction is of greater value to the bioremediation
process than the value of the individual components. The possibility
of the existence of a specific plant–microbe interaction has already
been discussed (Section V). The mutual benefit is realized by microbes
responding to plant signals and developing in an environment with
pollutant carbon and energy sources while the plant benefits from
the destruction of potentially toxic chemicals and the many con-
sequences of enhanced microbial activity. An appreciation of this
synergy is demonstrated in the increasing number of remediation

TABLE IV

SOME PROPERTIES OF AN IDEAL RHIZOREMEDIATION INOCULANT SPECIES

OR MICROBIAL COMMUNITY

� Has rhizosphere ‘‘competence’’ genes

� Does not disrupt beneficial microbial processes

� Can degrade a range of target xenobiotics at both high and low concentrations

� Is resistant to other organic and heavy metal pollutants

� Displays chemotaxis—locates and moves toward pollutant ‘‘hotspots’’

� Increases bioavailability by producing surfactants or can access phytosurfactant
solubilized pollutants

� Functions as a donor in horizontal transfer of catabolic plasmids

� Can be detected and tracked once released

� Serves as a reporter of contaminant concentrations and their location

� Produces plant growth-promoting compounds

Adapted from Burns and Stach (2002).
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experiments which involve carefully selected and screened plant–
microbe pairs.

In a laboratory experiment, Pfender (1996) planted millet seeds
coated with Pseudomonas strain SR3 in a soil contaminated with
PCP. The bacterium reduced PCP concentration from 175 mg/kg to
3 mg/kg in 4 weeks and thereby protected the growing plants from
phytotoxicity. In the absence of the inoculum, millet grew poorly and
accumulated PCP in root tissues. However, in this instance, there was
no obvious rhizosphere stimulus as nonplanted soils inoculated with
Pseudomonas strain SR3 showed the same amount and rate of PCP
degradation.

Miller and Dyer (2002) inoculated the roots of crested wheat-
grass seedlings with an unidentified microbial consortium from a
PCP-contaminated soil. They reported that the seedlings were tolerant
to PCP and three times more PCP was mineralized in comparison with
soil containing noninoculated seedlings. The importance of the plant
was confirmed when root exudates of wheatgrass were shown to stimu-
late the degradation of PCP by the consortium 100-fold when added to
growth media.

In a complicated series of experiments by Siciliano and Germida,
(1997 and 1998), the capacity of a large number of plant–microbe
associations to degrade mixtures of chlorinated benzoic acids (CBA)
was investigated. CBAs arise from the degradation of PCBs and many
chlorinated herbicides and are common soil pollutants. Using a total
of 16 forage grasses and three known CBA degraders (Ps. aeruginosa
R75, Ps. savastonoi CB 35, Alacaligenes sp. BR60), many combinations
were found that significantly reduced soil concentrations of 2,3-di-
chlorobenzoic acid, 2,5-dichlorobenzoic acid, and 3-chlorobenzoic
acid. The authors recommended seed coating as a better approach
than adding the inoculant directly to soil and highlighted the complex-
ity of the system in relation to pollutant concentration, distribution,
and bioavailability. Drawing on their own work and that of others, they
pointed out the likely importance of the composition of the indigenous
population prior to introducing the plant and the need for more
than one type of inoculant species, including those that are plant
growth-promoting rhizobacteria.

PAHs are a second group of compounds that are suitable targets for
rhizoremediation because not only are they persistent and common
toxic pollutants (Wilcke, 2000; Samanta et al., 2002), but they are also
less mobile than many other organics and are retained in the soil sur-
face layers accessible to plant roots. To date, most of the research has
concentrated on the low ring number PAHs such as naphthalene,
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pyrene, benzapyrene, and phenanthrene (Smith et al., 1999; Stach and
Burns, 2002; Table 3). The necessary extracellular depolymerization of
compounds, such as coronene, benzo-perylene, and indenopyrene, to
prepare them for uptake and degradation by suitable bacteria
and fungi is a major challenge for bioremediationists. Kuiper et al.
(2001) isolated naphthalene-degrading pseudomonads from the rhizo-
sphere of native grasses growing in a highly contaminated soil.
They then selected one strain, Pseudomonas putida PCL-1444, that
had superior annual ryegrass root-colonizing qualities. This microbe
reduced the toxicity of naphthalene to the grass and, over a period
of 5 days, the concentration of the PAH declined by 99%. A subsequent
publication (Kuiper et al., 2002) identified glucose and succinic acid
as the annual ryegrass root exudates principally responsible for the
increased expression of the naphthalene degradation pathway in
P. putida PCL-1444. Both the upper and lower pathways were induced
by salicylic acid, an intermediate in naphthalene degradation. Another
potential advantage of this particular plant–microbe pair (but, presum-
ably, most others) was the ability of the growing plant root system to
penetrate physical barriers and transport the associated inoculant to
the more distant and otherwise inaccessible soil. In the absence of a
strong and specific chemotactic response, this is an important way of
distributing degradative microbes in what would otherwise be in-
accessible soil zones possibly containing hotspots of the target pollu-
tant. Recently, Olsen et al. (2003) looked at mulberry trees that had
been growing in PAH-contaminated land for many years. Fifteen-
year-old trees had extensive root systems penetrating up to 2 m into
soil. This, and the knowledge that mulberry roots produce flavanoids
capable of stimulating pollutant degradation (Donnelly et al., 1994;
Fletcher et al., 1995; Leigh et al., 2002), suggests that even subsurface
soils may be susceptible to rhizoremediation.

Brazil et al. (1995) recognized the importance of root colonization in
any successful rhizoremediation strategy and genetically engineered a
rhizosphere-competent Pseudomonas fluorescens strain (F113pcb) to
degrade polychlorinated biphenyls. This strain was introduced on
sugar beet seeds prior to sowing in a nonsterile soil microcosm and
shown to colonize the developing roots as effectively as the wild type.
Using a lacZ reporter fusion, the researchers showed that Bph genes
producing 2,3-dihydroxybiphenyl 1,2-dioxygenease were expressed
by the inoculant in the rhizosphere.

Yee et al. (1998) inserted the tomA (toluene o-monooxygenase) genes
from Burkholderia cepacia PR123 into P. fluorescens and coated wheat
seeds with the recombinant bacterium. P. fluorescens established itself
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in the rhizosphere, constitutively expressed the monooxygenase,
and degraded 63% of the initial trichloroethylene (TCE) in 4 days.
The appropriate negative controls showed only 9% degradation. Shim
et al. (2000) also engineered indigenous rhizosphere bacteria (origin-
ally from poplar) to express constitutively toluene o-monooxygenase
from another B. cepacia strain, G4. The recombinants colonized the
rhizosphere at high densities (up to 3.1 � 105 CFU/cm root) and
retained their abilities to express the monooxygenase for the 29-day
duration of the experiment.

Poplar, a plant that is fast growing, deep rooting, and which has a
high transpiration rate (Shim et al., 2000), was also used by Tesar
et al. (2002) in an outdoor pot experiment with a view to identifying
the clone that best stimulated a diesel-degrading rhizosphere. One
clone (Brandaris) grew well in diesel-contaminated soils when com-
pared with 15 other clones. The authors then isolated a number of
strains from the rhizosphere which utilized n-alkanes as carbon
sources and contained genes encoding the key enzyme alkane hydroxy-
lase. In all, three potentially useful plant–microbe combinations were
identified.

Many contaminated sites contain a mixture of organic (and inor-
ganic) contaminants and, therefore, rhizoremediation strategies must
take into account the toxicities and degradabilities of all the pollutants.
Increasingly, researchers will screen their promising microbe–plant
combinations against a range of related organics and other compounds.
Consequently, the stage prior to field evaluation is to measure the
efficacy of the system in realistic laboratory microcosms containing
contaminated soil collected from the site under investigation.

VII. Conclusions

It is estimated that there are over 350,000 hectares of contaminated
land in the U.K. alone, representing a potential hazard to humans
and wildlife and a source of water and air pollution. Not surprisingly,
great efforts are being made to detect, monitor, and ameliorate pollu-
tion. Bioremediation is an appealing approach because microbial
species, individually or collectively, have an immense capacity to
transform and mineralize a vast array of pollutant organics. In addition,
the ‘‘natural’’ and ‘‘sustainable’’ process of converting pollutants into
carbon dioxide and water has significant appeal to scientists, policy-
makers, and environmentalists. Specifically, rhizoremedation may
be chosen if: (1) in situ treatment is the most attractive economic
option as compared with physical, chemical, and thermal treatments;
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(2) the pollution is restricted to (or at least concentated in) the layer of
soil that the plant roots can penetrate or access as a result of
transpiration (although pumping up polluted ground water and
distributing it over the bioactive rhizosphere layer may be worth con-
sidering); (3) the visual impact of the cleanup process is important;
(4) the site is difficult to access with large vehicles and machinery or
is part of a fragile ecosystem; and (5) the achievable level of decontam-
ination and the time scale are compatible with the proposed use of
the site.

Establishing the constraints to natural (i.e., that brought about by the
native rhizosphere) pollutant attenuation is essential before embarking
on any remediation strategy. In most cases, a chronically contaminated
soil will contain a large number of microbial strains that are, at the very
least, resistant to the toxic effects of the pollutants—after all, these
brownfield soils are the first choice when searching for pollutant de-
graders. If the appropriate microbial community or genotypic potential
already exists and has been identified (see Burns and Stach, 2002), then
various in situ rhizostimulation scenarios should be considered
(Section VI.A–C). Using plants for the general or even directed stimula-
tion of the indigenous microorganisms is one thing; supporting the es-
tablishment of one or more new microbial species (rhizoaugmentation)
is a second, more adventurous choice and one which would be difficult
to make with any degree of confidence given the current state of
our knowledge.

As has been mentioned (Section II), our understanding of microbial
ecology in the rhizosphere has been limited to cultivation-based tech-
niques and is therefore subject to culture bias. In the last few years, the
availability of molecular tools has opened up the soil microbial ecology
black box (Tiedje et al., 1999) and has enabled detailed and culture-in-
dependent studies of rhizosphere microbial identity. However, until
very recently, linking the identity of microorganisms with their func-
tion in the environment remained a major unfulfilled objective in mi-
crobial ecology (Dejonghe et al., 2001; Gray and Head, 2001). Exciting
advances in methodology now allow the phylogenetic identification
of microorganisms responsible for specific steps in carbon cycling.
One of the most powerful methods is the stable isotope-probing ap-
proach (SIP) in which 13C-labeled substrate is pulse-applied to the
system and becomes incorporated into the nucleic acids of those
microorganisms utilizing the substrate. The resulting heavy DNA
(Radajewski et al., 2000) or RNA (Manefield et al., 2002) fractions
can be isolated by density gradient centrifugation and subjected to fur-
ther molecular analysis. By labeling rhizodeposits with 13C (through
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growing the plant in a 13CO2 atmosphere), it may be possible to under-
stand the dynamics of competition and carbon-sharing in the rhizo-
sphere, giving insights into how best to establish inoculants. SIP also
has the potential for use in identifying those microorganisms playing
a key role in processing xenobiotic carbon in the rhizosphere (i.e., by
pulsing with 13C-labeled pollutant). Until now, understanding pollu-
tant degradation (characterization of the genetics and enzymatic basis
of catabolic pathways) largely comes from culture-based studies. How-
ever, the enrichment process routinely used to isolate microorganisms
with the desired degradative traits selects for those microorganisms
best suited for growth under somewhat artificial culture conditions
and not necessarily for those which are responsible for biodegradation
in situ (Stach and Burns, 2002). If we can identify which microorgan-
isms (or communities of microorganisms) are actively biodegrading
in situ, this will be invaluable in helping us both to choose microbial
inoculants for use in rhizoaugmentation and to design rational
rhizostimulation strategies.

Search and discovery and conventional plant breeding will provide
pollutant-tolerant plants (Adam and Duncan, 2003), many of themwith
degradative rhizospheres. However, genetic engineering has the power
to generate improved or virtually new species and those studying phy-
toaccumulation or phytoextraction ofmetals from soil have increasingly
been screening transgenic plants (Berken et al., 2002; Dhankher et al.,
2002; Dushenkov et al., 2002; Valls and de Lorenzo, 2002; Bennett et al.,
2003; Dushenkov, 2003). Plant molecular biologists with an interest in
thedegradationof organics should focuson traits that, for example, show
increased translocation of photosynthesate to the roots (and from there
out into thesoil), generate root surfaceproteins that encourage theattach-
ment of catabolic bacteria, or stimulate synthesis and exudation of in-
ducers specific for a particular degradative pathway. An ingenious
approach is shown by the work of Drake et al. (2002), which studied an
antibody-expressing transgenic Nicotiana and suggested that root exu-
datesmaybind to their pollutant antigens, presumably formingnontoxic
or nonbioavailable complexes. The literature on the manipulation of
plants to modify root exudate patterns has been reviewed (Rengel,
2002). Inevitably, there are some anxieties about the impact ofGMplants
and their crop residueson the soilmicrobial communityand the stability
of gene products in soil. Appropriate impact studies will be necessary
prior to the use of GM plants for remediation (Bruinsma et al., 2003).

The current potential for genetically modifying the other compon-
ent of the partnership, the inoculant microorganisms, is even greater
and there are many examples of these novel strains being tested in
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contaminated soils with or without plants (Brazil et al., 1995; Yee et al.,
1998; Shim et al., 2000; Section VI.C).

Ultimately, of course, the plant could be manipulated in order to
bypass the microflora entirely by expressing high levels of extracellular
enzymes (esterases, hydrolases, and oxidoreductases) or by efficiently
translocating the pollutants into the root cells and using intracellular
(glutathione-S-transferases) enzymes that catalyze their degradation.
The introduction of entire catabolic networks into plants is a real
possibility.

In conclusion, the reliable use of new and emerging remediation
technologies will depend on a much better understanding of plant–
soil–microbe interactions. However, this knowledge will need to be
applied in the context of cost–benefit analyses and risk assessments
which consider human health and the broader ecological impact of
pollution and its amelioration (Menzie et al., 2000).

GLOSSARY OF LATIN PLANT NAMES

Annual ryegrass (Lolium multiflorum)

Barley (Hordeum vulgare)
Birdsfoot trefoil (Lotus corniculatus)
Burr medic (Medicago polymorpha)
Bush bean (Phaseolus vulgaris)
Chicory (Chicorium intybus)
Common brome (Bromus inermis)
Common zinnia (Zinnia angustifolia)
Crested wheatgrass (Agropyron desertorum)

Dahurian wild rye (Elymus dauricus)
Daisy fleabane (Erigeron annuus)
Dill (Anethum graveolens)
Early goldenrod (Solidago juncea)
Fall panicum (Panicum dichotomiflorum)
Flat pea (Lathyrus sylvestris)
Green foxtail (Setaria viridus)
Green pea (Pisum sativum)
Hard fescue (Festuca ovina)
Hound’s tongue (Cynoglossium officinale)
Hybrid poplar (Populus deltoides)
Hycrest crested wheatgrass (Agropyron cristatum x Agropyron desertorum)
Ryegrass (Lolium perenne)
Sand dropseed (Sporobolus crytandrus)
Slender oat (Avena barbata)
Soybean (Glycine max)
Intermediate wheatgrass (Agropyron intermedium)

Jack pine (Pinus banksiana)
Kentucky bluegrass (Poa pratensis)
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Lucerne (Medicago sativa)
Lupin (Lupinus polyphyllus)
Maize (Zea Mays)
Meadow brome (Bromus biebersteinii)
Millet (Panicum miliaceum)

Mulberry (Morus sp.)

Oat (Avena sativa)
Pepper (Capsicum annuum)

Poplar (Populus sp.)

Radish (Raphanus sativus)
Rape (Brassica napus)
Red clover (Trifolium pratense)
Red fescue (Festuca rubra)
Red pine (Pinus resinosa)
Reed canarygrass (Phalaris arundinaceae)
Rice (Oryza sativa)
Rose clover (Trifolium hirtum)

Spear thistle (Cirsium vulgare)
Spearmint (Mentha spicata)
Streambank wheatgrass (Agropyron riparum)

Sudan grass (Sorghum vulgare)
Sugar beet (Beta vulgaris)
Sugar cane (Saccharum officinarum)

Summer cypress (Kochia scoparia)
Sunflower (Helianthus annuus)
Switch grass (Panicum virgatum)
Tall fescue (Festuca arundinacea)
Timothy grass (Phleum pratense)
Wheat (Triticum aestivum)
Wheatgrass (Agropyron sp.)

White clover (Trifolium repens)
White pine (Pinus strobus)
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I. Introduction—The Halogen Cycle

Halogenatedorganiccompoundsconstituteoneof the largest groupsof
environmental chemicals and the development and production of new
halogenated organic compounds, including aliphatic, aromatic, andhet-
erocyclic derivatives, has increased over the last 100 years. These com-
pounds are integral to a variety of industrial applications, including use
as solvents, degreasing agents, biocides, pharmaceuticals, plasticizers,
hydraulic and heat transfer fluids, intermediates for chemical synthesis,
flame retardants, and numerous other industrial functions. Halogenated
compounds are also produced as by-products in various industrial
processes. The majority of these compounds are chlorinated, but
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brominated, fluorinated, and iodinated compounds also have industrial
applications (Häggblom and Bossert, 2003). Their use in industry and
agriculture account for a large entry of these chemicals into the environ-
ment, resulting in widespread dissemination and environmental
contamination,withestuarineandmarinesedimentsassignificantsinks.

Although organohalide compounds are typically considered to be
anthropogenic compounds of industrial origin, they have their counter-
part in several thousands of naturally occurring biogenic and geogenic
organohalides, representing most classes of organic chemicals
(Häggblom and Bossert, 2003; Gribble, 1998, 2000). Biogenic producers
of organohalides have been found in both marine and terrestrial envi-
ronments and include bacteria, fungi, plants, sponges, worms, insects,
and mammals (Faulkner, 1980; Gribble, 1998, 1999, 2000; Neidleman
and Giegert, 1986; Siuda and DeBerbardis, 1973; van Pee 1996, 2001).
Geogenic sources of organohalides include forest fires and volcanic
emissions (Isidorov et al., 1990; Jordan et al., 2000). Natural sources
account for a significant portion of the global organohalogen budget.
Over 3000 naturally produced organohalides (mainly brominated and
chlorinated metabolites) have been identified to date, in almost all
classes of organic chemicals (Gribble, 1994, 1998; Key et al., 1997;
O’Hagan and Harper, 1999).

The marine environment is a particularly rich source of biogenic
organohalides, which are produced by a diversity of marine organisms,
including mollusks, algae, polychaetes, jellyfish, and sponges
(Ashworth and Cormier, 1967; Baker and Duke, 1973; Fielman et al.,
1999; Garson et al., 1994; Schmitz and Gopichand, 1978). For example,
marine macroalgae produce a wide range of volatile chlorinated, bro-
minated, and iodinated hydrocarbons, the most abundant of which is
bromoform (Giese et al., 1999). A number of sponge species in the
phylum Porifera, in particular Aplysina sp., have been shown to pro-
duce an amazing variety of brominated metabolites, including bro-
moindoles, bromophenols, polybrominated diphenyl ethers, and even
brominated dibenzo-p-dioxins (Ebel et al., 1997; Gribble, 1999; Norte
and Fernandez, 1987; Utkina et al., 2001). Bromine-containing metab-
olites can account for over 10% of the sponge dry weight (Turon
et al., 2000). These compounds may serve as a chemical defense against
predators and inhibit biofouling. In addition, Aplysina sponges harbor
large amounts of bacteria which can amount to 40% of the biomass of
the animal, and it has been hypothesized that some of the organobro-
mine compounds may in fact be synthesized by bacteria associated
with the sponge (Hentschel et al., 2001). Acorn worms (phylum
Hemichordata) represent another group of marine animals with an
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incredible capacity to produce organobromine compounds. 2,6-Dibro-
mophenol, 2,4,6-tribromophenol, and brompyrroles are produced by
various species, apparently as defensive agents against predation
(Chen et al., 1991; Fielman et al., 1999; King, 1986, 1988; Yoon et al.,
1994). The concentration of brominated phenols may reach several
hundred �mol per liter in the burrow lining of these worms.

II. Microbial Transformation of Organohalides and the Influence of

Electron Donors and Alternate Electron Acceptors

Microbial degradation is one of the key factors that determine the ul-
timate fate of organohalides in the environment, with cleavage of the
carbon–halogen bond being one of the critical steps. Microbial degra-
dation requires the presence of enzymes that cleave this bond under
physiological conditions. Evolution over the last 3.6 billion years has
provided ample time for the development of metabolic pathways
necessary for the biodegradation of most halogenated compounds, al-
though many of the new, anthropogenic xenobiotic organohalides are
often problematic.

Microorganisms have evolved a variety of metabolic strategies
for cleaving the carbon–halogen bond (for reviews, see Häggblom,
1992; Häggblom and Bossert, 2003; Holliger et al., 2003; Löffler et al.,
2003). Dehalogenation reactions comprise different strategies, where
organohalides serve either as electron donors (and carbon sources)
or electron acceptors, as follows: (1) the organohalide serves as a carbon
and energy source anddehalogenation occurs in order to break down the
carbon backbone, (2) the organohalide serves as an alternate electron
acceptor for anaerobic respiration, termed (de)halorespiration, (3)
dehalogenation occurs as a detoxification mechanism, or (4) the organo-
halide is dehalogenated through fortuitous reactions that do not yield
any benefit to the organism. Structural features of a particular compound
are central in determining which dehalogenation mechanisms are pos-
sible for the overall biodegradation of the compound. Metabolic strat-
egies for degradation vary between types of halogenated organic
compounds (e.g., aliphatic vs aromatic), as well as redox environments,
(e.g., aerobic vs anaerobic) and the availability of electron donors and
acceptors.

In the absence of oxygen, organic compounds can be metabolized
by diverse microbial communities using alternate electron acceptors.
This includes the use of organohalides as an electron acceptor
for respiration (dehalorespiration). The presence and absence of other
respiratory electron acceptors will have a direct impact on the
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activity of the microbial community and biodegradability of organic
compounds (Bossert et al., 2003). In terms of microbial respiration
and carbon flow in anoxic environments, the most important electron
acceptors are nitrate, sulfate, Fe(III), Mn(IV), and carbonate, which
result in the processes of denitrification, sulfidogenesis, iron reduction,
manganese reduction, and methanogenesis, respectively (Ghiorse and
Wilson, 1988). At the high sulfate concentrations found in seawater
(20 to 30 mM), sulfate is one of the predominant electron acceptors
affecting degradation of organic material in estuarine and marine sedi-
ments (Capone and Kiene, 1988). Iron reduction is important in some
marine sediments, while denitrification can be significant in regions
of high nitrate input from sewage discharge or agricultural runoff
(Capone and Kiene, 1988; Nealson and Saffarini, 1994). The microor-
ganisms that are active under the different redox conditions are
physiologically and phylogenetically distinct. The prevailing elec-
tron-accepting processes that participate in dehalogenation are deter-
mined not only by the availability of electron-accepting species, but
also by the concentration of electron donors, especially hydrogen, in
the environment (Fennell and Gossett, 2003). Competition for hydro-
gen (or other simple organic electron donors) is key in determining
the succession of microorganisms and redox processes (Fig. 1).
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Our laboratories are examining the anaerobic degradation of
halogenated aromatic compounds in estuarine and marine sediments
and how alternate electron acceptors influence dehalogenation rates
and degradation mechanisms. The objective of our work has been to de-
termine the capacity for dehalogenation and degradation of organoha-
lides by anaerobic microbial communities in anoxic sediments and
to study how these processes can be stimulated for bioremediation of
contaminated sites. Some of the halogenated compounds under study
are shown in Fig. 2.

Microbial degradation of halogenated organic compounds in anoxic
estuarine andmarine sediments is widely observed (Table 1) and gener-
ally proceeds first via reductive dehalogenation. Several studies have
shown that alternate electron acceptors, in particular sulfate, impede
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TABLE I

DEHALOGENATIONS OBSERVED IN THE MARINE ENVIRONMENT

Organohalide Environment Redox condition Reference

Halogenated phenols

2,4-Dibromophenol Marine sediment from
burrow of hemichordate

Anaerobic marine broth King, 1988

2,4-Dichlorophenol

Halogenated phenols Estuarine sediment enrichments Sulfidogenic Häggblom and Young, 1995

Monochlorinated phenols Estuarine sediment cultures

and enrichments

Denitrifying, sulfidogenic,

and methanogenic

Häggblom et al., 1993

4-Chloro-2-fluorophenol Estuarine sediment enrichments Sulfidogenic Häggblom, 1998

4-Chloro-3-fluorophenol

2-Chlorophenol Isolate (Desulfovibrio
dechloracetivorans) from
marine sediment

Dehalorespiration Sun et al., 2000

Monobrominated phenols Estuarine sediment cultures Iron-reducing, sulfidogenic,

and methanogenic

Monserrate and Häggblom,

1997

2-Bromophenol Enrichments from estuarine

sediment

Sulfidogenic Knight et al., 1999

2-Bromophenol Enrichment culture Sulfidogenic Rhee et al., 2003

4-Bromophenol Marine sediment from burrow
of hemichordate

Steward and Lovell, 1997

2,4,6-Tribromophenol Pure culture isolated from

hemichordate burrow

Sulfidogenic Steward et al., 1995

2,4,6-Tribromophenol Marine sediment from burrow of

hemichordate

Sulfidogenic Watson et al., 2000



2,4,6-Tribromophenol Isolate (Desulfovibrio sp.) from

marine sediment

Dehalorespiration Boyle et al., 1999c

Dichlorophenols (2,4-DCP,

3,4-DCP)

Marine sediment Methanogenic Hale et al., 1997

Bromophenols Enrichments from marine
sponges

Methanogenic, sulfidogenic Ahn et al., 2002, 2003

Halogenated benzoic acids

Monochlorinated benzoic acids Estuarine sediment culture Denitrifying, sulfidogenic,

and methanogenic

Häggblom et al., 1993

3-Chlorobenzoate

4-Chlorobenzoate

Enrichments from estuarine

sediment

Denitrifying Häggblom et al., 1996

3-Chlorobenzoate Isolate (Desulfomonile
limimaris) from marine

sediment

Dehalorespiration Sun et al., 2001

3,5-Dibromo-4-hydroxybenzoate Estuarine sediment culture Methanogenic, sulfidogenic,

iron-reducing, denitrifying

Knight et al., 2003

Fluorinated benzoic acids Estuarine sediment cultures Denitrifying Vargas et al., 2000

Halogenated hydrocarbons

Chlorobenzenes Estuarine sediment culture Sulfidogenic Masunaga et al., 1996

1,2,4-Trichlorobenzene Estuarine sediment culture Yonezawa et al., 1994

Tetrachloroethene Estuarine sediment culture Sulfidogenic Mazur and Jones, 2001

Biocides

Lindane( �-hexachlorocyclohexane) Marine sediment culture Sulfidogenic Boyle et al., 1999a

2,4-Dichlorophenoxyacetic acid Estuarine sediment culture Sulfidogenic Boyle et al., 1999b

Bromoxynil Estuarine sediment culture Methanogenic, sulfidogenic,

iron-reducing

Knight et al., 2003

(continues )



Polychlorinated biphenyls, dioxins, and halogenated flame retardants

Arcolors Estuarine sediment culture Methanogenic, sulfidogenic Alder et al., 1993

Polychlorinated biphenyls Estuarine sediment culture Methanogenic Wu and Wiegel, 1997

2,3,5,6-Tetrachlorobiphenyl Estuarine sediment culture Methanogenic Holoman et al., 1999

2,3,7,8-tetrachlorodibenzo-p-dioxin Estuarine sediment Methanogenic Albrecht et al., 1999

Polychlorinated dibenzo-p-dioxins Estuarine sediment Methanogenic Barkovskii and

Adriaens, 1996

1,2,3,4-tetrachlorodibenzo-p-dioxin Estuarine sediment culture Iron-reducing, sulfidogenic,

and methanogenic

Vargas et al., 2001;
Fennell et al., 2002

Tetrabromobisphenol A, Estuarine sediment culture Sulfidogenic, methanogenic Voordeckers et al., 2002

Tetrachlorobisphenol A

TABLE I (Continued )

Organohalide Environment Redox condition Reference



the enrichment of dehalogenating populations, or that interspecific
competition for electron donors inhibits anaerobic reductive dechlorin-
ation (see Bossert et al., 2003; Mohn and Tiedje, 1992; Häggblom et al.,
2000; Suflita and Townsend, 1995). Although early studies concluded
that sulfate-reducing bacteria may outcompete dehalogenatingmicroor-
ganisms for hydrogen, these interactions appear to be more complex
(Townsend et al., 1997). For example, in studies with Desulfomonile
tiedjei DCB-1, thiosulfate and sulfite competed with 3-chlorobenzoate
for reducing equivalents and their reduction was favored over dechlor-
ination in pure cultures (DeWeerd and Suflita, 1990; DeWeerd et al.,
1991; Townsend and Suflita, 1997). However, in strict competition for
hydrogen between sulfate-reducing and dehalogenating populations,
dehalogenating bacteria appear to be able to outcompete sulfate
reducers for hydrogen. For example, the hydrogen threshold achieved
by tetrachloroethene-dechlorinating populations in estuarine sedi-
ments was 0.5 nmol, less than that of the hydrogen level achieved
by sulfate reduction in the same system (Mazur and Jones, 2001).
Recently, anaerobic dehalogenating bacteria in the generaDesulfovibrio
(Boyle et al., 1999c) and Desulfomonile (Sun et al., 2001) that are not
inhibited by sulfate have been isolated from estuarine and marine
environments.

We have shown that reductive dehalogenation can proceed simulta-
neously with other dominant electron-accepting processes, with further
degradation of the dehalogenated product coupled to methanogenesis,
sulfate reduction, or iron (III) reduction (Häggblom, 1998; Häggblom
et al., 1993; Knight et al., 1999; Monserrate and Häggblom, 1997).
Differences in substrate specificity, differences in apparent rate of deha-
logenation, and unique community profiles indicate that distinct
microbial populations are responsible for reductive dehalogenation
under different dominant terminal electron-accepting conditions
(Knight et al., 1999; Häggblom et al., 2000). Reductive dehalogenation
is a promising mechanism for the removal of organohalides from estua-
rine andmarine sediments. While the process has much potential, a key
aspect of the technology—the nature and capability of the intrinsic
microbial community—is often unknown.

III. Molecular and Biochemical Characterization of Dehalogenating

Consortia in Marine Environments

After initial demonstration of dehalogenating activity in anaerobic
estuarine and marine sediments, we have pursued the characterization
of the structure and diversity of microbial food webs active during
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dehalogenation. We demonstrated that sulfidogenic and iron-reducing
microbial populations can dehalogenate and mineralize chlorinated
and brominated aromatic compounds and that the dehalogenating
populations are distinct under different redox conditions, e.g., sulfido-
genic, iron-reducing, or methanogenic (Knight et al., 1999; Häggblom
et al., 2000). More detailed characterization of these anaerobic micro-
bial communities, combining physiological analysis with biomolecular
tools, is needed to fully understand the role that they play in the
degradation of organohalides in marine sediments.

Since many bacteria generally lack defining morphological or
biochemical characteristics, a molecular-based strategy of characteriz-
ing microbial communities has become necessary to identify microor-
ganisms capable of dehalogenation. Within the last several decades,
efforts have focused on identifying specific molecules present
within the bacteria to differentiate the various members of the micro-
bial community. These biomarkers can include lipids, proteins, and
nucleic acids. Currently, the simplest, most popular way to identify
bacteria is by PCR amplification/sequencing of 16S rRNA genes.
This characterization of SSU genes has become routine in many
labs (for reviews, see Head et al., 1998; Hugenholtz et al., 1998; Amann
et al., 1995; Torsvik et al., 1996; Woese, 1987). This approach has been
used in a variety of studies for detecting microorganisms involved in
dehalogenation (Knight et al., 1999; Löffler et al., 2000; Fennell et al.,
2001; Richardson et al., 2002; Becker et al., 2001; Holoman et al.,
1998; Wu et al., 2002). Most studies have been able to identify the
bacteria present within microcosms, bioreactors, and in the field, but
presence/absence does little to elucidate activity and cannot absolutely
determine the microorganism(s) capable of or responsible for the bulk
of the dehalogenation. This limitation has been partially remedied by
assaying ribosomal RNA during dehalogenation to monitor the active
populations. The relationship between ribosomal RNA content and
growth rate has been well established for bacteria (for references, see
Kerkhof and Ward, 1993). Later work extended the range of growth
rates exhibiting a relationship between rRNA content and growth to en-
vironmentally realistic doubling times (Kemp et al., 1993; Kerkhof and
Ward, 1993; Poulsen et al., 1993). The RNA-based approach was imple-
mented in a 2-chlorophenol bioreactor by Becker et al. (2001) with
oligonucleotide probes to determine whether the Desulfovibribiona-
ceae were involved in dehalogenation. However, the specific microor-
ganism(s) responsible for dehalogenation could not be determined
using this group-specific approach. A more specific method is
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outlined below and in Fig. 3 (see color insert) with what we have
termed ‘‘knock-out enrichments.’’

Knock-out enrichment assays coupled with time course assays of
ribosomal activity were used to determine which consortia members
are responsible for dehalogenation in a previously characterized sul-
fate-reducing, 2-bromophenol (2BP) dehalogenating-consortium. 2BP
dehalogenation occurred in the presence or absence of sulfate. In the
absence of sulfate, debromination occurred concurrently with hydro-
gen utilization and phenol accumulated. T-RFLP analyses coupled
with reverse transcription-PCR elucidated the involved phylotypes.
Desulfovibrio strain 2BP-48 was actively producing ribosomes in en-
richments exhibiting 2-BP debromination, but not in enrichments ex-
hibiting phenol degradation alone (Häggblom et al., 2001; Fennell
et al., unpublished data; Rhee et al., unpublished data). This organism
was obtained in co-culture with a second Desulfovibrio strain, BP212,
which did not carry out dehalogenation or phenol degradation. The
dehalogenating strain reductively dehalogenated ortho-substituted
halogens of phenols (2BP, 2,6-dibromophenol, and 2-iodophenol)
using lactate or formate as electron donor with production of phenol
as the dehalogenation end product. The strain could couple reductive
dehalogenation to growth and is capable of simultaneous sulfidogenesis
and reductive dehalogenation in the presence of sulfate.

IV. Detection of Putative Reductive Dehalogenase-encoding Genes in

Dehalogenating Consortia and Marine Sediments

An alternative to the indirect method using ribosomes to elucidate
dehalogenating microorganisms in consortia or natural environments
involves the use of functional genes. Recently, several membrane-
bound reductive dehalgenases (RDH) have been purified and character-
ized: the tetrachloroethene reductase (pceA) gene from Dehalospiril-
lum multivorans (Neumann et al., 1998) and a Desulfitobacterium
sp. (Suyama et al., 2002), the 2-chlorophenol reductase (cprA) gene
from Desulfitobacterium dehalogenans (van de Pas et al., 1999),
and the trichloroethene reductase gene (tceA) from Dehalococcoides
ethenogenes (Magnuson et al., 2000). This has led to the detection
of putative RDH genes from an anaerobic bioreactor (von Wintzinger-
ode et al., 2001) and a debrominating consortium from marine
sediments (Rhee et al., 2003). Several sets of degenerate PCR primers
to amplify RDH gene fragments have been designed and putative
RDH genes have been cloned and identified. The phylogenetic tree
in Fig. 4 shows the diversity of RDH genes and shows the relationship
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between known RDH genes and RDH gene clones from environments.
The amino acid sequences deduced from the C-terminal region of the
enzymes were compared and showed high similarity. However, Rhee
et al. (2003) determined that several of these putative RDH genes were
linked to transposonlike sequences and may, in fact, be pseudogenes.
Thus, it is recommended that additional assays at the mRNA level
may be necessary to identify expressed RDH genes in natural samples
to monitor dehalogenating populations.

V. Dehalogenation by Anaerobic Bacteria in Marine Sponges—Natural

Sources of Dehalogenating Bacteria

Marine sponges are natural sources of brominated organic com-
pounds (up to 12% of the dry weight) such as bromoindoles, bromo-
phenols, and bromopyrroles. Aplysina aerophoba sponges harbor
large amounts of bacteria, which can amount to 40% of the biomass
of the animal (Hentschel et al., 2001). We have demonstrated that the
sponge harbors a large population of anaerobic dehalogenating bacteria
(Ahn et al., 2002, 2003). TRFLP/DGGE 16S rRNA gene analysis
suggested that distinct dehalogenating microbial populations were
enriched on the different halogenated compounds. With primers
designed for reductive dehalogenase genes, we could also show the
presence of several putative reductive dehalogenase genes in sponge-
associated microorganisms. Phylogenetic analysis showed that the
dehalogenase target genes formed three distinct groups separate from
other known reductive dehalogenase gene sequences (Fig. 4). The di-
versity of gene motifs detected suggests that the sponge microbial com-
munity is capable of dehalogenating a broad range of organohalide
compounds. Sponges are thus an unexplored source of anaerobic bac-
teria with diverse dehalogenating capabilities. Anaerobic dehalogenat-
ing bacteria have also been found in the burrows of bromophenol- and
bromopyrrole-producing hemichordates (King, 1986, 1988; Steward
et al., 1995), suggesting that dehalorespiration might be widely distrib-
uted in natural marine environments, a reflection of the prevalence of
biogenic brominated organic compounds in the environment.

FIG. 3. Three-pronged experimental approach to characterizing microbial populations
responsible for dehalogenation. DNA-based assays can determine presence/absence and

phylogenetic affiliation. RNA-based assays can monitor the active populations involved

in dehalogenation. Chemical analysis of activity can demonstrate dehalogenating

processes, delineate metabolic pathways, and verify molecular measurements.
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VI. In situ Enhancement of Anaerobic Microbial Dechlorination of

Polychlorinated Dibenzo-p-dioxins and Dibenzofurans in Marine and

Estuarine Sediments

The management of marine and estuarine sediments contaminated
with toxic organic compounds, including polychlorinated dibenzo-p-
dioxins and dibenzofurans (PCDD/Fs), is a major problem with
far-reaching economic and ecological consequences. Enhancement of
microbial degradation of PCDD/Fs in situ is an attractive remediation
alternative that could potentially detoxify sediments, avoid the prob-
lematic redistribution of contaminants that is associated with
dredging, and decrease the cost of sediment management. Application
of bioremediation to PCDD/F-contaminated marine and estuarine
sediments has been limited by lack of fundamental knowledge
about the microorganisms responsible for their degradation, including
anaerobic reductive dechlorination, the first step required for the
ultimate complete degradation of highly chlorinated congeners.

Engineered bioremediation systems employing reductive dechlorin-
ation to remove organohalides such as the chlorinated solvents have
been used successfully in freshwater aquifers and have been studied
for bioremediation of haloaromatic-contaminated soils and sediments.
The strategy for enhancingdechlorination stipulates additionof electron
donors to stimulate the use of the chlorinated compounds as electron
acceptors. Microbial dehalogenation of dioxins has been demonstrated
in a variety of soils and sediments (Adriaens and Grbić-Galić, 1994;
Beurskens et al., 1995; Ballerstedt et al., 1997; Bunge et al., 2001). Re-
cently, aDehalococcoides strain has been shown todechlorinate dioxins
and can be transferred with dioxins as the sole electron acceptor (Bunge
et al., 2003). Low aqueous solubilities and strong sorption of the PCDD/F
to sediments however reduce their availability as an electron acceptor
for dehalorespiring bacteria and may intrinsically limit growth by
bacteria using these compounds (Harms, 1998)—even if adequate elec-
tron donor is present. Through addition of alternate halogenated
electron acceptors—‘‘haloprimers’’—the growth of dehalogenating bac-
teria or expression of their dehalogenases is potentially decoupled from
low substrate (PCDD/F) driving force, if the added halogenated com-
pounds are utilized by microorganisms that can then simultaneously
dechlorinate PCDD/F. Adding haloprimers has previously been
shown to enhance dechlorination of polychlorinated biphenyls (PCB)
(Hartkamp-Commandeur, 1996; Bedard et al., 1998; De Weerd and
Bedard, 1999; Cho et al., 2002). This effect has also been observed for de-
chlorination PCDD, for example. Beurskens et al. (1995) demonstrated
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dechlorination of 1,2,3,4-tetrachlorodibenzo-p-dioxin (1,2,3,4-TeCDD)
in a sediment-free culture enriched from Rhine River sediment on hexa-
chlorobenzene (HCB). Laboratory-scale studies of dioxin dechlorination
carried out on sediments from the Passaic River, NJ, a tidally influenced
river with sulfidogenic dioxin-contaminanted sediments, were per-
formed by Adriaens and coworkers. They have shown stimulation of
biological dechlorination of the dioxin contaminants by the estuarine
populations by adding hydrogen or simple organic electron donors such
as fatty acids (Barkovskii andAdriaens, 1996; Albrecht et al., 1999). Fur-
thermore, the same group observed a stimulatory effect on dioxin
dechlorination by addition of 2-monobromodibenzo-p-dioxin (2MBDD)
as a surrogate halogenated electron acceptor (Albrecht et al., 1999).

In current work, we are using 1,2,3,4-tetrachlorodibenzo-p-dioxin
(1,2,3,4-TeCDD) and 1,2,3,4-tetrachlorodibenzofuran (1,2,3,4-TeCDF)
as models to examine the potential for microbial reductive dechlorin-
ation of polychlorinated dioxins and dibenzofurans (PCDD/Fs). We
are characterizing the PCDD/F dechlorinating capability of native de-
halogenating bacteria from different estuarine and marine sites using
a variety of electron donor and haloprimer amendments to enhance
PCDD/F dechlorination under methanogenic and sulfate-reducing con-
ditions. Haloprimers could potentially be useful in facilitating biotreat-
ment of dredged sediments in confined disposal facilities, for in situ
bioremediation applications, or for obtaining high concentrations of
dehalogenating biomass to amend to sediments.

We examined bromophenols as potential haloprimers because they
are produced naturally in marine environments and have been shown
to be dehalogenated in the presence of ongoing sulfate reduction (im-
portant for marine systems). In addition, after dehalogenation the
phenol moiety is rapidly degraded and results in no residual contami-
nation (e.g., Häggblom and Young, 1995; Häggblom et al., 2000). We
demonstrated that dechlorination of 1,2,3,4-TeCDD in estuarine sedi-
ment cultures from Arthur Kill, NJ, that had been previously enriched
on bromophenols was much more extensive than in fresh, unaccli-
mated sediments (Vargas et al., 2001). Although dechlorination of
PCDDs was slower in sulfate-reducing sediments, some activity did
occur. The bromophenols are dehalogenated to phenol which is miner-
alized via sulfate reduction or fermented in the absence of sulfate to
produce hydrogen and acetate—thus becoming an electron donor
(two-for-one action). Complete dehalogenation and mineralization of
the haloprimer is highly desirable in bioremediation applications since
the treatment should not result in additional residual contaminants
in the system.
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In methanogenic sediment slurries from the Arthur Kill NJ, intertidal
strait, 1,2,3,4-TeCDD was reductively dechlorinated in the lateral pos-
ition to 1,2,3,4-trichlorodibenzo-p-dioxin, and further to di- and mono-
chlorinated dibenzo-p-dioxins (Fig. 5) (Vargas et al., 2000; Fennell
et al., 2002). Lateral dechlorination of polychlorinated dioxins is cen-
tral to their detoxification, since this would avoid the formation of
the toxic 2,3,7,8-tetrachlorodibenzo-p-dioxin product. Bioremediation
would be especially useful under conditions where the microbial
population removes the lateral chlorines.

Addition of haloprimers or electron donors to stimulate in situ bio-
remediation of organohalide-contaminated sediments is a challenging
engineering problem since the addition mechanism must avoid redis-
tribution of the contaminants. Increased engineering research directed
at environmentally acceptable amendment of sediments, for example,
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in combination with in situ stabilization by capping, is an area that is
gaining more attention. Fundamental microbial studies are revealing
the potential for remedial applications in marine systems as more
cost-effective mechanisms for dealing with the enormous areas of
near-shore sediment contamination.

VII. Summary

Microbially mediated dehalogenation processes contribute to the
global cycling of both biogenic and anthropogenic halogenated organic
compounds. Detailed information on biodegradation mechanisms for
a variety of organohalides and on the microorganisms mediating these
processes has greatly increased our understanding of the cycling and
fate of these unique and widespread compounds in our environment.
The marine environment appears to be a particularly rich source of
dehalogenating microorganisms. It is well established by laboratory
and field studies that anaerobic dehalogenation of sediment contami-
nants, such as PCBs, pesticides, and dioxins, occurs intrinsically and
can be enhanced via various methods. Specific dehalogenating bacte-
rial populations can be enriched on various organohalides. Biodehalo-
genation processes are likely to be significantly affected by the
prevailing terminal electron-accepting condition, and thus, biotrans-
formation of organohalide contaminants in marine and estuarine envi-
ronments will vary as a function of the redox conditions within the
sediment profile. Fundamental knowledge of the activities and inter-
actions of dehalogenating microorganisms is providing a strong basis
for development of new bioremediation technologies for removal of
harmful halogenated compounds from our environment.
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Bossert, I. D., Häggblom, M. M., and Young, L. Y. (2003). Microbial ecology of

dehalogenation. In ‘‘Dehalogenation: Microbial Processes and Environmental
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Rhee, S.-K., Fennell, D. E., Häggblom, M. M., and Kerkhof, L. J. (2003). Detection of

reductive dehalogenase motifs in PCR fragments from a sulfidogenic 2-bromophenol-

degrading consortium enriched from estuarine sediment. FEMS Microbiology
Ecology 43, 317–324.

Richardson, R. E., Bhupathiraju, V. K., Song, D. L., Goulet, T. A., and Alvarez-Cohen, L.
(2002). Phylogenetic characterization of microbial communities that reductively

dechlorinate TCE based upon a combination of molecular techniques. Environ. Sci.
Technol. 36, 2652–2662.

Schmitz, F. J., and Gopichand, Y. (1978). (7E, 13>, 15Z)-14, 16-Dibromo-7, 13,15-
hexadecatrien-5-ynoic acid. A novel dibromo acetylenic acid from the marine

sponge Xestospongia muta. Tetrahedron Lett. 19, 3637–3640.
Siuda, J. F., and DeBerbardis, J. F. (1973). Naturally occurring halogenated organic

compounds. Lloydia 36, 107–143.
Smidt, H. (2001) Molecular characterization of anaerobic dehalogenation by

Desulfitobacterium dehalogenans. Ph.D. thesis. University of Wageningen, The

Netherlands.
Steward, C. C., Dixon, T. C., Chen, Y. P., and Lovell, C. R. (1995). Enrichment and

isolation of a reductively debrominating bacterium from the burrow of a

bromometabolite-producing marine hemichordate. Can. J. Microbiol. 41, 637–642.
Steward, C. C., and Lovell, C. R. (1997). Respiration and assimilation of 4-bromophenol

by estuarine sediment bacteria. Microb. Ecol. 33, 198–205.
Suflita, J. M., and Townsend, G. T., (1995). The microbial ecology and physiology of aryl

dehalogenation reactions and implications for bioremediation. In ‘‘Microbial

Transformation and Degradation of Toxic Organic Chemicals’’ (L. Y. Young and
C. E. Cerniglia, eds.), pp. 243–268. Wiley-Liss, New York.

Sun, B., Cole, J. R., and Tiedje, J. M. (2001). Desulfomonile limimaris sp. nov., an

anaerobic dehalogenating bacterium from marine sediments. Int. J. Syst. Evol.
Microbiol. 51, 365–371.

Sun, B., Cole, J. R., Sanford, R. A., and Tiedje, J. M. (2000). Isolation and characterization

of Desulfovibrio dechloracetivorans sp. nov., a marine dechlorinating bacterium

growing by coupling the oxidation of acetate to the reductive dechlorination of
2-chlorophenol. Appl. Environ. Microbiol. 66, 2408–2413.

Suyama, A., Yamashita, M., Yoshino, S., and Furukawa, K. (2002). Molecular

characterization of the PceA reductive dehalogenase of Desulfitobacterium sp. strain

Y51. J. Bacteriol. 184, 3419–3425.
Torsvik, V., Sorheim, R., and Goksoyr, J. (1996). Total bacterial diversity in soil and

sediment communities: A review. J. Ind. Microbiol. Biotechnol. 17, 170–178.

ANAEROBIC DEHALOGENATION 83



Townsend, G. T., and Suflita, J. M. (1997). Influence of sulfur oxyanions on reductive

dehalogenation activities in Desulfomonile tiedjei. Appl. Environ. Microbiol. 63,

3594–3599.
Townsend, G. T., Ramanand, K., and Suflita, J. M. (1997). Reductive dehalogenation and

mineralization of 3-chlorobenzoate in the presence of sulfate by microorganisms

from a methanogenic aquifer. Appl. Environ. Microbiol. 63, 2785–2791.
Turon, X., Becerro, M. A., and Uriz, M. J. (2000). Distribution of brominated compounds

within the sponge Aplysina aerophoba: Coupling of x-ray microanalysis with

vryofixation techniques. Cell Tissue Res. 301, 311–322.
Utkina, N. K., Denisenko, V. A., Scholokova, O. V., Virovaya, M. V., Gerasimenko, A. V.,

Popov, D. Y., Krasokhin, V. B., and Popov, A. M. (2001). Spongiadioxins A and B,
two new polybrominated dibenzo-p-dioxins from an Australian marine sponge

Dysidea dendyi. J. Nat. Prod. 64, 151–153.
van de Pas, B. A., Smidt, H., Hagen, W. R., van der Oost, J., Schraa, G., Stams, A. J., and

de Vos, W. M. (1999). Purification and molecular characterization of ortho-

chlorophenol reductive dehalogenase, a key enzyme of halorespiration in Desulfi-
tobacterium dehalogenans. J. Biol. Chem. 274, 20287–20292.

van Pée, K.-H. (1996). Biosynthesis of halogenated metabolites by bacteria. Annu. Rev.
Microbiol. 50, 375–399.

van Pée, K.-H. (2001). Microbial biosynthesis of halometabolites. Arch. Microbiol. 175,
250–258.
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I. Introduction

For more than a century, microbial metabolism has been known to
alter the oxidation state of inorganic species, resulting, for example, in
both the oxidation and reduction of metals (Ehrlich, 1996). However,
studies over the last two decades have shown that a diversity of special-
ist Bacteria and Archaea can use such activities to conserve energy for
growth. Much recent interest has focused on organisms that can respire
using metals as electron acceptors under anaerobic conditions (for
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example, ‘‘dissimilatory’’ processes as described in Ahmann et al., 1994;
Lovley et al., 1991; Lovley and Phillips, 1988; Lovley et al., 1987; Myers
andNealson, 1988 and these studies have openedup newand fascinating
areas of research with potentially exciting practical applications. Micro-
organisms have also evolvedmetal resistance processes that often incorp-
orate changes in the oxidation state of toxic metals, e.g., resistance to
Hg(II) (Barkay, 2003), As(V) (Mukhopadhyay et al., 2002), and Ag(I)
(Silver, 2003). Several such resistancemechanisms,whichdonot support
anaerobic growth, have been studied indetail using the tools ofmolecular
biology. The molecular basis of respiratory metal reduction processes
have not, however, been studied in such fine detail, although rapid ad-
vances are expected in this area with the imminent availability of com-
plete genome sequences for keymetal-reducing bacteria, in combination
with genomic and proteomic tools. This research is being driven for-
ward by both the need to understand the fundamental basis of a range
of biogeochemical cycles and by the possibility of harnessing such
activities for a range of biotechnological applications. These include
the bioremediation of metal-contaminated land and water (Lloyd and
Lovley, 2001), the oxidation of xenobiotics under anaerobic conditions
(Lovley and Anderson, 2000), metal recovery in combination with the
formation of novel biocatalysts (Yong et al., 2002a), and even the gener-
ation of electricity from sediments (Bond et al., 2002). However, for mi-
crobial metabolism to make an impact in these areas, it is crucial not
only that the physiological basis of metal reduction is better under-
stood, but also that such bioprocesses are integrated with new tech-
nologies developed from other areas of science and technology (e.g.,
engineering, electrochemistry, and materials science). The aim of this
chapter is to give an up-to-date overview of the range of metals (and
metalloids) reduced by microorganisms, the mechanisms involved,
and the possible applications for these processes. Although such bio-
technologies are relatively ‘‘immature,’’ several important examples
have already been tested at field or pilot scale. Particular emphasis will
be placed on these studies (e.g., the bioremediation of waters and sedi-
ments contaminated with mercury and uranium, respectively), and,
where possible, additional areas that need to be developed in order
to support parallel studies for other bioprocesses will be highlighted.

II. Fe(III) and Mn(IV) Reduction

A wide range of Archaea and Bacteria are able to conserve energy
though the reduction of Fe(III) (ferric iron) to Fe(II) (ferrous iron). Many
of these organisms are also able to grow through the reduction of
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Mn(VI) to Mn(II). The environmental relevance of Fe(III) and Mn(VI)
reduction has been well documented (Lovley, 1991; Thamdrup,
2000). Indeed, geochemical and microbiological evidence suggests that
the reduction of Fe(III) may have been an early form of respiration on
Earth (Vargas et al., 1998) and is a candidate for the basis of life on
other planets (Nealson and Cox, 2002). On modern Earth, Fe(III) can
be the dominant electron acceptor for microbial respiration in many
subsurface environments (Lovley and Chapelle, 1995), and Fe(III)-re-
ducing microorganisms can also play a role in the remediation of such
environments. For example, recent studies have shown that a range of
important xenobiotics that contaminate aquifers can also be degraded
under anaerobic conditions by Fe(III)- and Mn(IV)-reducing microor-
ganisms (Anderson et al., 1998; Lovley, 1997; Lovley and Anderson,
2000; Lovley et al., 1989). In addition to playing an important role in
the biodegradation of organic material, Fe(III)- and Mn(IV)-reducing
microorganisms can influence the mineralogy of sediments through
the reductive dissolution of insoluble Fe(III) and Mn(IV) oxides. Bound
toxic metals can be released, leading to the possibility of using Fe(III)-
and Mn(IV)-reducing bacteria for bioleaching of metals from some
soils and sediments. In addition, depending on the chemistry of
the water, a range of reduced minerals can also be formed; these in-
clude magnetite (Fe3O4), siderite (FeCO3), and rhodochrosite (MnCO3).
This can result in changes in the structure of sediments, giving the
potential to control water flow in contaminated aquifers, and may also
give a route to producing biominerals of potential commercial value,
such as the magnetic mineral magnetite. Fe(III)- and Mn(IV)-reducing
microorganisms can also impact the mobility of other high-valence
contaminant metals through direct enzymatic reduction and also via
indirect reduction catalyzed by biogenic Fe(II). The bioreduction of
U(VI), Cr(VI), and Tc(VII) by Fe(III)-reducing microorganisms will be
discussed in detail in later sections and can result in immobilization
of these potentially toxic and mobile metals in sediments or bioreactors
(Lloyd and Lovley, 2001). Finally, these organisms are also able to
reduce electrodes, giving the possibility of harnessing electricity from
anaerobic communities in the subsurface (Bond et al., 2002).

A. DIVERSITY OF FE(III)- AND MN(IV)-REDUCING MICROORGANISMS

Early studies on the reduction of Fe(III) and Mn(IV), e.g., Roberts,
1947, focused on organisms that can grow predominantly via fermenta-
tion of sugars such as glucose, with metals utilized as minor electron
acceptors; typically < 5% of the reducing equivalents used for metal
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reduction (Lovley, 1991). It has not been shown conclusively that
metal reduction via this form of metabolism increases cell yields. More
recent studies demonstrated that a wide range of Bacteria and Archaea
can couple the oxidation of hydrogen and short-chain fatty acids to
the reduction of Fe(III), although it has not been shown that these
reactions support growth. Such examples include the reduction of
Fe(III) by a Vibrio sp. (Jones et al., 1984), Wolinella succinogenes
(Lovley and Phillips, 1988), and Archaea such as Archaeoglobus
fulgidus, Pyrococcus furiosus, and Pyrodictium abyssi (Vargas et al.,
1998). Sulfate-reducing bacteria are also known to reduce Fe(III)
(Coleman et al., 1993) and other metals including Cr(VI) and U(VI) that
are important environmental contaminants (see Sections III.A and
V.A), although, again, growth has not been demonstrated using these
electron acceptors. A paper suggesting the contrary (Tebo and Obrazt-
sova, 1998) has been disputed on the basis of inconsistencies in the cell
yields when grown on a range of metals (Lovley, 2001).

The first organisms that were shown unequivocally to conserve
energy for growth through the reduction of Fe(III) or Mn(IV) were
Shewanella oneidensis (formerly Alteromonas putrefaciens and then
Shewanella putrefaciens) and Geobacter metallireducens (formerly
strain GS-15) (Lovley et al., 1989; Lovley et al., 1987; Myers and
Nealson, 1988). Since these pioneering studies in the late 1980s, nu-
merous organisms have been isolated that can grow using Fe(III) and
Mn(IV) as electron acceptors. A detailed overview of more than 30 of
these strains is given in a recent review (Lovley, 2001). Most organisms
that are known to grow through the reduction of Fe(III) or Mn(IV)
are relatives of Geobacter metallireducens and fall within the family
Geobacteraceae, in the delta subdivision of the class Proteobacteria.
This group comprises the Genera Geobacter, Desulfuromonas,
Desulfuromusa, and Pelobacter (Lonergan et al., 1996; Lovley, 2001).
These organisms, with the exception of the Pelobacter species, are able
to completely oxidize a wide range of organic compounds, including
xenobiotics, when respiring using Fe(III) or Mn(IV) (Lovley et al.,
1993); Pelobacter species are more restricted in the range of electron
donors utilized, although they can couple hydrogen oxidation to metal
reduction. This is in contrast to Shewanella oneidensis and close
relatives in the gamma subdivision of the Proteobacteria (a range of
Shewanella, Ferrimonas, and Aeromonas species) that are generally
able to use only a restricted range of small organic acids and hy-
drogen as electron donors for Fe(III) and Mn(IV) reduction. Other
Fe(III)-respiring bacteria that have been characterized include Geothrix
fermentans (Coates et al., 1999), Geovibrio ferrireducens (Caccavo et al.,
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1996) and the related thermophile Deferribacter thermophilus (Green
et al., 1997), Ferribacter limneticum, which is unusual in that it can
reduce Fe(III) but not Mn(IV), and Sulfurospirillum barnesii (Oremland
et al., 1994) (see sections on Se(VI) and As(V) reduction). Acidophilic
bacteria that are able to grow through the reduction of Fe(III) include
Thiobacillus ferroxidans, which uses sulfur as an electron donor
for metal reduction (Pronk et al., 1992). Several hyperthermophilic
Archaea and Bacteria have also been shown to grow using Fe(III) as
an electron acceptor, including Pyrobaculum islandicum, Pyrobacu-
lum aerophilum, and Thermotoga maritima (Vargas et al., 1998).
The environmental distribution of Fe(III)-reducing prokaryotes
remains poorly understood, but most studies show that members of
the family Geobacteraceae are the key components of Fe(III)-reducing
communities in subsurface environments, including those contami-
nated with toxic metals and xenobiotics (Holmes et al., 2002; Röling
et al., 2001; Rooney-Varga et al., 1999; Snoeyenbos-West et al., 2000;
Stein et al., 2001).

Themechanisms of Fe(III)-reduction, and to a lesser degreeMn(IV) re-
duction, have been studied inmost detail in Shewanella oneidensis and
Geobacter sulfurreducens. Indeed, research on these organisms has
been given added impetus through the availability of the genome se-
quences (available at http://www.tigr.org), and suitable genetic systems
for the generation of deletionmutants for both of these organisms (Coppi
et al., 2001; Myers and Myers, 2000). Although the terminal reductase
has yet to be identified unequivocally in either organism, the involve-
ment of c-type cytochromes is implicated in electron transport to Fe(III)
and Mn(IV) by several studies (Beliaev et al., 2001; Gaspard et al., 1998;
Leang et al., 2003; Lloyd et al., 2003; Magnuson et al., 2000; Myers and
Myers, 1993;Myers andMyers, 1997). In some examples, activities have
also been localized to the outer membrane or surface of the cell, consist-
ent with a role in direct transfer of electrons to Fe(III) andMn(IV) oxides
that are highly insoluble at circumneutral pH (DiChristina et al., 2002;
Gaspard et al., 1998; Lloyd et al., 2002; Myers and Myers, 1992; Myers
and Myers, 2001) (Fig. 1A, see color insert). In addition to the
proposed direct transfer of electrons to Fe(III) and Mn(IV) minerals
and potentially toxic metals, soluble ‘‘electron shuttles’’ are also able
to transfer electrons between metal-reducing prokaryotes and the
mineral surface (Fig. 1B). This alleviates the requirement for direct
contact between the microorganism and the mineral, and provides a
mechanism for enhancing activities of Fe(III)- and Mn(IV)-reducing
bacteria during the bioremediation of sediments contaminated with
organics or some metals. For example, humics and other extracellular
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quinones are utilized as electron acceptors by Fe(III)-reducing bacteria
(Lovley et al., 1996), and the reduced hydroquinone moieties are able
to abiotically transfer electrons to Fe(III) minerals. The oxidized humic
is then available for reduction by the microorganism, leading to further
rounds of electron-shuttling to the insolublemineral (Nevin and Lovley,
2002). Very low concentrations of an electron shuttle, e.g., 100 nM of
the humic analog anthraquinone-2,6-disulfonate (AQDS), can rapidly
accelerate the reduction of Fe(III) oxides (Lloyd et al., 1999) and pos-
sibly other insoluble metal oxides such as Mn(IV). The secretion of sol-
uble electron shuttles by actively respiring Fe(III) and Mn(IV) reducers
has also been proposed for both S. oneidensis andGeobacter sulfurredu-
cens, and remains hotly debated in the Geobacter species. Early studies
suggested release of a small soluble c-type cytochrome byG. sulfurredu-
cens (Seeliger et al., 1998), but more recent studies have suggested that
this protein is not an effective electron shuttle (Lloyd et al., 1999). Ad-
ditional studies further suggested that Geobacter species do not release
electron-shuttling compounds (Nevin and Lovley, 2002).

Studies have also suggested that a small quinone containing extracel-
lular electron shuttle is released by Shewanella species and may also
promote electron transfer to Fe(III) and Mn(IV) minerals (Nevin and
Lovley, 2002; Newman and Kolter, 2000). Geothrix fermentans also

FIG. 1. Mechanisms of reduction of insoluble Fe(III) oxides, via (A) direct contact with
the surface of the cell or (B) an extracellular electron shuttle.
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releases an electron shuttle (Nevin and Lovley, 2002). Furthermore,
Shewanella and Geothrix species release Fe(III) chelates that solublize
Fe(III) from insoluble Fe(III) oxides (Nevin and Lovley, 2002). Finally,
an important discovery was made when it was shown that Geobacter
metallireducens synthesized pili and flagella when grown on insol-
uble Fe(III) or Mn(IV) minerals, but not on soluble forms of the metals
(Childers et al., 2002). These results suggest that Geobacter species
sense when soluble electron acceptors are depleted and synthesize the
appropriate appendages that allow movement to Fe(III) and Mn(IV)
minerals and subsequent attachment. This may be an important
mechanism for delivery of these organisms to zones of sediments
contaminated with metals and organics.

B. DEGRADATION OF ORGANIC CONTAMINANTS COUPLED TO

FE(III) REDUCTION

Some Geobacter species have the ability to anaerobically oxidize
aromatic contaminants to carbon dioxide with Fe(III) serving as the
electron acceptor (Coates et al., 2001; Lovley et al., 1989; Lovley and
Lonergan, 1990). This metabolic capability, coupled with the abun-
dance of Fe(III) oxides inmany subsurface environments, leads to Fe(III)
reduction being an important process for the degradation or organic
contaminants in subsurface environments. Molecular analysis of sub-
surface environments in which organic contaminants were being de-
graded under Fe(III)-reducing conditions has demonstrated that the
sediments are enriched in Geobacter species under these conditions
(Röling et al., 2001; Rooney-Varga et al., 1999; Snoeyenbos-West et al.,
2000).

It is possible to stimulate the degradation of organic contaminants
coupled to Fe(III) reduction by making the Fe(III) oxides in subsurface
sediments more available for microbial reduction. One method is to
add Fe(III) chelators which solublize Fe(III) (Lovley et al., 1994). Another
strategy is to add humic acids or other extracellular quinones which can
serve as electron shuttles between Geobacter species and Fe(III) oxides
(Lovley et al., 1996). Both approaches eliminate the need for Geobacter
species to directly contact Fe(III) oxide in order to reduce it.

More recently, it has been demonstrated that Ferroglobus placidus,
a hyperthermophilic member of the Archaea, is capable of oxidizing
aromatic compounds with the reduction of Fe(III) (Tor and Lovley,
2001). This is the first example of an Archaea of any kind that can
anaerobically oxidize aromatics. In addition to having implications
for metabolism in naturally hot environments, such metabolism could
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be useful when heat treatments are employed to aid in the extraction
of organic contaminants that are trapped in sediments (Tor and
Lovley, 2001).

C. APPLICATIONS OF ELECTRODE-REDUCING BACTERIA

In addition to transferring electrons to naturally occurring insoluble
electron acceptors such as Fe(III) and Mn(IV) oxides, some Fe(III) re-
ducers can transfer electrons to electrodes (Bond et al., 2002; Bond
and Lovley, 2003). Members of the Geobacteraceae were found to con-
serve energy to support cell growth by coupling the oxidation of acetate
or aromatic compounds to electron transfer to graphite electrodes
(Bond et al., 2002; Bond and Lovley, 2003). The electron transfer is
essentially quantitative, with electron yields similar to that for Fe(III)
oxide reduction. Geobacter form a biofilm on the electrode surface that
is extremely stable and can continue to produce electricity for weeks
(Bond and Lovley, 2003).

This novel form of respiration has potential application for harvesting
electricity from a diversity of waste organicmatter. For example, when a
graphite electrode (the anode) is emplaced in anaerobic marine
sediments and connected to a graphite electrode in the overlying,
aerobic water, there is a flow of electricity (Bond et al., 2002; Tender
et al., 2002). Molecular analysis of the anode surface demonstrated that
itwashighlyenriched inGeobacteraceae (Bondetal., 2002;Tenderetal.,
2002). This suggests that theGeobacteraceae that colonize the anode are
oxidizing acetate, the key intermediate in anaerobic metabolism of or-
ganic matter in sediments, with the electrode serving as the electron ac-
ceptor. It should be feasible to harvest electricity from the degradation of
a variety of types of waste organic matter in a similar manner.

III. Reduction of Other Transition Metals

A. BIOREMEDIATION OF CR(VI)

The widespread use of chromium in the metals industries and subse-
quent contamination problems have led to a lot of interest in this metal.
Although trace quantities are required for some metabolic activities,
such as glucose and lipid metabolism, chromium is considered toxic
and is designated a priority pollutant in many countries. Two oxidation
states dominate: Cr(VI) is the most toxic and mobile form commonly
encountered, with Cr(III) less soluble and less toxic. Indeed, Cr(III) is
considered 1000 times lessmutagenic than Cr(VI) (Wang, 2000). Current
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treatment involves reduction of Cr(VI) to Cr(III) using chemical reduc-
tants at low pH, followed by adjustment to near-neutral pH and subse-
quent precipitation of Cr(III). However, studies have shown that
microorganisms can also reduce Cr(VI) efficiently at circumneutral
pH and could be used to treat Cr(VI)-contaminated soil and water.

A wide range of facultative anaerobes are able to reduce Cr(VI) to
Cr(III) including Escherichia coli, Pseudomonads Shewanella oneiden-
sis, andAeromonas species. (See Wang, 2000, for a more exhaustive list
and key references.) Anaerobic conditions are generally required to
induce maximum activity against Cr(VI), but some enzyme systems
operate under aerobic conditions, for example, the soluble NAD(P)H-
dependent reductases of Pseudomonas ambigua G-1 (Suzuki et al.,
1992) and P. putida (Park et al., 2000). The former study is also worthy
of mention as it showed reduction of Cr(VI) via a Cr(V) intermediate,
also noted recently in preparations of Cr(VI) reduced by the membrane
fraction of anaerobically grown S. putrefaciens (now S. oneidensis)
(Myers et al., 2000). Thus, Cr(VI) bioreduction seems to be initiated
by a one-electron transfer from the reductase. Obligate anaerobes are
also able to enzymatically reduce Cr(VI), and anaerobic growth coupled
to Cr(VI) reduction has been reported for a sulfate-reducing bacterium
(Tebo and Obraztsova, 1998). The reduction of Cr(VI) by sulfate-
reducing bacteria is particularly well studied (Lloyd et al., 2001) and
has been shown to be catalyzed by cytochrome c3 (Lovley and Phillips,
1994). Other studies have also implicated the involvement of cyto-
chromes in Cr(VI)-reduction by bacteria: cytochrome c in E. cloacae
(Wang et al., 1989) and cytochromes b and d in Escherichia coli (Shen
and Wang, 1993). Most studies have focused on planktonic cells, but
more recent studies have shown that biofilms of sulfate-reducing bac-
teria also reduce and precipitate Cr(VI). Cr(VI) reduction was thought
to be enzymatic in this study; reduction by sulfide was discounted
because sulfate reduction was inhibited dramatically in the presence
of chromate (Smith and Gadd, 2000). Immobilized cells of Bacillus
sp. (Chirwa and Wang, 1997) and P. fluorescens LB 300 (Chirwa and
Wang, 1997) have also been used to treat Cr(VI)-contaminated water.

Environmental factors that affect Cr(VI) reduction were reviewed and
include competing electron acceptors, pH, temperature, redox poten-
tial, and the presence of other metals (Wang, 2000). Another study
demonstrated that the presence of complexing agents can promote
Cr(VI) reduction, possibly through protection of the metal reductase
by chelation of Cr(III) or intermediates formed (Mabbett et al., 2002).
The type of electron donor supplied can also have an effect on the rate
and extent of Cr(VI) reduction. Optimal electron donors, in keeping
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with other dissimilatory metal reduction processes described in this
chapter, are lowmolecular weight carbohydrates, amino acids, and fatty
acids.Degradationofarangeofaromatics includingphenol,p-cresol, and
benzene by P. putida DMP-1 has also been coupled to the reduction of
Cr(VI) by E. coli 33456 in co-culture (Shen and Wang, 1995). Similar
results have also been reported for a mixed culture of phenol-degrading
microorganismsandtheCr(VI)-reducingE.colistrain (ChirwaandWang,
2000). Finally, indirect mechanisms that also promote Cr(VI) reduction
in contaminated sediments are catalyzed by biogenic sulfide (Fude
et al., 1994; Smillieet al., 1981), andFe(II) (Fendorf andLi, 1996). Experi-
ments using contaminated sediments from Norman, Oklahoma, have,
however, suggested that indirectmechanismsmaynot alwaysbe the crit-
ical control on Cr solubility, with direct enzymatic Cr(VI) reduction by a
consortium of methanogens implicated (Marsh et al., 2000).

B. REDUCTION OF PD(II); FORMATION OF NOVEL NANOBIOCATALYSTS

The reduction of soluble Pd(II) to insoluble Pd(0) has also attracted
much interest as this enzymatic process may be used to recover Pd
from industrial catalysts (Lloyd et al., 1998) and also to synthesize na-
noscale bioinorganic catalysts of considerable commercial potential
(Yong et al., 2002a; Baxter-Plant et al., 2003). Interest in this area is
driven by the widespread use of platinum group metals (PGMs), in-
cluding Pd in automotive catalytic converters required to reduce
gaseous emissions, and problems associated with their recycling. With
approximately 5 g of PGM per catalyst, the consumption of PGMs
together was 2.5 � 106 oz in 1994, with only 0.4 � 106 oz recovered
(Lloyd et al., 1998). The lifetime of a catalyst is only approximately
50,000 miles although many fail sooner, and future shortages and
higher prices may be predicted. Chemical and electrochemical
treatments are made difficult by complex solution chemistry.

An early study (Lloyd et al., 1998) showed that cells of Desulfovibrio
desulfuricans could reduce soluble Pd(II) to elemental Pd0, supported
by pyruvate, formate, or H2 as the electron donor without requirement
for biochemical cofactors. Despite the requirement of anaerobiosis for
cell growth, Pd(II) reduction was insensitive to O2 using batch suspen-
sions (Lloyd et al., 1998). Use of hydrogen as the electron donor
implied the harnessing of hydrogenase with, possibly, cytochrome c3
activity to Pd reduction. Participation of hydrogenase was implied by
the inhibition of Pd(II) reduction by Cu2þ ions, which are known
(although not specific) inhibitors of hydrogenase activity. Further con-
firmation was provided recently by molecular genetic techniques using
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Desulfovibrio fructosovorans, where deletion of periplasmic hydro-
genases had a corresponding effect on the pattern of Pd0 deposition,
localizing the Pd0 mainly to sites corresponding to the remaining
hydrogenase(s) (I. P. Mikheenko, M. Rousset, S. Dementin and L. E.
Macaskie unpublished). Studies on the mechanism of deposition of
Pd0 have shown that this is a two-step process: an initial biosorption
of Pd(II) is required for the best deposition of Pd0 followed by reduction
on addition of electron donor (Yong et al., unpublished; see deVargas
et al., 2003, for discussion). An early study found that better Pd(II)
uptake was obtained from Pd(Cl4)

2� than from Pd(NH3)4
2þ (Yong

et al., 2002b), at pH 2–4 (deVargas et al., 2003; Yong et al., 2002b).
The need for acidic pH, usual in the case of platinum group metal
uptake by biomass (deVargas et al., 2003; Guibal et al., 1999), is
attributable to the requirement for protonation of anionic sites on the
biomass to facilitate the uptake of the anionic precious metal species.
The site of initial coordination of Pd(II) was identified by x-ray photo-
electron spectroscopy as amino groups (de Vargas and Macaskie, un-
published) consistent with the formation of nucleation foci on
protein amino groups, possibly on the hydrogenase enzyme itself.
The biosorption step (optimally 1 h) was found to be essential for good
Pd0 deposition, which raises concern regarding the stability of the hy-
drogenase under acidic conditions. However, the enzyme normally
yields protons from H2 and hydrogenase activity was unaffected by
exposure to pH 2 for 1 h (Mikheenko, unpublished).

Following the biosorption step, further deposition of Pd0 onto the
nucleation sites is initiated by the provision of electron donor, nor-
mally hydrogen or formate; use of the latter was O2-sensitive (Yong
et al., 2002b). When formate is used, the product would be hydrogen,
generated endogenously and broken down by hydrogenase to yield
electrons for metal reduction. This reaction is catalyzed in E. coli via
the formate hydrogenlysase complex (FHL) (Lloyd et al., 1997), well
documented in facultatively anaerobic bacteria. A rudimentary FHL
has also been reported in Desulfovibrio sp. but this enzyme complex
is much less well understood, consisting apparently of a formate
dehydrogenase coupled to a hydrogenase via a cytochrome (Peck,
1993). Parameters influencing Pd0 deposition on the biomass were
investigated by Yong et al. (2002a,b). Using cell suspensions, both cell
density and formate concentration affected the reduction rate but this
was nonlinear. This was interpreted in terms of an autocatalytic reac-
tion via the already-deposited Pd0 (Bio-Pd0), conferred by the special
properties of Pd0 as a hydrogen carrier, which can also split formate
and, indeed, can reduce more Pd(II) chemically (see Yong et al.,
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2002a, for discussion). Therefore it seems likely that the enzymatic
contribution is confined to the initial Pd0 deposition steps and crystal
initiation, and that once the Pd0-crystals are established their further
growth may occur by chemical reactions. This provides a rationale for
why the cells are able to function in Pd removal from highly aggressive
solutions following the initial Pd uptake (see following).

The deposition of Pd0 (confirmed by x-ray powder diffraction analy-
sis; Lloyd et al., 1998; Yong et al., 2002a) is illustrated in Figs. 2A
and B. In the initial stages of Pd0 deposition, small deposits within the
periplasmic space (e.g., 2F) break through the outer membrane to form
heavy extracellular deposits (2G) which are absent from Pd-unchal-
lenged cells (2A). The deposits are visible also by SEM (2C, D).

The biomass is trifunctional (Yong et al., 2002a): (1) in providing an
enzyme catalyst for the initial stages of Pd0 deposition (using formate
dehydrogenase/hydrogenase/cytochrome c3 to provide electrons ini-
tially); (2) in providing nucleation sites (foci of Pd0 metal deposition
for subsequent crystal growth), and (3) as a scaffold for crystals of Pd0

able to autocatalyze further reactions by acting as a sink for H2/formate-
trapping and also production of highly reactive H� chemically from
formate (see Yong et al., 2002a, for discussion). Nucleation is important
in providing the ‘‘correct’’ crystal microarray and bioreduction is
important in accelerating the initial part of the deposition reaction
but thereafter the accumulated Bio-Pd0 attracts and retains hydrogen;
effectively, the Bio-Pd0 provides a catalytic surface for the chemical
reduction of more Pd(II) (or other reactions; see following) and thus is
acting as a bionanocatalyst. This was demonstrated by the catalysis of
breakdown of sodium hypophosphite to yield hydrogen, a reaction
catalyzed by Pd0 that usually required heating. For comparison Bio-Pd0

was prepared under H2, while its chemical counterpart (Chemical-Pd0)
was reduced more slowly chemically under H2 without cells. Both
preparations were washed and dried. Upon addition of sodium hypo-
phosphite the Bio-Pd0 promoted release of hydrogen immediately at
room temperature, while the chemical reaction required 13 mins for
initiation (Yong et al., 2002a). The rate of H-evolution was 0.2 ml/
min/mg Pd (Mikheenko and Macaskie, unpublished). In other tests,
the Bio-Pd0 was harnessed to addition of hydrogen across C=C double
bonds, e.g., the formation of methyl succinate from methylene succin-
ate using Bio-Pd0 proceeded at a rate comparable to that observed
using a commercial supported Pd-catalyst (Winterbottom et al.,
unpublished).

The ease of production of Bio-Pd0 and its high catalytic activity sug-
gested possible applications in remediation, where the recalcitrance of
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target molecules and/or the aggressive nature of solution matrices may
present difficulties for bioremediation techniques alone. However, a
major problem in the use of precious metal catalysts is their high cost.

FIG. 2. Cells of Desulfovibrio desulfuricans loaded with Bio-Pd0, and formation of

bionanocatalyst. Cells before challenge show no electron opaque bodies (A), whereas
after exposure to Pd0, dense black deposits are visible on the cells (B). The deposits are

clearly visible ‘‘standing proud’’ of the cells by scanning electron microscopy (no Pd0: C

and with Pd0: D). The patterns of Pd-deposition and ferromagnetic properties of the cells

relate to their catalytic activity (see text). Thus, cells loaded at a Pd:biomass ratio of 1:1
(E) have lower catalytic activity and ferromagnetic activity, and those loaded at a ratio of

1:3 (by one method) have high ferromagnetic activity and catalytic activity (F), while

those loaded at a ratio of 1:3 (by another method) have lower ferromagnetic activity and

catalytic activity (G). Note that it is possible to make a few large deposits (G) or many
smaller deposits (F) for the same amount of Pd.
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A major resource lies in the scrap precious metals found in used
automotive catalysts and electronic scrap. Recycling of precious metals
is not keeping pace with demand, and a microbial method for their
recovery would be commercially attractive and would help to forestall
projected future shortages and increasing costs.

A novel electrobioreactor was designed for the continuous recovery
of precious metals (Yong et al., 2002c); Fig. 3). This comprises a central
hollow ‘‘finger’’ of Pd-23% Ag alloy, which transports hydrogen as H

�
.

The hydrogen arises from the central electrochemical chamber using
1MHNO3 as the electrolyte, with the Pd–Ag membrane electrode held
cathodic. H2 generated electrochemically passes as H

�
to a biofilm of

D. desulfuricans on the outer face of the Pd–Ag alloy electrode. In this
configuration, the biofilm-coated membrane catalyzed the reductive
deposition of Pd0 (and other precious metals) from both industrial-
processing wastewater (Yong et al., 2002c) and leachates from spent
automotive catalysts (Yong et al., 2003). The latter is remarkable since
the noble metals require aqua regia for their dissolution. For use, the
highly acidic leachates were partially neutralized with NaOH to pH
2–2.5, giving a solution of several molar NaCl. Batch-cell suspensions
did not remove Pd from the leachate, probably attributable to the high
concentration of chloride, which complexed the precious metals exten-
sively, making them unavailable to the cells. However, use of the
electrobioreactor overcame this problem, possibly because the palla-
dized biolayer focused reducing power more intensively than did free
cells. At a flow residence time of 15 min, the biofilm layer removed
more than 95% of the Pd from an input solution of 2 mM Pd(II). In
contrast, the Pd(II) removal, using a reactor with heat-killed biomass
(or no biomass), removed �70% of the Pd by chemical reduction alone
(Yong et al., 2003). The Bio-Pd0 removed from the electrobioreactor was
catalytically active (Yong et al., 2002a), introducing the possibility of
single-step conversion of industrial waste into new catalytic materials
without the need for hydro- or pyrometallurgical reprocessing.

The catalytic property of Bio-Pd0 was applied to environmentally
problematic pollutants. The literature abounds with references to the
use of microorganisms for the reduction of highly toxic Cr(VI) to less
toxic and insoluble Cr(III) (see Section III.A). However Mabbett et al.
(2002) found that in the absence of bicarbonate (and other metal-
complexing ligands), Cr(VI) reduction byD. vulgariswas poor, probably
because nascent Cr3þ inhibited the Cr(VI) reductase activity. However,
Desulfovibrio desulfuricans which had been palladized (1:1 ratio of
Pd0:biomass) reduced a 700 mM solution of Cr(VI) at the expense of H2

or formate within 24 h. Under similar conditions nonpalladized cells or
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FIG. 3. Electrobioreactor for delivery of hydrogen to biofilm. (A) Electrobioreactor

assembly. (B) View of electrode assembly. (C) SEM of the Pd-23% Ag solid membrane
electrode surface (left) and coated with biofilm carrying Pd0 crystals (right). Figures are

adapted from Yong et al., 2002c, with permission.
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Pd0 prepared under H2 in the absence of biomass (Chem-Pd0) reduced
negligible Cr(VI) (Mabbett et al., 2001; 2003). Continuous removal of
Cr(VI) was observed over several weeks in a flow-through column using
a 1 mMCr(VI) input solution with formate as the electron donor at pH 3
(Mabbett, 2002). Here, the Bio-Pd0 was held in a glass wool mat (flow
residence time approx 5 h) for continuous Cr(VI) removal. Mass bal-
ance analysis showed that at pH 3 all of the Cr(VI) entering the column
was accountable as Cr(III) in the exit solution (Mabbett, 2002).

As an example of recalcitrant xenobiotics, polychlorinated biphenyls
(PCBs) are highly toxic, highly recalcitrant to degradation, and highly
persistent industrial pollutants of major concern. Reductive dehalo-
genation of PCBs (i.e., removal of the chlorine substituents to leave a
molecule more amenable to further chemical or biological attack) has
been reported by microbial activity via reactions which are poorly
understood and very slow: tens or even hundreds of days is typical
(see Baxter-Plant et al., 2003, for review). The ability of Bio-Pd0 to
promote reductive dehalogenation was compared using two SRB
strains and Chem-Pd0 using H2 provided from a bottled supply, or,
where kinetic data were required, using formate, where the concentra-
tion added can be accurately known. For the PCBs low activity was
seen with the Chem-Pd0, whereas Bio-Pd0 promoted release of chloride
from PCBs (Baxter-Plant et al., 2003; Mabbett et al., 2001; Mikheenko
et al., 2003). Specimen rates are shown in Table 1. Note that the cata-
lytic ‘‘quality’’ of the Bio-Pd0 appears to be microbial strain-associated,
reinforcing the concept that the biomass exerts an influence over the
pattern of Pd-deposition—a level of organization not found with
Chem-Pd0—which could be responsible for the superiority of the
biomass-bound material. Analysis of the materials by x-ray powder
diffraction showed the average crystal size of the biological material
to be half that of the chemical Pd0 (�11 and �23 nm, respectively;
Yong et al., 2002a). For routine catalytic testing, the cells were loaded
with Pd0 to a ratio of Biomass:Pd0 of 1:1, as shown in Fig. 2E. By
varying the preparation and Pd(II) exposure methods, cells could be
prepared with different ratios of Pd:biomass or, for the same bio-
mass:Pd0 ratio, different patterns of Pd deposition. A selection of
Pd-loaded biomasses was compared under the electron microscope
(Figs. 2E–G) and also magnetically, using a vibrating sample magne-
tometer (VSM) and a superconducting quantum interference device
(SQUID). The magnetic properties varied according to the deposition
pattern of the Bio-Pd0 (I. P. Mikheenko, L. E. Macaskie, M. Rousset,
and S. Dementin, unpublished; Mikheenko et al., 2001). Paramagnet-
ism was expected but instead a subset of samples displayed a
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strong ferromagnetic component which was absent from Pd0 prepared
chemically under H2 in the absence of biomass (Chem-Pd0) and also in
many of the Bio-Pd0 samples. When comparing the dependence of
magnetization on the magnetic field, the most highly catalytically
active preparations (Fig. 2F) displayed a hysteresis characteristic of a
strong ferromagnetic moment. Hence, the magnetic analysis showed
a substantial subpopulation of smaller crystals, with the average size
of the Pd particles on the cells in the ‘‘best’’ preparations (Fig. 2F) esti-
mated from the magnetic data at �5 nm. Thus, the crystals are essen-
tially Pd-nanoclusters, which were made previously only by specialist
physico-chemical techniques, not suitable for bulk synthesis. Prepa-
rations typified by that shown in Fig. 2G had a low catalytic activity
and a low ferromagnetic component, both tending toward that of the
Chem-Pd0, which suggests that the origin of the extracellular Pd0-
deposit was largely chemical in nature, via the autocatalytic deposition
superimposed on the periplasmic nanocrystals (see preceding).

In summary, although the use of microbial reductions for recovery
of metals from solution is well established with respect to waste treat-
ment, evidence is mounting that biomass can essentially be used as a
templating scaffold for catalytic metal nanocrystals, synthesized enzy-
matically. In this respect, the biological preparations are analogous to
the well-established supported metal catalysts used widely in industry.

TABLE I

RATES OF CHLORIDE RELEASE FROM POLYCHLORINATED BIPHENYLS

Chloride release (nmol/min/mg Pd)

Compound

D. desulfuricans
Bio-Pd0

D. vulgaris
Bio-Pd0 Chem-Pd0 Ref-Pd0

4-chlorobiphenyla 13.5 � 1.2 (F) 5.8 � 0.4 (F) 1.6 � 0.6 (F) 0.8 � 0.2 (F)

2,4,6-
trichlorobiphenyl

8.3 � 0.3 (F) NT 2.5 � 0.2 (F) 2.5 � 0.2 (F)

2,3,4,5-

tetrachlorobiphenyl

9.3 � 0.2 (F) 3.8 � 0.5 (F) 0.3 � 0.1 (F) 0.1 � 0.1 (F)

8.1 � 0.5 (H2) NT NT NT

2,20,4,40,6,60

hexachlorobiphenyl

8.1 � 0.8 (F) NT 1.6 � 0.2 (F) 0.8 � 0.7 (F)

Loading of the Pd0 onto the cells was at a mass ratio of 1:1 Pd:biomass and samples were

periodically removed for analysis of chloride released (electron donor was 10 mM formate (F) or

hydrogen [H2]). Data are means � SEM from 3 experiments. NT: not tested. The concentrations of

PCBs used were 80 mg/ml as chloride, in hexane suspensions mixed with the bio-Pd0 suspended

in water. Chem-Pd0 is Pd0 made by chemical reduction under H2 without biomass. Ref-Pd0

is commercial finely divided Pd0.
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Future studies will aim to establish the extent to which micro-
bial preparation methods can bypass chemical methods of catalyst
production.

C. REDUCTION OF HG(II); BIOREMEDIATION AND BIOSENSOR DEVELOPMENT

Microbes have evolved to deal with toxic metals via several mechan-
isms. (See Bruins et al., 2000, for an overview.) Perhaps the best
studied metal resistance system is encoded by genes of the mer or
mercury resistance operon. Here, Hg(II) is bound in the periplasm of
gram-negative bacteria by the MerP protein, transported into the cell
via the MerT transporter, and detoxified by reduction to relatively
nontoxic volatile elemental mercury by an intracellular mercuric re-
ductase (MerA). Mer proteins are expressed under the regulation of
the activator protein, MerR, which binds Hg(II) and activates gene
expression. This system is described in detail in several reviews (e.g.,
Hobman et al., 2000) with more recent studies extending the model to
include two additional transporter proteins, MerF and MerC (Wilson
et al., 2000). In addition to the MerA-mediated mechanism of Hg-
reduction, other enzymes are also able to reduce Hg(II). A novel
Fe(II)-dependent mechanism for mercury reduction has been character-
ized in the membrane fraction of Thiobacillus ferrooxidans, which may
involve cytochrome c oxidase (Iwahori et al., 2000), and c-type cyto-
chromes of Geobacter metallireducens also reduce Hg(II) (Lovley
et al., 1993). In no cases, however, has the reduction of Hg(II) been
shown to support microbial growth.

Mercury-resistant bacteria and the proteins that they encode have
been used for the bioremediation of Hg-contaminated water and in
the development of biosensors for bioavailable concentrations of Hg(II)
(Bontidean et al., 2002; Lloyd and Lovley, 2001). Focusing on Hg bio-
sensors, several different components of the mer system have been
used in prototype sensors, including the NADPH-dependent mercuric
reductase (MerA) in an enzyme-linked biosensor (Eccles et al., 1996),
the mer regulatory region in a whole cell biosensor (Geiselhart et al.,
1991), and the MerR protein in a capacitance biosensor (Bontidean
et al., 2000).

Mercury-resistant bacteria have also been used to detoxify Hg(II)-
contaminated water at lab and pilot scale (see Fig. 4, see color insert).
Wagner-Döbler and coworkers captured reduced elemental Hg in
a 20-ml immobilized cell bioreactor, inoculated with a mercury-
resistant Pseudomonas putida and subsequently colonized with other
mercury-resistant strains (Wagner-Dobler et al., 2000). A companion
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FIG. 4. View of the pilot plant for microbial cleanup of mercury-contaminated
wastewater. The plant is located inside a blue standard container (2.5 � 2.5 � 9 m).

On the left side, carbon filter, bioreactor, and pH adjustment tank can be seen. On the

right side are the mercury monitors and the computer for data collection, online

monitoring, and control. The volume of the bioreactor is 1 m3. Photograph from Dr. Irene
Wagner-Döbler.
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study demonstrated successful removal of Hg2+ from chloralkali elec-
trolysis water at laboratory scale (von Canstein et al., 2002), prior to de-
velopment of a pilot-plant for Hg(II) removal using this technology
(Wagner-Dobler et al., 2000). In the latter study, a 700-L reactor was
packed with pumice granules of particle size 4 to 6 mm and inoculated
with seven mercury-resistant Pseudomonas species. Acidic waste-
water from a chloralkali factory was neutralized and amended with
sucrose and yeast extract prior to introduction into the bioreactor.
Concentrations of up to 10 mg/1 Hg were successfully treated with a
retention efficiency of 95%, although influent spikes above this concen-
tration had a deleterious (if reversible) effect on reactor performance.
When operated in combination with an activated carbon filter, which
also became colonized by bacteria, further removal of Hg to below
10 mg/L was reported. Very high loadings of Hg were retained in the
reactor, estimated conservatively at 31.5 kg for the 700-L vessel.

Long-term performance of the reactors has been studied, with no loss
of the entrapped Hg(0) (see Fig. 5) from the system over 16 months
(von Canstein et al., 2001). Although the reactors were sensitive to

FIG. 5. Ceramic carrier granules (Siran) with mercury droplets and biofilm of P. putida
Spi3 in a packed bed bioreactor after 2 weeks of treatment of electrolysis wastewater.

Scanning electron micrograph courtesy of Heinrich Lünsdorf, GBF.
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mechanical and physical stresses (shear from gas bubbles and in-
creased temperature over 41

�
C, respectively), the system seems robust

and able to adjust to elevated Hg(II) concentrations (up to 7.6 mg/L)
within several days (von Canstein et al., 2001). With a continuous
selection pressure for mercury resistance, a stable and highly active
mercury-reducing microbial community is established within the
bioreactors; confirmed using PCR-based techniques targeting the
intergenic spacer region of 16S–23S rDNA, and a functional gene target
for Hg(II) reduction, merA (von Canstein et al., 2001). The performance
of the reactor system has also been studied in response to the oscilla-
tion of the mercury concentration in the bioreactor inflow (von
Canstein et al., 2002). At low mercury concentrations, maximum Hg(II)
reduction occurred near the inflow at the bottom of the bioreactor.
At higher concentrations, the zone of maximum activity migrated
to the upper horizons. Molecular analysis of the microbial commu-
nities showed an increasing microbial diversity along a gradient of
decreasing mercury concentrations (von Canstein et al., 2002).

D. REDUCTION OF V(V), MO(VI), AU(III), AND AG(1)

Although most work has focused on the reduction of Fe(III)
and Mn(IV), Cr(VI), Pd(II), and Hg(II), several other high-valence transi-
tion metals can also be reduced through microbial activities.
For example, it has been suggested that the microbial reduction
of V(V) could be responsible for the precipitation of the element in
anaerobic environments and could also be used to remediate
vanadium-contaminated ore-processing waste streams (Lovley, 1993).
Despite an early study that showed V(V) reduction by Micrococcus lac-
tilyticus, Desulfovibrio desulfuricans, and Clostridium pasteurianum
(Woolfolk and Whiteley, 1962), followed by the observation that the
ability to reduce V(V) was widespread among soil bacteria and fungi
(Bautista and Alexander, 1972), few recent studies have addressed
the bioreduction of this metal. To date, most work has focused on
two pseudomonads: P. vanadiumreductans and P. isachenkovii iso-
lated from a waste stream from a ferrovanadium factory and seawater,
respectively (Yurkova and Lyalikova, 1991). Anaerobic cells were able
to utilize a wide range of electron donors including hydrogen, sugars,
and amino acids. V(V) was reduced to blue-colored V(IV) and possibly
further reduced to V(III), the latter indicated by the formation of a black
precipitate and by its reaction with the reagent tairon (Yurkova and
Lyalikova, 1991).
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Microbial reduction of Mo(VI) could also play a role in the Mo cycle,
leading to the concentration of insoluble Mo in anaerobic marine
sediments and reduction spots in rocks (Lovley, 1993), and by analogy
could be used to remediate Mo(VI)-contaminated waters. However,
comparatively few studies have addressed this process. Early work
suggested that Pseudomonas guillermondii and a Micrococcus species
could reduce Mo(VI) to molybdenum blue (Bautista and Alexander,
1972). More recently, similar activities have been identified in cultures
of a molybdenum-resistant Enterobacter species (Ghani et al., 1993).
The organism was grown under anaerobic conditions in glucose-
containing medium supplemented with 200 mM Mo(VI). Reduction
of Mo(VI) was accompanied by a change in color, as Mo(V) formed
and complexed with phosphate in the medium to form methylene
blue. The use of metabolic inhibitors suggested that the electrons
for Mo(VI) reduction were derived from the glycolytic pathway, and
the terminal reductase was downstream from cytochrome b (Ghani
et al., 1993).

The ability to reduce Mo(VI) has also been identified in pre-grown
cells of the sulfate-reducing bacterium Desulfovibrio desulfuricans
(Tucker et al., 1997). Here, lactate or hydrogen was used as an electron
donor for enzymaticmetal reduction. In parallel experiments conducted
using cultures supplied with sulfate, Mo(VI) was also reduced by bio-
genic sulfide via an indirect mechanism (Tucker et al., 1997). Cells of
D. desulfuricans immobilized in a bioreactor have also been used to
remove Mo(VI) from solution at high efficiency (Tucker et al., 1998).
The organism was unable to grow using Mo(VI) as an electron acceptor
(Tucker et al., 1997), and it is unlikely that actively growing cultures of
sulfate-reducing bacteria would play a direct role in reducing high
concentrations of Mo(VI) in the environment given the toxicity of
molybdate to these organisms (Oremland and Capone, 1988). Finally,
the thermophilic acidophiles Sulfolobus brierleyi and S. acidocaldarius
are able to couple S0 oxidation to Mo(VI) reduction (Brierley and
Brierley, 1982). Similar activities have also been noted in Thiobacillus
ferroxidans (Sugio et al., 1988).

The microbial reduction of Co(III) has received recent attention
because radioactive cobalt-60 can be a problematic contaminant at
some U.S. Department of Energy sites where radioactive waste has
been stored. Co(III) is especially mobile when complexed with EDTA,
and several studies have focused on the ability of Fe(III)-reducing
bacteria to retard the mobility of the metal through reduction to Co(II)
(Caccavo et al., 1994; Gorby et al. 1998). The Co(II) formed does not
associate strongly with EDTA (it is over 25 orders of magnitude less
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thermodynamically stable than Co(III)EDTA), and absorbs to soils,
offering potential for in situ immobilization of the metal in contami-
nated soils. However, Gorby et al. (1998) have demonstrated that re-
duced Co(II)EDTA can also transfer electrons abiotically to solid
Mn(IV) oxides, effectively acting as an electron shuttle between the bac-
terial cell and the metal oxide. Mn(IV) minerals could, therefore, play a
role inmaintaining concentrations of mobile Co(III)EDTA in the subsur-
face. The precise mechanisms of dissimilatory Co(III) reduction remain
to be investigated.

In addition to the bioremediation of toxic transition metals, micro-
bial metal reduction may also prove useful in the recovery of precious
metals including gold and silver. Early studies suggested that c-type
cytochromes of the Fe(III)-reducing bacterium G. metallireducens were
able to transfer electrons to soluble Au(III) (Lovley et al., 1993). In sub-
sequent studies a wide range of dissimilatory reducing Fe(III)-reducing
Bacteria and Archaea, including the hyperthermophilic Archaea
Pyrobaculum islandicum and Pyrococcus furiosus, the hyperthermo-
philic bacterium Thermotoga maritima, and the mesophilic bacteria
Shewanella alga and Geovibrio ferrireducens, were shown to reduce
Au(III) (as gold chloride) to insoluble Au(0) (Kashefi et al., 2001).
Organic electron donors were not utilized, and the site of precipitation
of Au(0) varied among organisms. Most strains tested precipitated Au
on the surface of the cell, while G. ferrireducens precipitated Au(0) in
the periplasm. The ability to reduce Au(III) seems to be species spe-
cific, and closely related organisms with similar activities against a
range of metals have differing activities against Au(III) (Kashefi et al.,
2001). For example, unlike P. islandicum, a close relative of P. aerophi-
lum, is unable to reduce Au(III). The obligate requirement for hydrogen
as an electron donor would suggest that a hydrogenase is involved in
Au(III) reduction, and given the direct reduction of other metals by
hydrogenase (Lloyd et al., 1997), it is possible that hydrogenases may
play a direct role in Au(III) reduction. This is yet to be tested. The
precise involvement of Fe(III)-reducing bacteria in the deposition of
Au ores also warrants attention, as it has been argued that these organ-
isms are present in high- and moderate-temperature sedimentary envir-
onments where Au deposits have been recovered (Kashefi et al., 2001).
Despite potential applications for the recovery of silver from wastes,
including those from photographic processes, microbial reduction of
Ag(I) has been studied, but in little detail. Early reports noted that
the reduction of Ag(I) may account for resistance to silver in some mi-
croorganisms (Belly and Kydd, 1982), but more recent studies have
uncovered alternative strategies for resistance to Ag(I) in organisms
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isolated from hospital burn wards where silver may be used as a
biocide (Gupta et al., 1999). Several studies, including that of Fu et al.
(2000), have shown biosorption of Ag(I) to the surface of cells (in this
case, a Lactobacillus sp.), followed by reduction to Ag(0). Here, the
mechanism for Ag(I) reduction remains unknown.

IV. Reduction of Metalloids

A. REDUCTION OF AS(V)

Arsenic exists as the arsenate anion [As(V)] in oxic environments
and binds very strongly to sediments. Under anaerobic conditions,
As(V) is reduced to the more mobile and toxic As(III). The mobilization
of arsenic in sediments poses a potential threat to the lives of millions
worldwide, for example, those in the Ganges–Meghna–Brainmaputra
delta plain who rely on contaminated wells for their drinking water
(MacArthur et al., 2000). It is also possible that microbial reduction of
As(V) to As(III) could be used to clean soils or sediments that are
contaminated with the toxic metalloid. As with several other metal
reduction processes discussed, As(V) reduction can be catalyzed by
biotic or abiotic mechanisms. Early evidence for a microbial role in
As(V) reduction in sediments has been reviewed extensively by Orem-
land and Stolz (2000). These include inhibition of As(V) reduction by
treatment of sediments with heat and a wide range of antimicrobials.
In addition, As(V) reduction was inhibited by air but enhanced by an
atmosphere of hydrogen, suggesting the involvement of anaerobic
metal-reducing bacteria.

Indeed, several organisms capable of growing through dissimilatory
reduction of As(V) have now been isolated. Chrysiogenes arsenatis is
a strict anaerobe that was isolated from wastewater from a gold mine
(Macy et al., 1996). This organism contains a periplasmic arsenate
reductase consisting of two subunits (masses 87 and 29 kDa) which
contain Mo, Fe, S, and Zn cofactors (Krafft and Macy, 1998). Sulfuro-
spirillum arsenophilum (previously strain MIT-13) is a gram-negative
vibroid microaerobic sulfur-reducing bacterium isolated from ar-
senic-contaminated watershed sediments in eastern Massachusetts. It
is a very close relative of Sulfurosprillum barnessi, which can also
reduce As(V), and has a broad activity against metals including Fe(III)
and Se(VI) (see sections on these metals/metalloids). An Oremland and
Stolz review (2000) has mentioned the preliminary purification
and characterization of an arsenate reductase from this organism, which
constituted a trimeric complex of mass 120 kDa, consisting of subunits
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of 65 kDa, 31 kDa, and 22 kDa. A gram-positive sulfate-reducing bacter-
ium Desulftomaculum auripigmentum has also been described that re-
duces As(V) followed by sulfate, resulting in the formation of orpiment
(As2S3) (Newman et al., 1998). Reduction of As(V) to As(III) by the ArcC
reductase also forms the basis of a well-studied microbial arsenic resist-
ance mechanism, preceding efflux of As(III) from the cell. This mechan-
ism has been reviewed in detail (Mukhopadhyay et al., 2002) and will
not be discussed further. It should be noted, however, that ArcC-medi-
ated As(V) reduction does not support microbial growth, and there is
currently little evidence linking this mechanism of As(V) reduction to
the biogeochemical cycling of arsenic. Finally, on this note, it is worth
mentioning that a new organism has recently been isolated that is able
to use As(III) as an electron donor for aerobic growth (Santini et al.,
2000), closing the biological As cycle.

B. REDUCTION OF SE(VI) AND (IV) AND OTHER Group VIB ELEMENTS

Reduction of toxic Se(VI) and Se(IV) to relatively unreactive Se(0)
results in its removal from contaminated water. Several studies have
demonstrated that these transformations can be catalyzed by microbes
(for an overview, see Oremland and Stolz, 2000). For example, the
ability to reduce Se(VI) is widespread in sediments, with biological
reduction unequivocally demonstrated in 10 out of 11 sediment types
(Steinberg and Oremland, 1990). Also, Se(VI) is not reduced chem-
ically under physiological conditions of pH and temp, and Se(VI)
reduction is inhibited by autoclaving of sediments. Se(VI) reduction
is also inhibited by chromate and tungstate, but not by molybdate,
an inhibitor of sulfate-reducers (Oremland et al., 1989; Steinberg
and Oremland, 1990). These results suggest the involvement of a mo-
lybdenum-containing enzyme, recently backed up by the study of
Schroder (Schroder et al., 1997), who identified a Mo-containing
membrane-bound Se(VI) reductase in Thauera selanatis as will be
described.

Organisms that are known to reduce Se(VI) enzymatically include
Wolinella succinogenes (Tomei et al., 1992), Desulfovibrio desulfuri-
cans (Tomei et al., 1995), Pseudomonas stutzeri (Lortie et al., 1992),
Enterobacter cloaceae (Losi and Frankenberger, 1997), and E. coli
(Avazeri et al., 1997). In these examples, Se(VI) reduction does not sup-
port growth, and seems to be incidental to the physiology of the organ-
ism. In at least one organism (E. coli), the involvement of broad
specificity nitrate reductases is implicated by biochemical studies
(Avazeri et al., 1997). In addition to these rather nonspecific reactions,
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specialist organisms are known to conserve energy through Se(VI)
reduction, including Thauera selanatis (Macy and Lawson, 1993) and
Sulfurospirillum barnesii (originallyGeospirillum barnesii strain SES-3
(Stolz et al., 1997)) and two other bacilli (Bacillus arsenicoselanatis and
B. selenitireducens), both isolated from Mono Lake, California (Switzer
Blum et al., 1998). Of these four model organisms, the mechanism of
Se(VI) reduction is best understood in T. selanatis (Schroder et al.,
1997). A periplasmic complex of approximately 180 kDa (with sub-
units of masses 96, 40, and 23 kDa) has been characterized and shown
to contain Mo, Fe, and acid labile sulfur. Specificity for Se(VI) is high,
with a Km of 16 mM. The enzyme was unable to reduce nitrate, nitrite,
chlorate, chlorite, or sulfate. Earlier studies had suggested that the
enzyme that catalyzed further reduction of Se(IV) (selenite) to
elemental selenium in the organism was a component of the nitrate-
respiratory system, possibly a periplasmic nitrate reductase (DeMoll-
Decker and Macy, 1993). It was also noted in this study that T. selanatis
was unable to grow through the reduction of selenite. Biochemical
studies are not so advanced in S. barnessii, although the enzyme activ-
ity contrasts with that characterized in T. selanatis as it is localized
in the membrane fraction and may have a wider substrate specificity
(Stolz et al., 1997). Whole cells of S. barnessii can use a very wide range
of electron acceptors (including Se(VI) in addition to As(V), nitrate,
fumarate, and thiosulfate), and despite the proposed wide specificity
of the Se(VI) reductase, the authors of this chapter suggest that a
suite of specific terminal reductases are required for growth on the
different electron acceptors. This hypothesis is based on the ob-
served differential cytochrome content and cytochrome activity when
grown on alternative electron acceptors; at least three different
b-type and 2 different c-type cytochromes have been detected (Stolz
et al., 1997).

Several studies have demonstrated that microbial reduction of Se(VI)
can be harnessed in bioreactors to remove the toxic metalloid from
contaminated water. A pilot-scale bioreactor containing T. selenatis
has been used successfully to treat drainage water contaminated with
both Se(VI) and nitrate in the Panoche Water District, San Joaquin
Valley, California (Cantafio et al., 1996). Selenium oxyanion concentra-
tions (selenate plus selenite) in the drainage water were reduced by
98%, to an average of 12 � 9 mg/L, while nitrate and nitrite concentra-
tions were reduced to 0.1 and 0.01 mM, respectively (98% reduction).
Between 91% and 96% of the selenium recovered was elemental sele-
nium. Acetate was the electron donor of choice and in a subsequent
study was generated for Se(VI) reduction through the fermentation of
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whey (Bledsoe et al., 1999). A more recent study has used a 0.5 L che-
mostat containing Bacillus sp. SF-1 to treat model wastewater contain-
ing selenate (at 41.8 mg/L) (Fujita et al., 2002). Excess lactate was
supplied as the electron donor. Accumulation of selenite was noted
at high dilution rates, but the selenite was further reduced to elemental
selenium by increasing the residence time in the reactor (Fujita et al.,
2002).

Tellurium shares several chemical properties with selenium and
sulfur, and is used as an additive in steel making (to improve ‘‘machin-
ability’’), as an industrial catalyst, and also as a photoreceptor in
copiers. Tellurite (TeO3

2�) reduction has been studied in several organ-
isms, mainly in the context of resistance to this anionic form of tellur-
ium. As the metalloid is precipitated as elemental Te(0), this form of
metabolism could also be used to treat Te(IV)-contaminated water.
Basal levels of resistance to toxic Te(IV) have been attributed to the
activity of a membrane-bound nitrate reductase in Escherichia coli
(Avazeri et al., 1997). An additional Te(IV) reductase was detected in
the soluble fraction of anaerobically grown cells. Growth using Te(IV)
as an electron acceptor was also reported in an engineered strain
overexpressing nitrate-reductase but was not thought to be physiologic-
ally relevant in wild-type cells of E. coli (Avazeri et al., 1997). Rhodo-
bacter sphaeroides has also been reported to reduce Te(IV) (as well
as oxyanions of Se), with a requirement for a functional photosyn-
thetic electron transfer chain under photosynthetic conditions, or
cytochromes bc1 and c2 when grown aerobically (Moore and Kaplan,
1992). Again, metal reduction was discussed in the context of resis-
tance to the metalloids. Finally, plasmids are known to encode several
distinct resistance determinants for Te(IV), and again Te(IV) reduction
is implicated as the resistance mechanism as elemental Te is laid down
in Te-resistant bacteria (Taylor, 1999). Other mechanisms of resistance
may be important, however, involving cysteine-metabolizing enzymes
and methyl transferases (Taylor, 1999). Finally, Te(IV) (and Se(VI)/
Se(IV)) reduction and precipitation by sulfate-reducing bacteria
have also been reported, in the order Te(IV)>S(VI)>Se(IV), which is
in contrast to that predicted by the redox potentials alone (Lloyd
et al., 2001). To date, there have been no reports of microbial growth
coupled to the reduction of Te(IV) by non-genetically engineered
microorganisms.

One last member of the Group VIB that warrants brief discussion is
polonium. 210Po is the terminal member of the 238U decay series, pro-
duced by the decay of 210Pb via 210Bi. 210Po has attracted attention, ac-
counting for all �-emitting activity in some samples of groundwater

MICROBIAL METAL REDUCTION 111



from the Central Florida Phosphate District (Burnett et al., 1987)
and has also been identified as a troublesome isotope contaminat-
ing and fouling drilling equipment during oil exploration in areas rich
in uranium ores (Lloyd and Macaskie, 2000). Little is known about the
geochemistry of Po, but there is evidence that factors affecting the sulfur
cycle may affect Po availability. Indeed, Cherrier et al. (1995) demon-
strated the microbial uptake of Po into the cellular pool, indicating
the potential for assimilative Po reduction and a biochemical role analo-
gous to that of S. Given that a range of anaerobic bacteria are also able to
reduce Se and Te oxyanions, it is likely that dissimilatory reduction of
Po is possible and could be used to treat Po-contaminated water.

V. Reduction and Bioremediation of Actinides and Fission Products

Although there are natural sources of radioactivity, the release of
anthropogenic radionuclides into the environment is significant and a
subject of intense public concern. Large quantities of radionuclides
were released as a consequence of nuclear weapons testing in the
1950s and 1960s, while the controlled discharge of process effluents
produced by industrial activities allied to the generation of nuclear
power continues to introduce radioactivity into the environment today.
Indeed, research programs aimed at remediating large areas of land
contaminated by radionuclides in the United States, at so-called
‘‘superfund sites,’’ have resulted in significant advances in the under-
standing of the mechanisms of metal and radionuclide reduction in the
subsurface (for examples, see www.lbl.gov/NABIR). Indeed, because
many radionuclides of concern are both redox active and less soluble
when reduced, bioreduction offers much promise for controlling the
solubility and mobility of target radionuclides in contaminated sedi-
ments, e.g., the reduction of U(VI) (the uranyl ion; UO2

2þ) to U(IV)
(uraninite; UO2) (Lovley and Phillips, 1992; Lovley et al., 1991) or the
reduction of the fission product Tc(VII) (the pertechnetate ion; TcO4

�)
to Tc(IV) (TcO2) (Lloyd et al., 2000).

A. REDUCTION OF U(VI); IN SITU BIOREMEDIATION

The first demonstration of dissimilatory U(VI) reduction was by
Lovley and coworkers (1991) who reported that the Fe(III)-reducing bac-
teria Geobacter metallireducens (previously designated strain GS-15)
and Shewanella oneidensis (formerly Alteromonas putrefaciens and
then Shewanella putrefaciens) can conserve energy for anaerobic
growth via the reduction of U(VI). It should be noted, however, that
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the ability to reduce U(VI) enzymatically is not restricted to Fe(III)-
reducing bacteria. Other organisms, including a Clostridium sp. (Fran-
cis, 1994) and the sulfate-reducing bacteria Desulfovibrio desulfuricans
(Lovley and Phillips, 1992) and D. vulgaris (Lovley and Phillips, 1994),
also reduce uranium but are unable to conserve energy for growth via
this transformation. To date, D. vulgaris remains the only organism in
which the enzyme system responsible for U(VI) reduction has been
characterized in detail. Purified tetraheme cytochrome c3 was shown
to function as a U(VI) reductase in vitro, in combination with
hydrogenase, its physiological electron donor (Lovley and Phillips,
1994). In vivo studies using a cytochrome c3 mutant of the close relative
D. desulfuricans strain G20 confirmed a role for cytochrome c3 in hydro-
gen-dependent U(VI) reduction but suggested additional pathways from
organic electron donors to U(VI), which bypassed the cytochrome
(Payne et al., 2002).

More recent studies have identified a homologous cytochrome
(PpcA), a triheme periplasmic cytochrome c7 of the Fe(III)-reducing
bacterium Geobacter sulfurreducens that may also play a role in
U(VI) reduction (Lloyd et al., 2003). The protein was able to reduce
U(VI) in vitro, while a ppcA deletion mutant supplied with acetate as
an electron donor had lower activity against U(VI) (Lloyd et al.,
2003). Additional (if indirect) evidence linking the activity of this
periplasmic protein with U(VI) reduction in vitro included the precipi-
tation of the reduced product U(IV) in the periplasm (see Fig. 6) and
the lack of impact of protease treatment of whole cells on the ability
to reduce U(VI) (Lloyd et al., 2002). This final result is particularly
important, as it implies that U(VI) and Fe(III) are reduced by different
mechanisms in G. sulfurreducens. U(VI) would seem to be reduced
in the periplasm, while the reduction of insoluble Fe(III) oxides
was inhibited dramatically by protease treatment, presumably due
to removal of surface-bound cytochromes required for reduction of
the extracellular electron acceptor. The mechanism of U(VI) reduction
by an S. putrefaciens strain has also been investigated (Wade and
DiChristina, 2000). A novel screening method was used to identify
mutants that were unable to reduce U(VI). Evidence was presented to
suggest that the mechanism of U(VI) reduction was distinct from those
of Fe(III) and Mn(IV) reduction but may share components of the
nitrite-reducing pathway (Wade and DiChristina, 2000).

The potential for dissimilatory metal-reducing microorganisms to
effectively bioremediate uranium has been demonstrated in a series
of laboratory and field experiments. The addition of acetate to ura-
nium-contaminated subsurface sediments stimulated U(VI) reduction
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in laboratory sediment incubations (Finneran et al., 2002). Nitrate had
to be reduced before U(VI) reduction in part because some Fe(III)-reduc-
ing microorganisms preferentially reduce nitrate, but also because some
of these organisms can oxidize U(IV) with the reduction of nitrate. Once
nitrate was depleted, U(VI) was reduced concurrently with Fe(III) and
prior to sulfate reduction (Finneran et al., 2002). Molecular analysis
of a variety of sediments demonstrated that microorganisms in the
Geobacteraceae family were highly enriched during U(VI) reduction,
accounting for nearly half of the microbial community (Holmes et al.,
2002). In a field study, the addition of acetate stimulated concurrent
U(VI) and Fe(III) reduction with highly effective removal of U(VI) from
the groundwater during the Fe(III) reduction phase (Anderson et al.,
submitted for publication). During the period of rapid U(VI) reduction,
Geobacter species accounted for as much as 85% of the microorganisms

FIG. 6. Transmission electron micrograph of thin sections of Geobacter sulfurreducens
containing electron-dense precipitates of U(IV) formed through the bioreduction of
U(VI). Uraniumwas identified by EDS (B). Bar ¼ 0.5 mm. Adapted from Lloyd et al., 2002.
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in the groundwater. These studies have suggested that stimulating the
activity of Geobacter species in subsurface environments is an effective
strategy for immobilizing contaminant uranium in the subsurface.

B. REDUCTION OF NP(V) AND PU(IV)

Although 238U remains the priority pollutant in most medium- and
low-level radioactive wastes, other actinides, including, 230Th, 237Np,
241Pu, and 241Am, can also be present (Lloyd and Macaskie, 2000;
Macaskie, 1991). Th(IV) and Am(III) are stable across most Eh values
encountered in radionuclide-contaminated waters (Fig. 7) but the
potentials for Pu(V)/Pu(IV) and Np(V)/Np(IV), in common with that
of U(VI)/U(IV), are more electropositive than the standard redox poten-
tial of ferrihydrite/Fe2þ (approximately 0 V (Thamdrup, 2000)). Thus,
Fe(III)-reducing bacteria have the metabolic potential to reduce these
radionuclides enzymatically or via Fe(II) produced from the reduction
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FIG. 7. Oxidation state of actinides as a function of standard reduction potential at pH

7, with redox potentials of common microbial respiratory processes (adapted from
Banaszak et al., 1999; Lloyd et al., 2002).
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of Fe(III) oxides. This is significant because the tetravalent actinides
are amenable to bioremediation due to their high ligand-complexing
abilities (Lloyd and Macaskie, 2000) and are also immobilized in
sediments containing active biomass (Peretrukhin et al., 1996). Thus,
although it is possible for Fe(III)-reducing bacteria to reduce and pre-
cipitate actinides in one step (e.g., the reduction of soluble U(VI) to
insoluble U(IV) [see preceding]), some transformations do not result
in direct formation of an insoluble mineral phase but in the formation
of a cation more amenable to bioprecipitation. This is illustrated when
considering highly soluble Np(V) (NpO2

þ), which was reduced to
soluble Np(IV) by S. putrefaciens, with the Np(IV) removed as an insol-
uble phosphate biomineral by a phosphate-liberating Citrobacter sp.
(Lloyd et al., 2000). Also, some studies have suggested that the reduc-
tion of Pu(IV) to (III) can be achieved by Fe(III)-reducing bacteria, al-
though the Pu(III) was reported to reoxidize spontaneously (Rusin
et al., 1994). Although this may lead to solublization of sediment-
bound Pu(IV), it will yield a trivalent actinide that is also amenable
to bioremediation using a range of microbially produced ligands (Lloyd
and Macaskie, 2000). The biochemical basis of these transformations
remains uncharacterized.

C. REDUCTION OF TC(VII)

The fission product technetium is another long-lived radionuclide
that is present in nuclear waste and has attracted considerable interest.
This is due to a combination of its mobility as the soluble pertechnetate
ion (Tc(VII); TcO4�), its bioavailability as an analog of sulfate, and its
long half-life (2.13 � 105 years) (Wildung et al., 1979). Like Np(V),
Tc(VII) has weak ligand-complexing capabilities and is difficult to
remove from solution using conventional ‘‘chemical’’ approaches. Sev-
eral reduced forms of the radionuclide are insoluble, however, and
metal-reducing microorganisms can reduce Tc(VII) and precipitate
the radionuclide as a low-valence oxide. Thus, microbial reduc-
tion of Tc(VII) to insoluble Tc(IV) offers considerable potential for
the remediation of sediments and waters contaminated with the
radionuclide.

Although microbial metabolism was known to decrease the solubil-
ity of Tc from earlier studies (Henrot, 1989; Pignolet et al., 1989), Lloyd
and Macaskie (1996) were the first to unequivocally demonstrate
direct enzymatic reduction of Tc(VII) by microorganisms. In this study,
a novel phosphorimager technique was used to confirm reduction
of the radionuclide by S. putrefaciens and Geobacter metallireducens,
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with similar activities subsequently detected in laboratory cultures of
Rhodobacter sphaeroides, Paracoccus denitrificans, some Pseudomo-
nads (Lloyd et al., 2002), E. coli (Lloyd et al., 1997), and a range of sul-
fate-reducing bacteria (Lloyd et al., 2001, 1998; 1999). Other workers
have used this technique to show that Thiobacillus ferrooxidans and
T. thiooxidans (Lyalikova and Khizhnyak, 1996) and the hyperthermo-
phile Pyrobaculum islandicum (Kashefi and Lovley, 2000) are also able
to reduce Tc(VII). It should be stressed that Tc(VII) reduction has not
been shown to support growth in any of these studies and seems to
be a fortuitous biochemical side reaction in the organisms studied to
date. Finally, x-ray absorption spectroscopy studies have recently iden-
tified insoluble Tc(IV) as the final oxidation state produced when
Tc(VII) is reduced enzymatically by Geobacter sulfurreducens (Lloyd
et al., 2000), E. coli (Lloyd and Sole, unpublished), and S. putrefaciens
(Wildung et al., 2000). Other studies have also shown that Tc(VII) can
be reduced via indirect microbial processes, for example, biogenic sul-
fide (Lloyd et al., 1998), Fe(II) (Lloyd et al., 2000), or U(IV) (Lloyd et al.,
2002). Tc(VII) reduction and precipitation by biogenic Fe(II) is particu-
larly efficient andmayoffer a potentially usefulmechanism for the reme-
diation of Tc-contaminated sediments containing active concentrations
of Fe(III)-reducing bacteria (Lloyd et al., 2000).

The biochemical basis of Tc(VII) reduction has been best studied in
E. coli. Initial studies demonstrated that anaerobic, but not aerobic, cul-
tures of E. coli reduced Tc(VII) with the reduced radionuclide precipi-
tated within the cell (Lloyd et al., 1997). Results obtained from studies
conducted with wild-type cells and 34 defined mutants defective in the
synthesis of regulatory or electron transfer proteins were used to con-
struct a model for Tc(VII) reduction by E. coli. The central tenet of this
model is that the hydrogenase 3 component of FHL catalyzes the trans-
fer of electrons from dihydrogen to Tc(VII). According to this model,
the formate dehydrogenase component (FdhH) is required only if
formate, or a precursor, is supplied as an electron donor for Tc(VII) re-
duction in place of hydrogen. This model has been validated by the
observations that a mutant unable to synthesize hydrogenase 3 was
unable to reduce Tc(VII) when either hydrogen or formate was supplied
as an electron donor (Lloyd et al., 1997).

The identification of hydrogenase 3 of FHL as the Tc(VII) reductase
of E. coli opened up the way for a program to screen for organisms
with naturally enhanced activities against Tc(VII). Several organisms
documented to have naturally high activities of FHL or uptake hydro-
genase were tested, resulting in the identification of several strains of
sulfate-reducing bacteria that were able to couple the oxidation of
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formate or hydrogen to Tc(VII) reduction (Lloyd et al., 2001). Rates
of reduction in some strains were approximately 64-fold greater than
those recorded in anaerobic cultures of E. coli (Lloyd et al., 1999).
Desulfovibrio desulfuricans (Lloyd et al., 1999) and related strains
(Lloyd et al., 2001) were also able to utilize formate as an efficient
electron donor for Tc(VII) reduction. This is consistent with the exist-
ence of a rudimentary FHL complex (consisting of a formate dehydro-
genase coupled to a hydrogenase via a cytochrome) located in the
periplasm of these strains (Peck, 1993). Accordingly, the site of re-
duced Tc precipitation was identified as the periplasm in D. desulfur-
icans (Lloyd et al., 1999), and more recent studies have confirmed a
role for a periplasmic Ni–Fe hydrogenase in Tc(VII) reduction by a rela-
tive in the � subclass of the Proteobacteria, the sulfate-reducing bacter-
ium Desulfovibrio fructosovorans (De Luca et al., 2001). Subsequent
studies on the development of a bioprocess to treat Tc(VII)-contamin-
ated water have focused on the use of immobilized cells of sulfate-re-
ducing bacteria, such as D. desulfuricans, which are robust and
capable of treating low concentrations of Tc(VII) against a high back-
ground of contaminating nitrate ions, is often noted in nuclear waste
(Lloyd et al., 1999).

VI. Future Directions

Although the environmental relevance of metal reduction processes
has only recently become apparent, rapid advances in the understand-
ing of these important biotransformations have been made. This has led
the way to the development of several practical applications, most
notably for the ex situ remediation of Hg(II)-contaminated water at pilot
scale. Metal reduction processes also offer considerable potential for
the treatment of contaminated water in situ, although advances are
required in the understanding of the mechanisms of metal reduction
in complex sedimentary environments, and these must be interfaced
with advances in hydrology and civil engineering. Similar multidisci-
plinary approaches are also required if the nanoscale biominerals
(e.g., Pd(0) and magnetite) produced by metal-reducing bacteria are to
reach their full potential for a range of applications.
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for kindly providing Figs. 2 and 3.

REFERENCES

Ahmann, D., Roberts, A. L., Krumholz, L. R., and Morel, F. M. M. (1994). Microbe grows
by reducing arsenic. Nature 371, 750.

Anderson, R. T., Rooney-Varga, J., Gaw, C. V., and Lovley, D. R. (1998). Anaerobic

benzene oxidation in the Fe(III)-reduction zone of petroleum-contaminated aquifers.
Environ. Sci. Technol. 32, 1222–1229.

Avazeri, C., Turner, R. J., Pommier, J., Weiner, J. H., Giordano, G., and Vermeglio, A.

(1997). Tellurite reductase activity of nitrate reductase is responsible for the basal

resistance of Escherichia coli to tellurite. Microbiol. 143, 1181–1189.
Banaszak, J. E., Rittman, B. E., and Reed, D. T. (1999). Subsurface interactions of actinide

species and microorganisms: Implications for the bioremediation of actinide–organic

mixtures. J. Radioanal. Nucl. Chem. 241, 385–435.
Barkay, T., Miller, S. M., and Summers, A. (2003). Bacterial mercury resistance from

atoms to ecosystems. FEMS Microbiol. Rev. 27, 355–384.
Bautista, E. M., and Alexander, M. (1972). Reduction of inorganic compounds by soil

microorganisms. Soil Sci. Soc. Amer. Proc. 36, 918–920.
Baxter-Plant, V. S., Mikheenko, I. P., and Macaskie, L. E. (2003). Sulphate-reducing

bacteria, palladium, and the reductive dehalogenation of chlorinated aromatic

compounds. Biodegradation, 14, 83–90.

Beliaev, A. S., Saffarini, D. A., McLaughlin, J. L., and Hunnicutt, D. (2001). MtrC, an
outer membrane decahaem c cytochrome required for metal reduction in Shewanella
putrefaciens MR-1. Mol. Microbiol. 39, 722–730.

Belly, R. T., and Kydd, G. C. (1982). Silver resistance in microorganisms. Dev. Ind.
Microbiol. 23, 567–577.

Bledsoe, T. L., Cantafio, A. W., and Macy, J. M. (1999). Fermented whey—An

inexpensive feed source for a laboratory scale selenium-bioremediation reactor

system inoculated with Thauera selenatis. App. Microbiol. Biotechnol. 51, 682–685.
Bond, D. R., Holmes, D. E., Tender, L. M., and Lovley, D. R. (2002). Electrode-reducing

microorganisms that harvest energy from marine sediments. Science 295, 483–485.

Bond, D. R., and Lovley, D. R. (2003). Electricity production by Geobacter sulfurreducens
attached to electrodes. Appl. Environ. Microbiol. 69, 1548–1555.

Bontidean, I., Csoregi, E., Corbisier, P., Lloyd, J. R., and Brown, N. L. (2002). Bacterial

metal-responsive elements and their use in biosensors for monitoring of heavy

metals. In ‘‘The Handbook of Heavy Metals in the Environment,’’ (B. Sankar, ed.),

pp. 647–680. Marcel Dekker Inc., New York.
Bontidean, I., Lloyd, J. R., Hobman, J. L., Wilson, J. R., Csoregi, E., Mattiasson, B., and

Brown, N. L. (2000). Bacterial metal-resistance proteins and their use in biosensors

for the detection of bioavailable heavy metals. J. Inorg. Biochem. 79, 225–229.
Brierley, C. L., and Brierley, J. A. (1982). Anaerobic reduction of molybdenum by

Sulfolobus species. Zbl. Bakt. Hyg., I. Abt. Orig. C3, 289–294.
Bruins, M. R., Kapil, S., and Oehme, F. W. (2000). Microbial resistance to metals in the

environment. Ecotoxicol. Environ. Saf. 45, 198–207.
Burnett, W. C., Cowart, J. B., and Chin, P. A. (1987). Polonium in the superficial aquifer

of West Central Florida. In ‘‘Radon Radium and Other Radioactivity in Groundwater:

MICROBIAL METAL REDUCTION 119



Hydrogeologic Impact and Application to Indoor Airborne Contamination,’’ (B.

Graves, ed.), pp. 251–269. Lewis Publ.

Caccavo, F. Jr., Coates, J. D., Rossello-Mora, R. A., Ludwig, W., Schleifer, K. H., Lovley, D.
R., and McInerney, M. J. (1996). Geovibrio ferrireducens, a phylogenetically distinct

dissimilatory Fe(III)-reducing bacterium. Arch. Microbiol. 165, 370–376.
Caccavo, Jr., F., Lonergan, D. J., Lovley, D. R., Davis, M., Stolz, J. F., and McInerney, M. J.

(1994). Geobacter sulfurreducens sp. nov., a hydrogen and acetate-oxidizing
dissimilatory metal-reducing microorganism. Appl. Environ. Microbiol. 60,

3752–3759.

Cantafio, A. W., Hagen, K. D., Lewis, G. E., Bledsoe, T. L., Nunan, K. M., and Macy, J. M.

(1996). Pilot-scale selenium bioremediation of San Joaquin drainage water with
Thauera selenatis. App. Environ. Microbiol. 62, 3298–3303.

Cherrier, J., Burnett, W. C., and LaRock, P. A. (1995). Uptake of polonium and sulfur by

bacteria. Geomicrobiol. J. 13, 103–115.
Childers, S. E., Ciufo, S., and Lovley, D. R. (2002). Geobacter metallireducens access

Fe(III) oxide by chemotaxis. Nature 416, 767–769.

Chirwa, E. M. N., and Wang, Y. T. (1997). Biological reduction of hexavalent chromium

by Bacillus sp. in a packed bed bioreactor. Env. Sci. Technol. 31, 1446–1451.
Chirwa, E. M. N., and Wang, Y. T. (1997). Biological reduction of hexavalent chromium

by Pseudomonas fluorescens LB 300 in a fixed-film reactor. J. Environ. Eng. 123,
760–766.

Chirwa, E. S., and Wang, Y.-T. (2000). Simultaneous chromium(VI) reduction and phenol
degradation in an anaerobic consortium of bacteria. Wat. Res. 34, 2376–2384.

Coates, J. D., Bhupathiraju, V. K., Achenbach, L. A., McInerney, M. J., and Lovley, D. R.

(2001). Geobacter hydrogenophilus, Geobacter chapellei, and Geobacter grbiciae,
three new, strictly anaerobic, dissimilatory Fe(III)-reducers. Int. J. Syst. Evol.
Microbiol. 51, 581–588.

Coates, J. D., Ellis, D. J., Gaw, C. V., and Lovley, D. R. (1999). Geothrix fermentans gen.

nov., sp nov., a novel Fe(III)-reducing bacterium from a hydrocarbon-contaminated
aquifer. Int. J. Syst. Bacteriol. 49, 1615–1622.

Coleman, M. L., Hedrick, D. B., Lovley, D. R., White, D. C., and Pye, K. (1993). Reduction

of Fe(III) in sediments by sulphate-reducing bacteria. Nature 361, 436–438.

Coppi, M. V., Leang, C., Sandler, S. J., and Lovley, D. R. (2001). Development of genetic
system for Geobacter sulfurreducens. Appl. Environ. Microbiol. 67, 3180–3187.

De Luca, G., Philip, P., Dermoun, Z., Rousset, M., and Vermeglio, A. (2001). Reduction of

technetium(VII) by Desulfovibrio fructosovorans is mediated by the nickel–iron

hydrogenase. App. Environ. Microbiol. 67, 4583–4587.
DeMoll-Decker, H., and Macy, J. M. (1993). The periplasmic nitrite reductase of Thauera

selanatis may catalyze the reduction of selenite to elemental selenium. Arch.
Microbiol. 160, 241–247.

deVargas, I., Macaskie, L. E., and Guibal, E. (2003). Biosorption of palladium and

platinum by sulphate-reducing bacteria. J. Chem. Technol. Biotechnol., In Press.

DiChristina, T. J., Moore, C. M., and Haller, C. A. (2002). Dissimilatory Fe(III) and Mn(IV)

reduction by Shewanella putrefaciens requires ferE, a homolog of the pulE (gspE)
type II protein secretion gene. J. Bacteriol. 184, 142–151.

Eccles, H., Garnham, G., Lowe, C., and Bruce, N. (1996). Biosensors for detecting metal

ions capable of being reduced by reductase enzymes. USA: British Nuclear Fuels

PLC.
Ehrlich, H. L. (1996). ‘‘Geomicrobiology,’’ 3rd edition. New York: Marcel Dekker Inc.

120 LLOYD et al.



Fendorf, S., and Li, G. (1996). Kinetics of chromate reduction by ferrous iron. Environ.
Sci. Technol. 30, 1614–1617.

Finneran, K. T., Anderson, R. T., Nevin, K. P., and Lovley, D. R. (2002). Potential for
bioremediation of uranium-contaminated aquifers with microbial U(VI) reduction.

Soil Sed. Contam. 11, 339–357.
Finneran, K. T., Housewright, M. E., and Lovley, D. R. (2002). Multiple influences of

nitrate on uranium solubility during bioremediation of uranium-contaminated
subsurface sediments. Environ. Microbiol. 4, 510–516.

Francis, A. J. (1994). Microbial transformations of radioactive wastes and environmental

restoration through bioremediation. J. Alloys and Compounds 213/214, 226–231.

Fu, J. K., Liu, Y. Y., Gu, P. Y., Tang, D. L., Lin, Z. Y., Yao, B. X., and Weng, S. Z. (2000).
Spectroscopic characterization on the biosorption and bioreduction of Ag(I) by

Lactobacillus sp. A09. Acta Physico-Chimica Sinica 16, 779–782.

Fude, L., Harris, B., Urrutia, M. M., and Beveridge, T. J. (1994). Reduction of Cr(VI) by a
consortium of sulfate-reducing bacteria (SRB III). Appl. Environ. Microbiol. 60,

1525–1531.

Fujita, M., Ike, M., Kashiwa, M., Hashimoto, R., and Soda, S. (2002). Laboratory-scale

continuous reactor for soluble selenium removal using selenate-reducing bacterium,
Bacillus sp. SF-1. Biotech. Bioeng. 80, 755–761.

Gaspard, S., Vazquez, F., and Holliger, C. (1998). Localization and solubilization of the

iron(III) reductase of Geobacter sulfurreducens. Appl. Environ. Microbiol. 64,

3188–3194.
Geiselhart, L., Osgood, M., and Holmes, D. S. (1991). Ann. N. Y. Acad. Sci. 646,

53–60.

Ghani, B., Takai, M., Hisham, N. Z., Kishimoto, N., Ismail, A. K., Tano, T., and Sugio, T.

(1993). Isolation and characterization of a Mo6+-reducing bacterium. App. Environ.
Microbiol. 59, 1176–1180.

Gorby, Y. A., F., C., and Bolton, H. (1998). Microbial reduction of cobalt III EDTA� in

the presence and absence ofmanganese(IV) oxide.Environ. Sci. Technol. 32, 244–250.
Green, A. C., Patel, B. K. C., and Sheehy, A. J. (1997). Deferribacter thermophilus gen. sp.

nov., a novel thermophilic manganese- and iron-reducing bacterium isolated from a

petroleum reservoir. Intern. J. System. Bacteriol. 47, 505–509.
Guibal, E., Larkin, A., Vincent, T., and Tobin, J. M. (1999) Platinum recovery on chitosan-

based sorbents. In ‘‘Biohydrometallurgy and the Environment. Towards Mining in

the 21st Century’’ (R. Amils and A. Ballester, eds.), pp. 265–275. Elsevier

Amsterdam.

Gupta, A., Matsui, K., Lo, J. F., and Silver, S. (1999). Molecular basis for resistance to
silver cations in Salmonella. Nature Medicine 5, 183–188.

Henrot, J. (1989). Bioaccumulation and chemical modification of Tc by soil bacteria.

Health Phys. 57, 239–245.
Hobman, J. L., Wilson, J. W., and Brown, N. L. (2000). Microbial mercury reduction. In

‘‘Environmental Microbe–Metal Interactions,’’ (D. R. Lovley, ed.), pp. 177–197.

Washington, DC.

Holmes, D. E., Finneran, K. T., and Lovley, D. R. (2002). Enrichment of Geobacteraceae
associated with stimulation of dissimilatory metal reduction in uranium-

contaminated aquifer sediments. Appl. Environ. Microbiol. 68, 2300–2306.
Iwahori, K., Takeuchi, F., Kamimura, K., and Sugio, T. (2000). Ferrous iron-dependent

volatilization of mercury by the plasma membrane of thiobacillus ferrooxidans.
Appl. Environ. Microbiol. 66, 3823–3827.

MICROBIAL METAL REDUCTION 121



Jones, J. G., Gardener, S., and Simon, B. M. (1984). Reduction of ferric iron by

heterotrophic bacteria in lake sediments. J. Gen. Microbiol. 130, 45–51.
Kashefi, K, and Lovley, K. (2000). Reduction of Fe(III), Mn(IV), and toxic metals at 100

�
C

by Pyrobaculum islandicum. Appl. Environ. Microbiol. 66, 1050–1056.
Kashefi, K., Tor, J. M., Nevin, K. P., and Lovley, D. R. (2001). Reductive precipitation of

gold by dissimilatory Fe(III)-reducing Bacteria and Archaea. App. Environ.
Microbiol. 67, 3275–3279.

Krafft, T., and Macy, J. M. (1998). Purification and characterization of the respiratory

arsenate reductase of Chrysiogenes arsenatis. Eur. J. Biochem. 255, 647–653.
Leang, C., Coppi, M. V., and Lovley, D. R. (2003). OmcB, a c-type polyheme cytochrome,

involved in Fe(III) reduction in Geobacter sulfurreducens. J. Bacteriol. 185,
2096–2103.

Lloyd, J. R., Blunt-Harris, E. L., and Lovley, D. R. (1999). The periplasmic 9.6 kDa c-type

cytochrome of Geobacter sulfurreducens is not an electron shuttle to Fe(III).
J. Bacteriol. 181, 7647–7649.

Lloyd, J. R., Chesnes, J., Glasauer, S., Bunker, D. J., Livens, F. R., and Lovley, D. R. (2002).

Reduction of actinides and fission products by Fe(III)-reducing bacteria. Geomicro-
biol. J. 19, 103–120.

Lloyd, J. R., Cole, J. A., and Macaskie, L. E. (1997). Reduction and removal of heptavalent

technetium from solution by Escherichia coli. J. Bacteriol. 179, 2014–2021.
Lloyd, J. R., Leang, C., Hodges Myerson, A. L., Ciufo, S., Sandler, S. J., Methe, B., and

Lovley, D. R. (2003). Biochemical and genetic characterization of PpcA, a periplasmic
c-type cytochrome in Geobacter sulfurreducens. Biochem. J. 369, 153–161.

Lloyd, J. R., and Lovley, D. R. (2001). Microbial detoxification of metals and

radionuclides. Current Opinion in Biotechnology 12, 248–253.

Lloyd, J. R., Mabbett, A., Williams, D. R., and Macaskie, L. E. (2001). Metal reduction by
sulfate-reducing bacteria: Physiological diversity and metal specificity. Hydro-
metallurgy 59, 327–337.

Lloyd, J. R., and Macaskie, L. E. (1996). A novel phosphorlmager-based technique for
monitoring the microbial reduction of technetium. Appl. Environ. Microbiol. 62,

578–582.

Lloyd, J. R., and Macaskie, L. E. (2000). Bioremediation of radioactive metals. In
‘‘Environmental Microbe-Metal Interactions,’’ (D. R. Lovley, ed.), pp. 277–327. ASM
Press, Washington, DC.
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von Canstein, H., Li, Y., Leonhäuser, J., Haase, E., Felske, A., Deckwer, W.-D., and
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I. Introduction

Both in their natural habitat and during industrial exploitation, mi-
croorganisms encounter a plethora of stresses, both simultaneously
and sequentially. Saccharomyces cerevisiae has been amply studied
regarding its ability to respond to environmental changes and in
particular to different stress conditions (Hohmann and Mager, 1997;
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Estruch, 2000). However, as opposed to other types of stress, microbial
response to freeze–thaw stress and freeze tolerance mechanisms have
not been extensively studied.

During freezing and thawing, cells are exposed to changes in tem-
perature, water content, water state, and solute concentration. It has
been established that the thermal, mechanical, physico-, and biochem-
ical events during freeze–thaw stress, as well as the resulting injury,
are dependent on the cooling and warming rates, the final temperature,
the freezing duration, and the suspending medium (Mazur, 1970). In
the first part of this chapter, we concentrate on the events occurring
during freezing and thawing as well as the cellular injury caused by
freeze–thaw stress.

Microorganisms are widespread in climatic regions with frequent
freeze–thaw cycles, and several cellular factors have been correlated
with the extent of microbial survival following freezing and thawing.
In spite of this, little is known with certainty about the genetic and
molecular basis of microbial freeze tolerance. In the second part of
the chapter, we discuss what is currently known about molecular
and genetic mechanisms possibly underlying freeze tolerance in
microorganisms.

Much research on these topics has been carried out with baker’s
yeast, and therefore a large part of this chapter will focus on this organ-
ism. However, where available, data on other (micro)organisms will
also be discussed in order to draw more general insight. Attention
will also be paid to the overlap between the molecular events under
freeze–thaw stress, the injury they cause, and the tolerancemechanisms
with those involved in other types of stress.

A better understanding of microbial freeze tolerance is of interest
both from a fundamental point of view and for industrial purposes.
Microorganisms are ubiquitous in nature. Yeast cells, for instance, are
frequently found in association with plants, insects, soil, and water
(Spencer and Spencer, 1996, 1997). In most natural habitats, microbes
are likely to encounter temperatures below 0�C during night-frost and
in winter periods. In other ecological niches, microorganisms perman-
ently live in cold or freezing conditions. Biological cryoprotectants,
such as antifreeze proteins, are found in a wide range of organisms, in-
cluding microorganisms, plants, insects, and fishes, as well as other in-
vertebrates and vertebrates. Their potential biotechnological
applications have been reviewed elsewhere (Holmberg and Bülow,
1998; Breton et al., 2000; Lillford and Holt, 2002). The possible uses
of these proteins ranges from the frozen preservation of cell lines,
tissues, organs, and foodstuffs to transgenic plants with improved
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freeze tolerance. We will focus on examples of the physiological
importance and putative applications of microbial freeze-tolerance
mechanisms and freeze-tolerant microorganisms.

Frozen dough technology is a typical example of an industrial appli-
cation where the freeze tolerance of the microorganism used is of para-
mount importance. The rapid, striking transition from high freeze
tolerance to high freeze sensitivity during the startup of yeast fer-
mentation constitutes a major obstacle for optimal use of the frozen
dough technology. Attempts to obtain strains better suited for use in
frozen doughs have been based on the few microbial freeze-tolerance
mechanisms identified so far and have stimulated further research to
unravel new underlying mechanisms. Therefore, the problems inher-
ent to the frozen dough concept as well as the search for novel yeast
strains better suited for use in frozen dough applications will be dis-
cussed extensively as a case study. The rapid drop in freeze tolerance
during the startup of yeast fermentation also provides an unique model
system for identifying novel mechanisms involved in freeze tolerance
because of the rapid and dramatic change in freeze tolerance over a
short time period within the same organism.

In this chapter, we will use the term ‘‘freeze tolerance’’ throughout.
The classical distinction between ‘‘stress tolerant’’ and ‘‘stress resis-
tant’’ is not meaningful in the case of freeze stress since, under freezing
conditions, growth and multiplication is not possible.

II. Freeze–Thaw Events

When a cell suspension is cooled to temperatures below 0
�
C, both the

suspendingmediumand the cells initially supercool (Mazur, 1977). Extra-
cellular ice crystal formation precedes intracellular freezing (Toner
et al., 1993) and is determined by the freezing point of the suspending
medium and the presence of ice-nucleating agents (Steponkus, 1984).
Taking into consideration only its osmolar concentration, the freezing
point of the cytoplasm is predicted to be above �2�C. Nevertheless, the
cell interior typically remains unfrozen until it reaches �5

�
C to �10

�
C

(Mazur, 1965). This intracellular supercooling can be explained by the
fact that the cell membrane prevents growth of the extracellular ice
into the cell interior, and the cell itself apparently does not contain
nucleators of supercooled water (Mazur, 1965).

Following external freezing and internal supercooling, a chemical
gradient for free water is established between the extracellular ice-
containing medium and the intracellular supercooled water. This
thermodynamically unstable situation can be resolved by either water
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outflow or internal freezing (Mazur, 1965, 1970) (Fig. 1). At low cooling
rates, ice crystal formation remains mainly extracellular, and water
outflow from the cell is sufficient to restore the chemical equilibrium
andminimize the extent of intracellular supercooling. If cells are cooled
rapidly, extensive intracellular supercooling occurs and ultimately the
chemical gradient is eliminated by freezing of the intracellular water
(Mazur, 1965, 1970). The critical cooling rate at which intracellular ice
crystals are formed is determined by the cell type, in particular, the
volume-to-surface ratio of the cell, and the water permeability: larger,
spherical cells and cells less permeable for water have a lower critical
cooling rate.

It should be noted that supercooling only predisposes the cell to
intracellular freezing. The origin of ice nucleation, whether spontaneous
aggregation of water molecules (homogeneous nucleation), external ice-
nucleating agents (heterogeneous nucleation), or even the plasma mem-
brane itself, is a matter of dispute (Mazur, 1977; Franks et al., 1983;
Zachariassen and Kristiansen, 2000). It is generally believed, however,
that the plasma membrane is not able to block the passage of ice crys-
tals any more at temperatures below�5

�
C to�10

�
C, rendering extracel-

lular ice a putative nucleator of intracellular freezing in these
conditions (Mazur, 1965; Toner et al., 1993; Morris et al., 1998).

Once ice crystals have been formed, they tend to grow or fuse and
become more spherical in order to lower their surface free energy.
The rate of this process is higher for small, nonspherical ice crystals
and at higher temperatures. Therefore, recrystallization occurs in the
frozen condition in the presence of temperature fluctuations, but in
particular during slow thawing of rapidly frozen cells (Mazur, 1970)
(Figure 1). Ice crystal formation and, in particular, ice crystal growth
are likely to cause mechanical stress to cellular components, especially
internal membrane systems and organelles.

Both intracellular freezing and water outflow are associated with
so-called solution effects: lowered amounts of cellular water, osmolar-
ity increases, solute concentration, and eventually precipitation, pH
drop, and gas bubble formation (Mazur, 1970; Steponkus, 1984). In
contrast, during warming and thawing of the suspending medium,
the cells experience a drop in external osmolarity, resulting in water
inflow and cell expansion.

In addition, the formation of reactive oxygen species (ROS) has
been associated with freeze–thaw stress. It concerns mainly superoxide
radicals generated from oxygen and electrons that have leaked from
the mitochondrial electron transport chain. ROS cause cellular
damage, such as protein inactivation, membrane damage due to lipid
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peroxidation, and damage to DNA (Santoro and Thiele, 1997; Park
et al., 1998).

Finally, the plasma membrane plays a central role in freezing and
thawing processes: Its semipermeable properties allow water outflow

FIG. 1. Schematic outline of the status and movement of extracellular (EC) and
intracellular (IC) water in a cell suspension during slow and rapid freezing as well as

frozen preservation. The putative effect of aquaporin overexpression during rapid freezing

is also shown. See text for more details.
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and inflow via passive diffusion, and its barrier properties initially pre-
vent extracellular ice from initiating intracellular freezing (Steponkus,
1984; Steponkus and Lynch, 1989).

Taken together, when a cell suspension is cooled down to tempera-
tures below 0

�
C, at both low and high cooling rates cells are likely to

be subjected to a variety of stress conditions, mainly thermal, mechan-
ical, oxidative, osmotic, ion, and pH stress, all of which to different
extents can cause cellular injury.

III. Freeze–Thaw Injury

As long as supercooling of the cell suspending medium lasts and
extracellular ice crystal formation has not initiated yet, cells are only
subject to a drop in temperature. Although damage to cellular structures
and inhibition of cellular functions has been reported in these condi-
tions (Grout et al., 1990), cell viability seems hardly affected (Lorenz,
1974; Douzou, 1982; Park et al., 1997), indicating that the temperature
drop by itself is not particularly detrimental to the cells.

Upon extracellular freezing, cells are entrapped between ice crystals
and are subjected to mechanical and adhesion stresses (Grout et al.,
1990). The concept of intracellular damage as a result of ice crystals
spearing through cellular structures remains debated. In addition, the
generation of electrical fields and gas bubbles in association with
the ice fronts have been reported, which is possibly injurious to the cell
due to destabilization and mechanical damaging of membranes (Kruuv
et al., 1985; Grout et al., 1990; Morris et al., 1998).

Both water outflow and intracellular ice crystal formation are associ-
ated with cellular injury to the plasma membrane and the cell wall.
Cells are not limitlessly elastic and are able to shrink only to a certain
volume without injury (Wolfe et al., 1985). Upon cell shrinkage,
plasma membrane material is released via endocytotic vesiculation or
exocytotic extrusion, and the cell wall density increases (Steponkus,
1984; Morris et al., 1998;). Membrane damage is believed to be more
detrimental to cells than wall damage (Calcott and MacLeod, 1975).
Intracellular ice crystals are believed to rupture the plasma membrane,
resulting in a release of cellular components into the environment
(Mazur, 1965, 1977). Although damage to internal membranes has
also been described, (e.g., lysosome disruption (McGann et al., 1988),
vacuole disruption (Morris et al., 1998), and release of cytochrome c
from mitochondria (Mori et al., 1986)), the surface membrane is often
considered the primary site of freezing injury (Souzu, 1989a, b).
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In general, cellular dehydration is found to be less detrimental than
intracellular freezing. Therefore, rapidly frozen cells usually display
lower survival rates than slowly frozen cells, although the length of
exposure time to the solution effects already described is inversely
proportional to the cooling rate (Mazur, 1970). Superimposed on the
difference between slow and rapid cooling, the loss of survival is
proportional to both the ultimate freezing temperature and the freezing
duration (Lorenz, 1974; Park et al., 1997).

For most microorganisms, an optimal cooling rate can be determined
at which both major detrimental events (i.e., cellular dehydration and
intracellular freezing) are minimal, and therefore survival is maximal.
This optimum rate is species specific and has been determined as 7 to
10

�
C per minute for S. cerevisiae cells (Mazur, 1970). When frozen

more slowly (less than 7
�
C per minute), yeast cells suffer mainly from

dehydration and the prolonged exposure to solution effects. When
frozen more rapidly (more than 10

�
C per minute), intracellular ice

crystal formation seems to be the main damaging factor (Schwartz and
Diller, 1983a, b). The existence of an optimum cooling rate confirms that
freeze damage is not due to a single factor. Survival is affected by at least
two factors that depend in an opposite way on the cooling velocity:
cellular dehydration and intracellular ice crystal formation. This hy-
pothesis is called the two-factor hypothesis of freezing injury (Mazur,
1970; Grout et al., 1990).

Although freezing seems to be the most detrimental step when cells
are subjected to freeze–thaw stress (Park et al., 1997; Fonseca et al.,
2002), it is likely that the loss of cell viability is to a certain extent also
attributable to the thawing step. Due to the loss of semipermeable and
barrier properties of the cell membrane, cells show an altered osmotic
behavior or even become osmotically inactive during thawing. As a
consequence, cells display a smaller cell volume compared to the
initial one or may even remain contracted during warming. Moreover,
plasma membrane material released during cell shrinkage can pos-
sibly not be recovered or replenished rapidly enough, resulting in
expansion-induced lysis (Steponkus, 1984).

In addition, recrystallization processes, particularly occurring during
slow thawing of rapidly cooled cells, affect cell viability since the
resulting larger, spherical ice crystals are more harmful to cells than
the initial smaller, nonspherical ones. It has even been suggested that
the most detrimental event for rapidly cooled cells might be the recrys-
tallization of ice crystals rather than their initial formation (Mazur,
1970, 1977; McKown and Warren, 1991).
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Intracellular freezing seems also associated with extensive gas bubble
formation, as observed during warming of rapidly cooled yeast cells con-
taining ice crystals (Morris et al., 1998). Similar observations have been
reported for other cell types (Steponkus and Dowgert, 1981; Morris and
McGrath, 1981; Coulson et al., 1986). These gas bubbles are believed to
cause mechanical damage to organelles (Morris et al., 1998).

Taken together, the cellular injury sustained during freezing and
thawing is caused by a combination of effects due to the multiple types
of stress imposed on the cells and cannot be attributed solely to one
form of injury. The precise mechanisms of damage and inhibition
caused by freeze–thaw stress are not well understood. The nature of
the primary damage caused by slow and rapid freezing is different
but both processes finally result in cellular injury.

IV. Microbial Freeze-Tolerance Mechanisms

A. INTRODUCTION

In general, the acquisition of yeast stress resistance involves aspects
of growth control, sensing, and signal transduction as well as tran-
scriptional, translational, and posttranslational control (Hohmann and
Mager, 1997). As the precise mechanisms of injury caused by freezing
and thawing are not completely understood, neither are the precise
molecular and genetic mechanisms underlying freeze tolerance.

In microorganisms, several cellular factors have been correlated
with improved freeze tolerance (Table I). Most of these freeze protection
mechanisms (i.e., trehalose accumulation, synthesis of molecular chap-
erones, adaptation of plasma membrane composition, synthesis of
antioxidant proteins, accumulation of compatible solutes, and expres-
sion of hydrophylins) overlap with tolerance mechanisms protecting
against various other stress types. Different stress conditions indeed
seem to cause injury through common mechanisms. On the other hand,
more specific freeze-protection mechanisms (i.e., microbial antifreeze
(glyco)proteins and ice nucleators) have also been identified. Recently,
a novel and specific freeze-tolerance mechanism has been discovered—
expression of aquaporin water channels (Tanghe et al., 2002).

B. TREHALOSE

The unique stress-protection properties of trehalose and its role as a
general stress protectant in various organisms such as fungi, bacteria,
plants, and invertebrates have been extensively reviewed elsewhere
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(Van Laere, 1989; Wiemken, 1990). How trehalose provides protection
to cells is not entirely clear. Both in vitro and in vivo evidence has been
obtained for a dual mechanism: stabilization of membranes and pro-
teins by replacing water and preservation of the intracellular water
structure (Clegg, 1985; Burke, 1985; Singer and Lindquist, 1998a; Sano
et al., 1999).

Improved freeze tolerance in yeast cells, for instance, as a function of
the growth condition, is often correlated with higher trehalose levels
(Oda et al., 1986; Hino et al., 1990; Yokoigawa et al., 1995; Almeida
and Pais, 1996; Morris et al., 1998; Diniz-Mendez et al., 1999). Further
evidence for the stress-protective role of trehalose has been provided
with yeast strains genetically engineered in trehalose metabolism
revealing a clear link between trehalose levels and freeze tolerance
(Attfield et al., 1992; Kim et al., 1996; Shima et al., 1999; Soto et al.,
1999). In line with the protective effect of exogenous trehalose on yeast
cells during freezing (Diniz-Mendez et al., 1999), it has been proposed

TABLE I

OVERVIEW OF MICROBIAL FREEZE STRESS-PROTECTION MECHANISMS

Freeze stress

protectants

Putative protection

mechanism

General stress

resistance

mechanisms

Trehalose

Molecular

chaperones

Prevention of protein and

membrane denaturation

Refolding of denatured

proteins

Plasma membrane

characteristics

Fluidity Retain proper membrane function

Permeability Allow more efficient dehydration

Aquaporins Increase membrane permeability

Oxidative and
osmotic stress

mechanisms

Antioxidant proteins Detoxification of ROS

Compatible solutes Retention of osmotic equilibrium

Hydrophylins Prevention of protein dehydration

Specific freeze

stress protectants

Antifreeze proteins Prevention of ice crystal

formation

Ice nucleators Induction

of ice crystal formation

at higher temperatures

below 0
�
C
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that the protection exerted by trehalose requires its presence at
both sides of the plasma membrane (de Araujo, 1996; Diniz-Mendez
et al., 1999; ).

In spite of the large amount of evidence pointing to an important role
of trehalose as stress protectant in freezing conditions, there are also
studies reporting inconsistencies between freeze tolerance and treha-
lose levels, apparently indicating the existence of other factors besides
trehalose that are important or required for maintenance of viability
under these conditions (Gélinas et al., 1989; Hino et al., 1990; Lewis
et al., 1993a; Van Dijck et al., 1995; Almeida and Pais, 1996;
Lewis et al., 1997; Diniz-Mendez et al., 1999; Teunissen et al., 2002).
A possible explanation is that trehalose is only able to postpone freeze
damage and not to correct it, as opposed to molecular chaperone
proteins which can refold partly denatured proteins.

C. MOLECULAR CHAPERONES

Denaturation of proteins does not appear to be a major damaging
factor during freezing and thawing (Mazur, 1970). However, the ca-
pacity to repair freeze-stress–induced damage to actin, and concomi-
tantly actin association and activity of some glycolytic enzymes, has
been demonstrated to be higher in strains displaying a better freeze
tolerance and has suggested a contribution to improved freeze toler-
ance (Hatano et al., 1996).

Molecular chaperone proteins stabilize macromolecules to prevent
them fromaggregating. They recognize, selectively bind, and reassemble
proteinswith an aberrant structure (Lindquist andCraig, 1988; Buchner,
1996). They might help to maintain a low degree of protein denatur-
ation during freezing or, more likely, upon thawing by reassembling
damaged proteins. A bacterial chaperone protein has been discovered
which displays a high affinity for frozen denatured proteins and dis-
plays refolding activity with such proteins (Kawahara et al., 2000).
Yeast heat shock proteins, which are believed to exert a molecular
chaperone function in both normal and stress conditions, have been
suggested to protect yeast cells against freezing (Komatsu et al., 1990).

During heat stress, trehalose has been shown to suppress the aggrega-
tion of denatured proteins in yeast, maintaining them in a partially
folded state from which they can be activated by molecular chaperones
(Singer and Lindquist, 1998a,b). A similar interplay between trehalose
and molecular chaperones might contribute to freeze tolerance in
microorganisms (Iwahashi et al., 1995).
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D. PLASMA MEMBRANE CHARACTERISTICS

As the plasma membrane of unicellular organisms is in close con-
tact with the surrounding medium, it is likely that its characteristics
will influence the tolerance of the cells to all kinds of environmen-
tal challenges. Also for the determination of microbial freeze tol-
erance, the plasma membrane has been attributed a major role
(Mazur, 1965, 1970; Steponkus, 1984; Steponkus and Lynch, 1989).
Therefore, not surprisingly, virtually all cellular factors involved in
freeze tolerance of microbial cells described so far have been demon-
strated or suggested to help preserve membrane stability and/or
integrity (Table I).

Whereas for bacteria, freeze tolerance has been correlated with spe-
cific fatty acid profiles (Fernandez Murga et al., 2000; Zavaglia et al.,
2000), few studies have considered the importance of specific compo-
nents of the yeast plasma membrane for freeze tolerance. Mainly, two
plasma membrane characteristics have been studied in relation to
freeze tolerance—fluidity and permeability.

1. Membrane Fluidity

Membrane fluidity is enhanced by the presence of (poly)unsaturated
fatty acids and, to some extent, sterols. Freeze tolerance is usually
higher in yeast and bacterial cells enriched in these membrane compo-
nents (Calcott and Rose, 1982; Calcott et al., 1984; Beal et al., 2001;
Rodriguez-Vargas et al., 2002), indicating a positive correlation be-
tween membrane fluidity and freeze tolerance.

These findings suggest a protective role of proteins that are able to en-
hancemembrane fluidity upon freezing. Overexpression in S. cerevisiae
of a Chlorella vulgaris and anArabidopsis thaliana gene, both encoding
�-12 fatty acid desaturases, has been reported but the effect on freeze
tolerance has not been tested (Kajiwara et al., 1996; Suga et al., 2002).
Interestingly, overexpression of ERG10 was shown to improve freeze
tolerance, whereas its deletion rendered yeast cells more freeze sensi-
tive (Rodriguez-Vargas et al., 2002). This finding might corroborate
the putative importance of membrane composition for freeze tolerance.
However, ERG10 encodes acetoacetyl-CoA thiolase, an enzyme mediat-
ing the first step in the mevalonate pathway from acetyl-CoA to farne-
syl pyrophosphate, and the latter leads to the synthesis not only of
sterols but also of several other essential metabolic products including
heme, quinones, and dolichols (Daum et al., 1998).

On the other hand, the outcome of other studies contradicts the
positive correlation between membrane fluidity and freeze tolerance.
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An inverse correlation between yeast freeze tolerance and membrane
fluidity was found under anaerobic conditions as opposed to aerobic
conditions (Kruuv et al., 1978). Moreover, freeze tolerance could not
be correlated with differences in the degree of fatty acid unsaturation
(Gélinas et al., 1991a). No particular differences were observed in the
unsaturation index of fatty acids between freeze-sensitive and freeze-
tolerant strains (Murakami et al., 1995, 1996; Teunissen et al., 2002),
and both a lower (Murakami et al., 1996) and higher (Gélinas et al.,
1991a) sterol–phospholipid ratio were reported to correlate with freeze
tolerance in yeast. Probably as a consequence of these highly contradict-
ory results, lipid analysis alone was found to be of limited value in
screening industrial yeast strains for improved freeze tolerance
(Gélinas et al., 1991a).

2. Membrane Permeability

Other studies have investigated the importance of membrane permea-
bility for freeze tolerance in yeast. A relationship has been proposed
between low residual water content in the cells and therefore highwater
permeability of the plasma membrane and a better survival of freeze
stress (Mazur and Schmidt, 1968). The lower water permeability of
batch-grown cells has been correlated with their lower freeze tolerance
compared to fedbatch grown cells (Gélinas et al., 1991b). The protect-
ive effect of EtOH and MetOH at rapid freezing rates has been shown
to correlate with their stimulating effect on membrane permeability,
presumably allowing faster water efflux during freezing (Lewis et al.,
1994). These findings suggest a protective role of proteins that are able
to enhance plasma membrane permeability upon freezing.

3. Aquaporin Function

Recent genome-wide gene expression analyses and Northern ana-
lyses of freeze-tolerant and freeze-sensitive yeast strains have indeed
revealed a correlation between freeze tolerance and expression of the
aquaporin-encoding genes AQY1, and AQY2. This relationship was
confirmed by deletion and overexpression of AQY1 and AQY2, clearly
reducing and enhancing yeast freeze tolerance, respectively (Tanghe
et al., 2002). Moreover, heterologous expression of the human aquapor-
in-encoding gene hAQP1, but not the poorly functional hAQP1-A73M
allele, enhanced yeast freeze tolerance, supporting a role for plasma
membrane water transport activity in determination of freeze tolerance
in yeast (Tanghe et al., 2002).

It is proposed that rapid osmotically driven efflux of water during the
freezing process might reduce intracellular ice crystal formation and
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resulting cell damage (Fig. 1). This notion has been supported by the
finding that the artificial expression of an aquaporin has been found to
improve the survival of mouse oocytes (Edashige et al., 2003) and fish
embryos (Hagedorn et al., 2002) after cryopreservation.

E. ANTIOXIDANT PROTEINS

The formation of reactive oxygen species (ROS) has been associated
with many types of stress. It produces mainly superoxide radicals,
generated from oxygen, and electrons that have leaked from the mito-
chondrial electron transport chain. ROS cause cellular damage, such
as protein inactivation, membrane damage due to lipid peroxidation,
and damage to DNA (Santoro and Thiele, 1997). It has even been
argued that the general robustness associated with industrial yeast
strains is to a large extent related to their oxidative stress tolerance
(Lewis et al., 1997; Park et al., 1998).

The involvement of an oxidative stress component in freeze stress has
been studied using yeast mutants defective in different antioxidant
functions. Mutants affected in the cytoplasmic Cu,Zn superoxide dis-
mutase Sod1 and the mitochondrial Mn superoxide dismutase Sod2
showed impaired freeze tolerance levels (Park et al., 1998). These find-
ings correlated nicely with the higher levels of ROS in these strains,
generated as a result of freezing and thawing. Moreover, the freeze- sen-
sitive phenotype could be reversed by adding the superoxide anion
scavenger MnCl2 or by freezing in the absence of oxygen (Park et al.,
1998).

The activity of superoxide dismutase and other detoxifying ROS
systems has likewise proven to be important for freeze tolerance in
bacteria (Stead and Park, 2000) and other organisms, ranging from
plants (Martinez et al., 2001), to amphibia (Joanisse and Storey,
1996b), to insects (Joanisse and Storey, 1996a), to snakes (Hermes-Lima
and Storey, 1993).

F. COMPATIBLE SOLUTES

In microorganisms and plants, the accumulation through uptake and
synthesis of specific organic solutes in response to high osmolarity
stress, so-called osmolytes, osmoprotectants, or compatible solutes,
has been described (Kempf and Bremer, 1998; Nanjo et al., 1999;
Welsh, 2000). The nature of these solutes is diverse, ranging from
amino acid–derived osmoprotectants such as proline and glycine be-
taine to sugar-related osmoprotectants such as trehalose, fructans,
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and polyols. These osmolytes have been repeatedly shown to protect
proteins and other macromolecules against different types of stresses,
such as heat stress, desiccation stress, and freeze stress (Welsh, 2000).
In view of the osmotic stress component inherent to freeze stress, a
cryoprotective function of osmolytes seems likely.

In S. cerevisiae, glycerol has been demonstrated to serve as the major
compatible solute (Albertyn et al., 1994; Hohmann, 1997; Nevoigt and
Stahl, 1997; Tamás et al., 1999; Hohmann, 2002a,b). Given the cryopro-
tective role of glycerol under slow cooling conditions (Mazur, 1977;
Farrant et al., 1977), modification of the expression or activity of
glycerol-producing enzymes and/or facilitators might improve freeze
tolerance in yeast. In line with this assumption, incubation of baker’s
yeast in glycerol was reported to result in improved leavening capacity
of sweet doughs after freeze storage (Myers and Attfield, 1999).

Notwithstanding its minor role as osmolyte in yeast cells, high levels
of proline have been reported to protect mature yeast ascospores
against desiccation (Ho and Miller, 1978). Using proline analogue-
resistant mutants (Takagi et al., 1997) and proline oxidase-deficient
mutants (Takagi et al., 2000), intracellular accumulation of proline
has been shown to improve freeze tolerance (Morita et al., 2003). In
bacteria and plants, organisms in which proline is an important natural
compatible solute during osmotic stress (Yoshiba et al., 1997; Kempf
and Bremer, 1998), freeze tolerance has also been correlated with high
intracellular proline levels (Bulow and Mosbach, 1991; Xin and
Browse, 1998; Nanjo et al., 1999). This indicates that proline accumu-
lation might be a general protective mechanism against freeze stress. In
addition, intracellular accumulation of the charged amino acids argin-
ine and glutamate also seems to enhance yeast freeze tolerance (Shima
et al., 2003).

The extracellular supplementation and intracellular accumulation of
the osmolyte glycine betaine has been shown to confer enhanced freeze
tolerance to Listeria monocytogenes (Ko et al., 1994). Similar results
were obtained for several plant species (Kishitani et al., 1994; Allard
et al., 1998; Sakamoto et al., 2000; Xing and Rajashekar, 2001).

G. HYDROPHYLINS

At the onset of desiccation in maturing seeds, so-called late
embryogenesis abundant (LEA) proteins are synthesized. They can be
classified in a wider group called hydrophylins, which are character-
ized by a high percentage of glycines and a high hydrophilicity
(Garay-Arroyo et al., 2000). They are suggested to possess both water
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and protein binding regions, enabling them to protect enzyme activities
from water loss, as has been demonstrated for some enzymes upon
dehydration and freezing in vitro (Covarrubias et al., 2001). Proteins
that meet the hydrophylin criteria have been found mainly in plants
but also in nematodes (Browne et al., 2002), bacteria, and fungi
(Garay-Arroyo et al., 2000; Covarrubias et al., 2001). In vitro, some
hydrophylins have been shown to protect enzymes under drying and/
or freezing conditions (Honjoh et al., 2000; Covarrubias et al., 2001).

H. ANTIFREEZE (GLYCO)PROTEINS

Proteins with antifreeze properties were first recognized in fishes
(Davies and Hew, 1990) but have also been found in various other
organisms that encounter freezing conditions in their surroundings,
(e.g., insects, plants, and microorganisms) (Duman, 1982, 2001; Doucet
et al., 2002; Duman and Olsen, 1993; Liou et al., 1999). These proteins
have been classified as antifreeze glycoproteins (AFGPs) or antifreeze
proteins (AFPs) type I, II, or III, according to their structural char-
acteristics (Lillford and Holt, 1994; Cheng, 1998; Barrett, 2001; Davies
et al., 2002).

In spite of this structural diversity, all AFPs identified so far show
similar functions. In relatively low concentrations, they depress the
freezing point of water without affecting the melting point (so-called
thermal hysteresis) and inhibit ice recrystallization (Chao et al., 1996).
Direct binding of antifreeze proteins to the ice surface, mainly through
van der Waals and hydrophobic interactions, has been proposed
(Jia and Davis, 2002). In this capacity, they inhibit further binding
of water molecules and affect the shape of ice crystals, which occurs
even at very low concentrations of the proteins. In addition, they have
been ascribed a membrane-protecting function at low temperatures
(Rubinsky et al., 1990, 1991; Tablin et al., 1996; Hays et al., 1997;
Wu, and Fletcher, 2001; Tomczak et al., 2002).

Expression of natural fish AFPs as well as a chemically synthesized
DNA fragment encoding an artificial antifreeze protein in E. coli has
been demonstrated to improve both salt and freeze tolerance (Holmberg
et al., 1994; Meijer et al., 1996).

I. ICE NUCLEATORS

Ice-nucleating proteins or ice nucleators (INAs) limit supercooling
and induce freezing at high subzero temperatures by mimicking the
structure of an ice crystal surface. They impose an icelike arrangement
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on the water molecules in contact with their surface and lower the
energy necessary for the initiation of ice formation. Hereby, they either
provide cold protection from the released heat of fusion or establish
protective extracellular freezing instead of lethal intracellular freezing
(Zachariassen and Kristiansen, 2000). Very potent ice nucleators,
active at high subfreezing temperature, are produced by bacteria such
as Erwinia herbicola (Kozloff et al., 1983; Phelps et al., 1986) and Pseu-
domonas fluorescens (Corotto et al., 1986). In addition, ice-nucleating
bacteria of Antarctic origin have been identified (Obata et al., 1999).
In addition to the microorganisms already described, other living
organisms also produce ice nucleators (e.g., nematodes (Wharton
et al., 2003), insects (Duman, 1982, 2001), plants (Lundheim, 2002),
and fungi (Pouleur et al., 1992)).

J. CROSS-PROTECTION, GENERAL STRESS RESPONSE, AND GROWTH CONDITIONS

1. Cross-protection

Exposure of yeast cells to a mild dose of a particular type of stress
results in the acquisition of resistance against a subsequent treatment
with the same or another type of stress. Cross-protection seems to be
a common mode of yeast and bacterial stress resistance, including
tolerance to freeze stress. Freeze-induced cellular injury seems, to a
certain extent, specific for freeze stress (for instance, injury due to ice
crystal formation), but also to a certain extent common with other types
of stress (such as osmotic stress and oxidative stress). This overlap
renders it plausible that the mechanisms of protection and repair are
likewise partially overlapping.

A mild heat pretreatment prior to freezing and thawing has been
demonstrated to increase survival in yeast cells (Komatsu et al., 1990)
and bacterial cells (Chow and Tung, 1998; Walker et al., 1999). Similar
relationships between heat shock protein synthesis and acquisition of
freeze tolerance have been reported in E. coli (Chow and Tung, 1998),
Lactococcus lactis (Broadbent and Lin, 1999), and spores of Neuros-
pora crassa (Guy et al., 1986). Accordingly, other stress treatments
resulting in heat shock protein synthesis (i.e., pretreatment with
H2O2, cycloheximide or low NaCl concentrations (Komatsu et al.,
1990; Lewis et al., 1995; Park et al., 1997)) have also been shown to
protect yeast cells against freeze stress (Lewis et al., 1995; Park et al.,
1997). Likewise, the improvement of freeze–thaw tolerance by an
osmotic stress applied prior to the freeze–thaw stress has been reported
for the yeastlike fungus Geotrichum candidum (Dubernet et al., 2002)
and for Lactobacillus delbrueckii ssp. Bulgaricus (Panoff et al., 2000a).
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In Bifidobacterium adolescentis, a preconditioning treatment with
sublethal bile-salt levels has been demonstrated to provide protection
against subsequent freeze–thaw cycles (Schmidt and Zink, 2000).

2. General Stress Response

The phenomenon of cross-protection suggests that different stress
conditions elicit common stress protection responses which protect
against different types of stress (Mager and Moradas Ferreira, 1993;
Siderius and Mager, 1997; Estruch, 2000). The proposed triggers for
this so-called general stress response, such as the generation of aber-
rant proteins, intracellular acidification, the production of ROS, cyto-
skeletal alterations, and the modulation of second-messenger levels
(Craig and Gross, 1991; Coote et al., 1991; Chowdhury et al., 1992;
Moradas-Ferreira et al., 1996; Siderius and Mager, 1997) have all been
associated with freeze–thaw stress (Park et al., 1997).

In S. cerevisiae, the general stress response consists mainly of the
coordinated induction and repression of a variety of genes. The tran-
scription factors Msn2 and Msn4 are required for activation of several
yeast genes whose induction is mediated through stress-responsive
promoter elements (STREs) (Martinez-Pastor et al., 1996). The genes
regulated through the general stress response pathway encode heat
shock proteins, proteins involved in trehalose synthesis, catalase T,
and a DNA damage repair factor (Mager and Moradas Ferreira, 1993;
Siderius and Mager, 1997; Estruch, 2000). A disruption of both
MSN2, and MSN4 results in a higher sensitivity to different types of
stress (Martinez-Pastor et al., 1996). It is likely that these mechanisms
act synergistically to protect yeast cells against freeze–thaw stress re-
lated damage, as has been described for trehalose and heat shock
proteins in heat resistance (Elliott et al., 1996; Singer and Lindquist,
1998a,b). From several studies it has been concluded that in addition
to trehalose and heat shock proteins, still other factors must be
involved in tolerance against freezing and various other stress types
(Piper, 1993; Elliott et al., 1996; Gross and Watson, 1996; Swan and
Watson, 1998, 1999).

A general stress response has also been described in other microor-
ganisms. In the model organism Bacillus subtilis as well as in other
gram-positive bacteria, the sigmaB transcription factor induces the
transcription of more than 150 genes after exposure to many different
types of stress, providing the cells with nonspecific, diverse, and pre-
ventive stress protection (Volker et al., 1999; Hecker and Volker, 2001;
Petersohn et al., 2001). However, the molecular bases of general stress
responses seem to be, at least in part, species (or even subspecies)
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specific. The absence of a sigmaB orthologue in most lactic acid bac-
teria represents a striking difference between the stress response
mechanisms that B. subtilis and other bacteria have developed (van
de Guchte et al., 2002).

3. Growth Conditions

It is well recognized that the general stress resistance of yeast and
other fungal cells strongly depends on the growth conditions. In gen-
eral, slower growth is correlated with higher general stress resistance
in yeast and many other fungi (Thevelein, 1996). Yeast cells growing
on nonfermentable carbon sources show a strikingly higher general
stress tolerance compared to cells growing on rapidly fermentable
carbon sources (Schenberg-Frascino and Moustacchi, 1972; Plesset
et al., 1987; Elliott and Futcher, 1993; Gross and Watson, 1996; Park
et al., 1997). Likewise, the much higher general stress resistance of S.
cerevisiae stationary phase cells as opposed to exponential phase cells
has been extensively documented (Werner-Washburne et al., 1993; Van
Dijck et al., 1995; Fuge, 1997; Park et al., 1997; Morris et al., 1998).

Slow growth and absence of growth is generally associated with high
trehalose and heat shock protein levels. Besides differences in treha-
lose and heat shock protein levels, cells residing in different growth
phases or cultured in different conditions are likely to differ also in
other properties which might contribute to stress tolerance. The contri-
bution of such other factors to (freeze) stress tolerance has not been
studied intensively and is generally not clear. Next to higher trehalose
and heat shock protein levels, stationary phase cells exhibit altered
plasma membrane characteristics, which might also contribute to their
higher resistance (Souzu, 1986a,b; Werner-Washburne et al., 1993;
Fuge, 1997). The higher freeze tolerance of respiring cells compared
to fermenting cells has been related to the requirement of adequate mi-
tochondrial function and respiratory ability for full freeze tolerance
(Lewis et al., 1993a). It has even been argued that the reported freeze
tolerance of stationary phase cells is, in many cases, a manifestation
of the correlation between freeze tolerance and respiration, since
growth phases after diauxic shift are not always defined consistently
(Lewis et al., 1993b).

As in yeast cells, stress resistance in bacteria has also been reported
to depend on the growth phase and culture conditions. For instance,
E. coli stationary phase cells were shown to be more resistant to
freeze–thaw damage compared to exponential phase cells (Souzu,
1982). Accordingly, cells of G. candidum showed a higher freeze
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tolerance when harvested in stationary compared to exponential phase
(Thammavongs et al., 2000).

V. Physiological Importance of Microbial Freeze-tolerance Mechanisms

A. ACQUIRED FREEZE TOLERANCE BY COLD ACCLIMATION

Compared to heat shock, the response and adaptation to low tem-
peratures has been less extensively studied. However, as for heat
shock, a specific cold shock response has been documented in many
cell types. The cold shock response in both prokaryotes and eukaryotes
has been thoroughly reviewed elsewhere (Russell, 1990; Jones and
Inouye, 1994; Thieringer et al., 1998; Panoff et al., 1998; Phadtare
et al., 1999; Hebraud and Potier, 1999; Los and Murata, 1999; Wouters
et al., 2000; Sahara et al., 2002). The major problems that cells encoun-
ter when they are exposed to low temperatures seem to be low mem-
brane fluidity and, at least in part as a result, impaired membrane
function, stabilization of secondary DNA and RNA structures, low
protein translation efficiency, and defective folding and functioning
of proteins. Accordingly, major aspects of the cold shock response
appear to be an alteration of membrane characteristics and an adapta-
tion of the protein translation machinery, together with the increased
synthesis and/or stability of so-called cold shock proteins.

In nature, freezing temperatures are established gradually, suggest-
ing that cellular adaptations against low temperatures might provide
protection against freezing. Whereas in plants the specific alterations
associated with cold acclimation are believed to reflect the molecular
basis of freeze tolerance (Thomashow, 1998), the significance of
cold-induced proteins for the achievement of microbial freeze toler-
ance remains controversial (Park et al., 1997; Panoff et al., 2000b).
Although the expression, stability, or production of many of the
cellular factors involved in microbial freeze tolerance is induced by
exposure to cold temperatures as part of a cold stress response, the rele-
vance and relative contribution of the freeze tolerance mechanisms
discussed in the first part of this chapter is largely unclear.

Both in bacteria (e.g., Bacillus subtilis (Willimsky et al., 1992), Enter-
ococcus faecalis (Thammavongs et al., 1996), Streptococcus mutans
(Tsien et al., 1980), lactic acid bacteria (Kim and Dunn, 1997; Broad-
bent and Lin, 1999; Murga et al., 2000), and in fungi (Thammavongs
et al., 2000)), an improved freeze tolerance has been demonstrated
after a low temperature treatment. However, the correlation between
cold treatment and freeze tolerance mechanisms is often unclear.
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Conflicting data have been reported for S. cerevisiae, either confirm-
ing (Kaul et al., 1992; Diniz-Mendez et al., 1999) or denying (Park
et al., 1997) an acquired freeze tolerance of cold-shocked yeast cells
or a correlation between expression of cold-shock–induced proteins
and improved freeze tolerance. The absence of an observable effect
of triple disruption of the cold-shock–induced genes TIP1, TIR1,
and TIR2 on the viability of yeast cells after freezing (Kondo and In-
ouye, 1991; Kowalski et al., 1995) has brought into question the sig-
nificance of these cold-shock–induced genes for freeze tolerance.
Likewise, cold stress responses in lactic acid bacteria do not seem
to be unequivocally correlated to subsequent cryotolerance (Panoff
et al., 2000b).

It has been speculated that bacterial INAs may induce frost damage
to their hosts in order to make the nutrients in the plant or fruit tissues
available to them. The frost susceptibility of plants and fruits that are
infested by the ice-nucleating bacterium Pseudomonas syringae is
caused by ice nucleators that are shed by the bacterial cells at tempera-
tures just below 0

�
C (Maki et al., 1974; Arny et al., 1976; Lindow et al.,

1978; Lindow, 1983; Phelps et al., 1986; Mueller et al., 1990; Upper and
Vali, 1995). Moreover, the presence of INA-producing bacteria in the
normal flora of the gut of overwintering insects has been proposed as
a means to control insect pests during winter (Lee et al., 1996).

Hibernating yeast spores have been shown to be resistant to freezing
temperatures due mainly to their high trehalose content, their firm cell
walls, and their lower water content allowing only little, if any, ice
crystal formation (Van Laere, 1986). Likewise, plant pathogens and
ectomycorrhizal fungi are known to be able to survive severe winters,
remaining viable as a resting stage or reproductive propagule (Tibett
et al., 2002). Whether these life forms are only intrinsically freeze-
tolerant or whether they also show a cold-induced improvement in
freeze tolerance is not entirely clear.

B. (SEMI)PERMANENT COLD AND FREEZING CONDITIONS

Various microbes have been described that are capable of surviving
and even growing in an extremely harsh and cold environment such
as the Arctic and Antarctic regions (Abyzov et al., 1998; Price, 2000;
Laybourn-Parry, 2002; Römisch and Matheson, 2003). Microorganisms
that experience near and below 0

�
C temperatures for long periods of

the year have evolved structural and physiological mechanisms to im-
prove survival under these conditions. To maintain the fluidity of their
membranes, they increase the proportion of polyunsaturated fatty acids
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and/or the length of the fatty acid components of the lipids (Arthur and
Watson, 1976; Watson, 1987; Suutari et al., 1990; Nichols et al., 1993;
Rotert et al., 1993). Furthermore, they have developed enzymes with
a low-temperature optimum that are partially able to cope with the
reduction in chemical reaction rates at low temperatures (Gerday
et al., 1997; Lonhienne et al., 2000; D’Amico et al., 2002). Moreover,
psychrophilic yeast species have been shown to possess a higher con-
tent of cytochromes compared to mesophylic species (Arthur and Wat-
son, 1976), and Antarctic species were found to contain giant
mitochondria (Römisch and Matheson, 2003), probably to ensure ad-
equate oxygen delivery at low temperature. Cold adaptations in micro-
tubule assembly and dynamics, RNA, protein synthesis, and protein
secretion have also been described (Römisch and Matheson, 2003).
Finally, some Arctic and Antarctic microorganisms have been found
to produce AFPs (Yamashita et al., 2002) or INAs (Obata et al., 1999;
Wharton et al., 2003).

VI. Biotechnological Applications of Microbial Freeze-tolerance

Mechanisms and Freeze-tolerant Microorganisms

A. INTRODUCTION

A better understanding of microbial freeze tolerance is of interest not
only from a fundamental point of view, but is also relevant to many
commercial applications with components of biological origin and
microorganisms. Microbial cryoprotectants and freeze-stress–related
proteins as well as the freeze-tolerant microorganisms have a large
potential for commercial application.

Trehalose, widely recognized for its stress-protective properties, has
been used as a protectant for freeze storage and freeze-dried preser-
vation of various biological molecules such as enzymes (Colaco et al.,
1992), antibodies (Hazen et al., 1988), platelets (Wolkers et al., 2001;
Crowe et al., 2003), vaccines (Gribbon et al., 1996) as well as cell
lines (Eroglu et al., 2000), oocytes (Rayos et al., 1994), sperm cells
(An et al., 2000), embryos (Honadel and Killian, 1988), and organs
(Fukuse et al., 1999). Trehalose has been proven superior to other cryo-
protectants, particularly under suboptimal conditions of freezing,
drying, and storage (Rudolph and Crowe, 1985; Crowe et al., 2003).
Moreover, the acceptance of trehalose as a safe food ingredient
has broadened the range of its possible applications (Schiraldi et al.,
2002). Microbial AFPs and INAs have a great potential for use in
industrial applications where control over the amount, size, shape,
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and location of ice crystals would be beneficial (Gurian-Sherman and
Lindow, 1993; Fletcher et al., 1999; Lillford and Holt, 2002). Besides
oocyte, embryo, cell, tissue, and organ cryopreservation (Grout et al.,
1990), examples are found in ice cream production and storage in frozen
form of fruit, vegetables, and other foods (Li and Lee, 1995; Hwang et al.,
2001). In addition, the potential use of INAs to improve frozen dough
quality by accelerating the freezing of the dough moisture at a higher
temperature below 0

�
C has been suggested (Funaki et al., 1996).

It can be foreseen that as the commercial applications of cryopreserva-
tion develop further, there will be an increasing demand for biological
cryoprotectants (Lillford and Holt, 2002). The production by microor-
ganisms of cryoprotectants from microbial and nonmicrobial origins
provides a promising means to fulfill the increasing demand for these
substances. Studies have been reported on the use of yeast cells to
produce pure trehalose in a relatively inexpensive manner (Panek,
1995; Di Lernia et al., 2002). AFPs can be isolated most easily from fish
but only in relatively small quantities. Especially for future large-scale
applications of AFPs, such as the storage and transportation of ice slur-
ries and de-icing agents (Grandum and Nakagomi, 1997), the isolation
from fish will prove to be inadequate (Fletcher et al., 1999). Therefore,
alternative ways of AFP production are currently under investigation,
including production in prokaryotic and eukaryotic expression
systems (Peters et al., 1989; Loewen et al., 1997; Solomon and Appels,
1999). Moreover, there will be a demand for better tailored AFPs. The
different types of AFPs change ice crystal morphology each in a charac-
teristic way (Chao et al., 1995). Via genetic engineering, the properties
of AFPs can be modified to arrive at a better understanding of their
structure–function relationships (Mueller et al., 1991; Li et al., 1991;
Doucet et al., 2000). This information will allow the engineering of
AFPs to suit particular requirements via chemical synthesis of artificial
AFPs or via site-directed mutagenesis of existing AFPs (Lillford and
Holt, 1994). As opposed to antifreeze proteins, the large-scale availabil-
ity of INAs is not problematic (Lillford and Holt, 2002). Ice-nucleating
bacteria are already used in applications where large amounts are
needed, such as artificial snow production and cloud seeding (Margar-
itis and Bassi, 1991).

The development of transgenic plants with increased frost tolerance
is another intriguing application. The introduction of genes from
microorganisms or even whole microbial biosynthetic pathways in
plants has already been shown to improve freeze tolerance. A. thaliana
plants transformed with the codA gene from Arthrobacter globiformis
encoding choline oxidase and accumulating glycine betaine in the
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chloroplast showed a significant improvement in freeze tolerance
(Sakamoto et al., 2000).

B. FROZEN AND FREEZE-DRIED MICROORGANISMS

Freeze-tolerant microorganisms also have a great potential for use in
industrial applications. The large-scale exploitation of microorganisms
for industrial and scientific use often requires long-term preservation of
the cells. Frozen preservation is the most widespread method serving
that purpose. Theoretically spoken, for each cell type the optimal
cooling rate can be determined at which both cellular dehydration
and intracellular ice crystal formation are minimal (Mazur, 1970).
However, a cooling rate slow enough to prevent intracellular freezing
often causes unexpected injury due to solution effects. Moreover, from
a practical point of view, this approach often takes too much time or is
too laborious. It is usually circumvented by the use of cryoprotectants.
Many types of cryoprotective agents, low, and high molecular weight
molecules with different cell permeabilities, have been described,
each providing protection in specific conditions (Farrant et al., 1977;
Carpenter et al., 1992; Lewis et al., 1993a, 1994). For instance, the
standard osmoprotective substances glycerol, sucrose, and dimethyl-
sulfoxide (DMSO) are only effective at low rates of cooling (Mazur,
1977; Farrant et al., 1977). On the contrary, EtOH, and MetOH act
as cryosensitizers at a cooling rate of 3

�
C/min but are excellent cryo-

protectants at a cooling rate of 200�C/min (Lewis et al., 1994). Not sur-
prisingly, trehalose has been shown to be a superior protectant of
yeast cells upon freezing compared to glycerol, sucrose, and DMSO
(Coutinho et al., 1988; Diniz-Mendez et al., 1999). Given the low con-
centrations at which they exert their protective effects, AFPs provide
an interesting alternative to small molecules which need to be added
in high concentrations and might cause toxicity and side effects
(Breton et al., 2000).

Freeze-drying is an alternative method for the long-term preservation
of microorganisms, allowing simple storage and distribution of the
freeze-dried samples. Although both treatments involve removal of
water from the cells, different injury mechanisms seem to be involved.
The cellular damage brought about by freeze-drying has mostly
been ascribed to dehydration and rehydration (Leslie et al., 1995), al-
though the freezing step is also detrimental for the cells (Cerrutti
et al., 2000). Most bacteria fairly withstand the freeze-drying process
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(Miyamoto-Shinohara et al., 2000). On the other hand, a significant drop
in viability has been reported for baker’s yeast cells (Mazur and
Schmidt, 1968). The optimization of the freeze-drying process and the
addition of protective substances such as trehalose can partially over-
come this drop in viability (Leslie et al., 1995; Diniz-Mendez et al.,
1999; Lodato et al., 1999; Cerrutti et al., 2000; Abadias et al., 2001).

A particular problem with frozen and freeze-dried preservation is the
fact that different microorganisms show a highly different survival rate.
Even the outcome of freeze preservation of strains from the same
species can be quite different. A better understanding of tolerance
mechanisms protecting against freezing and freeze-drying will allow
the optimization of these processes, allowing also a more appropriate
and efficacious use of cryoprotective agents in order to maintain a
better microbial stability and viability over time in the frozen state.

The use of frozen and freeze-dried starter cultures, in food biotech-
nology, in particular, cheese manufacture, meat fermentations, and
the production of sourdoughs, would also benefit from this knowledge
(Metz, 1993; Devaldez and Diekman, 1993; Panoff et al., 2000b). The
pure strains of microorganisms contained in starter cultures are grown
on a large scale, and the resulting biomass is preserved by freeze-drying
or freezing. The survival and activity of the frozen starter cultures is an
important determinant of the quality of the end product. For G. candi-
dum, a yeastlike fungus used as ripening starter in cheese making, a
pretreatment with osmotic or cold stress has been shown to improve
cryotolerance (Thammavongs et al., 2000; Panoff et al., 2000a; Duber-
net et al., 2002). In cheese ripening, promising results have been
obtained with attenuated starter cultures of lactococci and lactobacilli,
reducing ripening time and improving flavor (Klein and Lortal, 1999).
However, the empirical character of the attenuation methods, includ-
ing freeze-thawing and freeze-drying, hampers the widespread use of
this technique.

The concept of probiotics is another recent application that involves
frozen or freeze-dried microorganisms. These so-called ‘‘functional
food’’ ingredients or supplements are intended to have a beneficial
effect on the host through positive effects in the intestinal tract. They
are used to prepare fermented dairy products such as frozen and non-
frozen yogurt, ice milk, and ice cream (Hekmat and McMahon, 1992;
Sheu et al., 1993; Davidson et al., 2000), and they are also marketed
as such as freeze-dried preparations of viable microorganisms.
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C. THE CONCEPT AND PROBLEMS OF FROZEN DOUGH TECHNOLOGY

The production and use of frozen doughs is steadily increasing in all
industrialized countries because it offers economy of scale to manufac-
turers; convenient separation of production and use of dough, facilitat-
ing large-scale distribution; considerable savings in labor time and
maintenance costs to bakers; and the availability of oven-fresh bakery
products to private consumers. However, the frozen dough method
suffers from several drawbacks: a lengthening of the dough proofing
time, a diminished bread volume, and an unsatisfactory bread quality
following freezing, freeze storage, and thawing. Compared to fresh
doughs, the leavening capacity of frozen doughs is substantially lower
and drops further with the duration of freeze storage. The frozen shelf-
life during which relatively good performance is kept varies from a
few weeks to several months at most, depending on the type of dough.
These problems are caused mainly by the rapid loss of the yeast’s in-
trinsic stress resistance during the preparation and prefermentation of
the dough (Merritt, 1960; Lorenz, 1974) and further intensified by the
damage and aggregation of gluten proteins in the dough (Ribotta et al.,
2001) (Fig. 2).

The production conditions for baker’s yeast have been successfully
optimized allowing the large-scale production of highly stress-tolerant
yeast (Neyreneuf and Van Der Plaat, 1991) which is also resistant to
freeze stress. However, when the yeast cells come into contact with
the nutrients in the flour, they rapidly lose stress resistance (Fig. 2).
The molecular reason for this effect is the activation of signal transduc-
tion pathways, in particular, activation of the cAMP-protein kinase A
(PKA) pathway by fermentable sugar (Park et al., 1997; Thevelein et al.,
2000). The drop in stress resistance is proportional to the prefermenta-
tion time and is due to the breakdown of trehalose, repression of heat
shock protein encoding genes, and most probably disappearance of
other unknown stress-protection factors. Consequently, the yeast in
the dough is frozen at a moment when it has become considerably more
susceptible to freeze injury, resulting in a significant loss of viability
and reduction of fermentative capacity.

Much research has been carried out to find a solution for this prob-
lem in the frozen dough industry. The optimization of dough formula-
tion and ingredients has proven inadequate. The supplementation with
vital gluten, the use of high-gluten wheat or the use of certain emulsi-
fiers increases the shelf life of frozen doughs but does not completely
overcome the problem (Wang and Ponte, 1994). Likewise, the addition
of more yeast, the use of active dry yeast instead of compressed yeast,
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precooling of the yeast, or the addition of yeast protective substances
has not provided a satisfying solution (Kline and Sugihara, 1968). The
use of specialized equipment for cold and rapid mixing of the dough,
which is not available to artisanal bakers, minimizes but by no means
overcomes the significant drop in yeast stress resistance at the onset of
fermentation. Moreover, a short prefermentation period before freezing
of the dough is indispensable to obtain an appropriate bread flavor,
taste, and texture (Merritt, 1960). The major dough freezing system
employed in the baker’s industry is blast freezing, a process in which

1. nutrient-induced
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2. gluten damage

and aggregation

⇒yeast viability and
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FIG. 2. Schematic outline of the frozen dough process. Two major problems are

associated with this process: The nutrient-induced loss of yeast stress resistance during

the preparation and prefermentation of the dough and the gluten damage and aggregation.
Together, these events cause a longer dough-proofing time, a diminished bread volume,

and an unsatisfactory bread quality.
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extremely cold air is rapidly circulated over the products. Although
cryogenic freezing, a process in which liquid carbon dioxide or liquid
nitrogen is sprayed into the freezing chamber, has proven advantageous
in terms of bread quality (Neyreneuf and Delpuech, 1993), frozen dough
manufacturers are reluctant to adapt their freezing techniques, mainly
for reasons of operational costs. Finally, neither the selection of suitable
packaging material nor the determination of the most favorable storage
conditions for frozen doughs has solved the problem (Lorenz, 1974).

Hence, although the problem of fermentation-induced loss of stress
resistance was already recognized more than 40 years ago, it is still
the main obstacle for the production of frozen doughs. It is generally
believed that the only definite solution for this problem is the availabil-
ity of industrial yeast strains specifically suited for use in frozen dough
(i.e., strains which remain freeze-tolerant at the onset of fermentation
and, in addition, display the same excellent growth capacity and
gassing power as conventional baker’s yeasts (Nagodawithana and
Trivedi, 1990; Rose and Vijayalakshmi, 1993)). However, at present no
such yeast strains are available (Attfield, 1997; Randez-Gil et al., 1999).

D. FREEZE-TOLERANT STRAINS SUITED FOR USE IN FROZEN DOUGH

The concept of a yeast strain that remains highly (freeze)stress resis-
tant during the onset of fermentation has for a long time been thought
to go against biological design (Attfield, 1997). Both the physiological
conditioning and selection of freeze-tolerant strains has proven inad-
equate to completely solve the fermentation-induced drop in stress
resistance. This has given the impression that high stress resistance
and high fermentation capacity are possibly incompatible biological
properties (Meric et al., 1995; Van Dijck et al., 1995).

1. Physiological Conditioning of Yeast Cells

A true stress response probably does not exist for freeze stress condi-
tions and, as a result, survival is mainly dependent on the physiological
status of the cell prior to freezing. Indeed, no cellular adaptation has
been observed following multiple freeze–thaw cycles with or without
a recovery period in between the cycles, indicating that yeast cells do
not adapt to freeze stress caused by repeated freezing and thawing (Park
et al., 1997). When yeast cells are frozen, the little amount of time
available to adapt to this new situation renders it unlikely that cells
could synthesize or modify stress proteins or stress metabolites, as
has been described for responses to other stress treatments, including
oxidative stress (Santoro and Thiele, 1997), osmotic stress (Hohmann,
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1997), and salt stress (Serrano et al., 1997). The improvement of freeze
tolerance of commercial baker’s yeasts in dough by heat treatment
before freezing has been reported (Nakagawa and Ouchi, 1994b). How-
ever, in industrial practice, this effect seems to be counteracted by the
accelerated loss of stress resistance due to heat-induced stimulation of
fermentation.

The possibility to modulate stress tolerance of yeast cells by modifi-
cation of the growth conditions is recognized and exploited in the bak-
er’s yeast industry, where baker’s yeast is commercially produced by a
fed-batch method, using molasses as a substrate. The fed-batch fermen-
tation method consists of sequential propagation stages, each differing
in fermenter size, aeration, and feeding conditions (Randez-Gil et al.,
1999). Fed-batch cultured cells were shown to be more freeze tolerant
than cells in any batch culture phase, especially at lower growth rates
and under strong aeration (Gélinas et al., 1989). The higher stress toler-
ance of fed-batch cultured cells is most pronounced at the end of the
production process, when trehalose constitutes up to 20% of the cells’
dry weight (Attfield, 1997; Randez-Gil et al., 1999;). Freeze tolerance of
yeast cells can be improvedby loading the cellswith trehalose (Hirasawa
et al., 2001). A 4–5% trehalose content has been suggested to be
sufficient to prevent yeast cells from freeze damage during freezing
and freeze storage in dough (Meric et al., 1995). A blend of cane
and beet molasses is the most widely used substrate for baker’s yeast
production (Randez-Gil et al., 1999). It is generally believed that
growth-inhibitory substances present in the molasses evoke a stress
response which contributes to the high stress resistance of the yeast
cells at the end of the production process.

Although the present-day production conditions allow production of
highly stress-tolerant yeast (Neyreneuf and Van Der Plaat, 1991), in-
cluding high tolerance to freeze stress, this does not solve the basic
problem of frozen dough technology—that the yeast cells rapidly lose
stress resistance when they come into contact with nutrients in the
flour. Hence, physiological conditioning does not seem to provide an
answer to this fundamental problem.

2. Strain Selection and Isolation

Freeze-tolerant yeast strains have been selected from strain collec-
tions or have been isolated from natural sources such as soil, grains,
fruits, and flowers (Oda et al., 1986; Hino et al., 1987; Hahn, and Kawai,
1990; Oda and Tonomura, 1993) as well as traditional corn and
rye bread doughs (Almeida and Pais, 1996). Yeast strains with im-
proved freeze tolerance have also been obtained by classic breeding
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approaches in natural and commercial strains, including mutagenesis
(Teunissen et al., 2002), mating of spores (Nakagawa and Ouchi,
1994a), and protoplast fusion (Codon et al., 2003) followed by selection
for the desired trait.

Although usually strains of S. cerevisiae are used in breadmak-
ing, studies on Torulaspora delbrueckii, Torulaspora pretoriensis,
Kluyveromyces thermotolerans, and Zygosaccharomyces rouxii strains
have also been reported (Hino et al., 1987; Hahn and Kawai, 1990; Oda
and Tonomura, 1993; Almeida and Pais, 1996). Strains of these species
generally show a better freeze tolerance compared to conventional ba-
ker’s yeast strains, but they are often compromised for important com-
mercial features, such as maltose fermentation capacity. However, this
is often also true for the freeze- tolerant S. cerevisiae strains that have
been described (Oda et al., 1986; Hino et al., 1987).

In general, classic breeding approaches have proven inadequate for
the development of industrial strains suited for frozen dough appli-
cations. A major problem associated with the modification of funda-
mental yeast characteristics, such as stress resistance, is the almost
inevitable change of other, desirable properties. This happens so often
that, for instance, rapid growth and fermentation have previously been
considered to be incompatible with high stress resistance (Attfield,
1997; Randez-Gil et al., 1999).

Yeast mutants deficient in ‘‘fermentation-induced loss of stress re-
sistance’’ (fil mutants) have been isolated (Van Dijck et al., 2000a).
Fil mutants fil1 and fil2, isolated in the laboratory strain M5 and
W303, respectively, were affected in components of the cAMP–protein
kinase A pathway, in casu adenylate cyclase and the putative glucose-
sensing G-protein coupled receptor Gpr1, respectively (Kraakman et al.,
1999; Van Dijck et al., 2000b). Fil mutant AT25 has been isolated in the
industrial strain S47 (‘‘Hirondelle Bleue’’, Lesaffre) that is in commer-
cial use worldwide (Colavizza et al., 2000; Teunissen et al., 2002).
In addition to its higher freeze tolerance, the commercially important
properties of AT25 are similar or improved compared to those of
S47. Although the degree of improvement of freeze tolerance as well
as other properties seems to be inadequate for the strain to be marketed
as a freeze-tolerant strain, the approach that was used consisting of
mutagenesis and selection in dough seems a promising tool for the
isolation of strains better suited for use in frozen dough.
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3. Genetic Engineering

a. Strain improvement by genetic engineering

Taking advantage of thewealth of genetic modification tools available
for S. cerevisiae, its fairly well-known physiology, and the disclosure of
its complete genome sequence, several attempts have been undertaken
to generate strains better suited for frozen dough production by means
of genetic engineering. However, the fermentation-induced loss of
stress resistance inherent to frozen dough production and the lack
of knowledge about the precise mechanisms and determinants of
microbial freeze tolerance turned out to be major obstacles.

With respect to stress resistance in general and freeze tolerance in par-
ticular, the modification of intracellular trehalose levels has generally
been regarded as one of the most promising avenues and has therefore
been explored most intensively. Yeast strains in which the NTH1 and/
or ATH1 gene encoding neutral and acid trehalase, respectively, have
been disrupted show higher intracellular trehalose levels and also im-
proved freeze tolerance (Kim et al., 1996; Shima et al., 1999). However,
the correlation between trehalose content and stress resistance holds
only in the absence of fermentation (Van Dijck et al., 1995). Addition
of glucose to cells of a nth1� strain still caused a rapid loss of stress
resistance in spite of a very high trehalose level and its very slow mo-
bilization. Moreover, a survey of 14 industrial S. cerevisiae strains
grown in batch culture to stationary phase and tested for their trehalose
content and their tolerance to different types of stress indicated that
trehalose may not be used as a general predictor of stress tolerance in
true stationary phase yeast (Lewis et al., 1997).

Freeze-tolerant strains have also been developed based on the corre-
lation between freeze tolerance and other cellular factors. Mutants
resistant to an analogue of L-proline displayed a high freeze tolerance,
apparently due to their high intracellular proline level. Isolation of
such mutants has been proposed as a practical method for breeding of
novel freeze-tolerant yeast strains (Takagi et al., 1997, 2000; Morita
et al., 2003). Likewise, enhanced freeze tolerance has been demon-
strated upon disruption of the CAR1 gene encoding arginase, resulting
in accumulation of the charged amino acids arginine and glutamate
(Shima et al., 2003). A strain overexpressing the ERG10 gene encoding
acetoacetyl coenzyme A thiolase exhibited an increased freeze toler-
ance (Rodriguez-Vargas et al., 2002). A baker’s yeast strain to which
mitochondria from highly EtOH-tolerant wine yeast were transferred
showed improved freeze tolerance during a short period of frozen
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storage (Codon et al., 2003). The use of a baker’s yeast mutant resistant
to 2-deoxy-D-glucose in frozen dough resulted in bread with superior
qualities (Codon et al., 2003). Overexpression in S. cerevisiae of LEA
proteins resulted in an improved tolerance to salt stress and osmotic
stress (Imai et al., 1996; Swire-Clark and Marcotte, 1999; Zhang et al.,
2000) as well as freeze stress (Honjoh et al., 1999). A synthetic allele
optimized for expression in yeast encoding a polar fish AFP was shown
to be successfully expressed and secreted in S. cerevisiae, using the
enzyme �-galactosidase as a carrier protein (Driedonks et al., 1995).
Cells expressing a chimeric protein, partly consisting of a functional
AFP analogue, displayed a twofold increase in survival after rapid
freezing and moderate rates of warming compared to cells lacking the
fusion protein (McKown and Warren, 1991).

Recently, aquaporin expression has been identified as a determinant
of yeast freeze tolerance (Tanghe et al., 2002). Aquaporin overexpres-
sion improves maintenance of yeast viability of industrial strains, not
only in liquid cultures but also in small doughs stored frozen or sub-
mitted to freeze/thaw cycles, without affecting commercially important
characteristics (Tanghe et al., 2002). Moreover, an aquaporin overex-
pression transformant could be selected based solely on its improved
freeze–thaw tolerance without the need for a selectable marker gene
(Tanghe et al., 2002). These results open new perspectives for the suc-
cessful development of freeze-tolerant baker’s yeast strains for use in
frozen dough. Unfortunately, the aquaporin-mediated improvement of
freeze tolerance seems to be restricted to rapid freezing conditions and
therefore limited to very small doughs (Tanghe, unpublished). There-
fore, further research is required to evaluate the usefulness of aquapor-
in-mediated freeze tolerance for the development of new industrial
strains for frozen dough applications.

b. Problems associated with strain improvement by
genetic engineering

Industrial strain improvement is generally limited by lack of knowl-
edge concerning the precise genetic and molecular mechanisms under-
lying commercially important multifactorial traits such as freeze
tolerance. It is generally believed that freeze tolerance, like most im-
portant baker’s yeast characteristics, is determined by the interaction
of many genes (Attfield, 1997; Randez-Gil et al., 1999). From this point
of view, multiple modifications of genes or the modification of control
genes with multiple downstream effects would be needed to substan-
tially improve freeze tolerance (Attfield, 1997). Indeed, next to the
aquaporin-encoding genes, no single gene has been identified that
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allows reducing or enhancing baker’s yeast freeze tolerance by ma-
nipulation of its expression level without affecting other commercially
important properties.

Furthermore, there is also the large gap between theoretical knowl-
edge and practical application: Results obtained with laboratory strains
or in laboratory conditions do not always directly apply to industrial
strains or industrial conditions. Industrial baker’s and brewer’s strains
are usually polyploid (Rose and Vijayalakshmi, 1993; Benitez et al.,
1996). Little is known about the importance of gene copy number and
allele variation for a specific trait such as freeze tolerance. In addition,
it is well known that a yeast strain showing a high freeze tolerance
when grown and tested in laboratory conditions often does not display
the same features in industrial conditions.

Although there are many potential applications of genetically modi-
fied baker’s yeasts in traditional industries, for instance, in frozen
doughs, the effective introduction on the market of such strains is still
stalled by negative public perception. Only a limited number of genetic-
ally modified organisms have received official approval for commercial
use and, in spite of this permission, they are currently not exploited
(Halford and Shewry, 2000; Dequin, 2001). Commercial freeze-tolerant
yeast strains that are on the market now do not display satisfactory
characteristics. If a superior strain becomes available via genetic engin-
eering which clearly shows perceptible benefits, not only to frozen
dough manufacturers and bakers but also to private consumers, such
a strain might become more acceptable.

VII. Concluding Remarks

In conclusion, although much correlative evidence is available, little
is known with certainty about the precise molecular and genetic mech-
anisms underlying freeze tolerance of yeast and microorganisms in
general. Identification of freeze tolerance determinants, and in particu-
lar their interplay, remains an important challenge for the future. Once
this knowledge is available, better targeted approaches for rational
improvement of freeze tolerance by means of genetic engineering will
become available.
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I. Introduction

Osmotolerant fungi are those fungal species adapted to environ-
ments of low water activity, being found in environments where water
is limited or where water availability is lowered owing to the presence
of high concentrations of environmental solutes. Solutes which deter-
mine the distribution of osmotolerant fungi fall into two groupings.
First, ionic solutes are the most widespread environmentally and in-
clude most commonly the cations sodium, potassium, calcium, and
magnesium with the counteranions chloride, sulfate, carbonate, and bi-
carbonate (Flowers et al., 1986). Ionically dominated environments in-
clude marine ecosystems, which cover perhaps 70% of global surface
area and are dominated by sodium and chloride at around 500 mM,
and a range of terrestrial environments including inland seas, salt
marshes, salt pans, and salt flats, where Kþ, Mg2þ, Ca2þ, CO3

2�, HCO3
�,

, and SO4
2� salts can also be common (Flowers et al., 1986). Within

such environments, specialized communities have grown up com-
posed of organisms with adaptations to high ionic concentrations.
Second, high concentrations of organic solutes also present problems
for the growth of many organisms. Such situations are frequent where
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carbohydrate concentrations are high, particularly of sugars or carbo-
hydrates, for example, in foodstuffs such as fruit products. Yeasts and
filamentous fungi are one of the few groups able to grow at low water
activity in the presence of high sugar concentrations (Hocking, 1993).
Areas characterized as lacking water also present problems to fungal
growth; these include arid zones which comprise perhaps 30% of ter-
restrial land surface area (Flowers et al., 1986) and polar regions where
water is locked away as ice.

Osmotolerance refers tomechanisms that have evolved for survival in
osmotically challenging environments, and anumber of termshave been
used to describe organisms living in such environments. ‘‘Halophile’’
is used to describe a fungal organism adapted to highly saline or ionic
conditions, while ‘‘xerophile’’ is used for a fungus adapted to lowwater
activity (Hocking, 1993). In each case, adaptation has occurred giving
tolerance to highly negative external water potentials. The term ‘‘osmo-
phile’’ is used as a general term for any organism adapted to negative
water potential/lowwater activity. Frequently, the term ‘‘stress’’ is used
to describe any environmental parameterwhichmight be problematic to
biological function, with the expression ‘‘salt stress’’ widely used. Some
cautionmust be expressed in the appropriateness of such terminology; a
fungus adapted to and successfully growing in ahighly osmotic environ-
ment will not exhibit the stress physiologies that a nonadapted species
would and therefore is unlikely to be stressed.

Fungi can be divided into five osmotic response groupings, based
upon their ability to survive at different medium water potentials.
The first two groupings include most mesophilic fungi, including
coprophiles, wood decay fungi, and fungi of the phylloplane, able
perhaps to survive down to external water potentials of around
�5 Mpa. Many soil fungi and marine fungi can survive external water
potentials down to about �20 Mpa, while many aspergilli, penicillia,
and some osmophilic yeasts (e.g., Zygosaccharomyces rouxii) may sur-
vive down to�40 Mpa (Griffin, 1994). In the late 1990s, there have been
reports of a number of fungal species being isolated from the Dead Sea,
a hypersaline environment dominated by the cations sodium (0.67M),
magnesium (1.67M), calcium (0.42M), and potassium (0.17M), together
with chloride (5.97M) giving an Aw of 0.67. Species isolated from
the Dead Sea include the ascomycete Gymnascella marismortui and
the deuteromycetes Ulocladium chlamydosporum and Penicillium
westlingii (Buchalo et al., 1998).

The most systematically studied group of osmophiles at an eco-
logical level is the marine fungi (Moss, 1986; Clipson and Jennings,
1992; Jones and Mitchell, 1996). These are fungi defined as being able
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to complete their life cycles in marine ecosystems (Kohlmeyer and
Kohlmeyer, 1979), implying that tolerance has to be manifested at all
life cycle stages for such a species to be successful in the marine envi-
ronment. This does not appear to preclude transient terrestrial species
being found in marine ecosystems, although it is unclear whether
populations are maintained by sporulation or vegetatively. An interest-
ing example is a strain of Aspergillus sydowiiwhich causes mortality of
the Caribbean sea fan Gorgonia ventalina, with disease-causing popu-
lations maintained by continual influx of vegetative material from
neighboring terrestrial environments (Geiser et al., 1998).

At present, it is not clear whether osmotolerance is more common
within particular fungal phyla or whether it is distributed widely
through the fungal kingdom. In a survey of European marine fungal
species, Clipson et al. (2001) found that 67% of species were Ascomy-
cetes and 26%were Deuteromycetes, suggesting that salt tolerance may
be particularly prevalent in the Ascomycotina. Although the marine
habit appears to be rarely found among the terrestrially diverse basid-
iomycetes (Jones and Mitchell, 1996), 4% of marine species were
Zygomycetes. Ecologically, caution must be expressed in terms of the
extent of osmotolerant fungal diversity because there have been few
systematic fungal surveys of osmotically challenging environments.
Furthermore, total fungal diversity remains greatly underestimated
(Hawksworth, 2001).

The focus of this chapter is the molecular mechanisms which confer
osmotolerance in fungi. The basic physiologies involved will be briefly
overviewed, but the main emphasis will revolve around evaluating
recent advances in our understanding of fungal osmotic responses at
the genetic level.

II. Physiological Mechanisms of Osmotolerance

Physiological mechanisms conferring fungal osmotolerance have
been extensively reviewed (see Clipson and Jennings, 1992; Blomberg
and Adler, 1993; Jennings, 1995). Detailed studies have largely been
restricted to a few representative fungal model species, including
the ascomycetous yeast Saccharomyces cerevisiae, the marine yeast
Debaryomyces hansenii, the marine hyphomycete Dendryphiella
salina, and the ascomycete Aspergillus nidulans, together with less
studied species such as Z. rouxii. S. cerevisiae forms the most complete
model for fungal salt tolerance at both physiological and genetic levels,
based upon its ease of physiological and genetic manipulation. Never-
theless, S. cerevisiae is not a particularly osmotolerant species, and
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caution must be exercised in using it as a proxy for species showing
moderate or high levels of halo- and osmotolerance.

In fungi not adapted to osmotic environments, growth inhibition
occurs at quite moderate solute concentrations. For example, Magan
et al. (1995) found that in the basidiomycete Agaricus bisporus grown
at different KCl concentrations, mycelial growth was optimal at os-
motic potentials between �0.5 and �1.0 Mpa (equivalent to approxi-
mately 100 to 200 mM). In contrast, for the xerophile Aspergillus
ochraceus, growth was maximal at around �10 Mpa, regardless of
whether the external solute was NaCl or glycerol, although growth
was higher when the osmoticum was glycerol (Ramos et al., 1999). In
the marine fungus D. salina, mycelial dry weight was maximal at
200 mM NaCl (Clipson and Jennings, 1990).

Central to cellular osmotolerance is themaintenance of osmotic gradi-
ents across the fungal cell membrane to maintain inwardly directed
water transport, so that cellular water potentials are more negative than
those in the external environment (Clipson and Jennings, 1992). Fungal
cells are generally walled and turgor maintenance is essential for
growth, turgor being a driving force for apical growth and expansion
(Money, 1994, 1997). Cellular water potentials are generated through
the accumulation and/or synthesis of osmotically active solutes by the
cell. In natural environments, external water potentials are rarely stable,
so that fungi adapted to these conditions presumably are able to undergo
osmotic adjustment processes, either through changes in solute uptake
or in intracellular synthesis rates of osmotically active solutes, in order
to survive such situations. There have been some studies that have
measured fungal water potential in response to osmotic agents. In the
marine hyphomycete D. salina, Clipson and Jennings (1990) measured
water and osmotic potentials in mycelium growing at different NaCl
concentrations, with representative data included in Table I.

Although there have been few studies, fungal cellular metabolism
appears to be inhibited by ionic agents. In D. salina, malate dehydro-
genase and NAD-linked glycerol dehydrogenase both showed substan-
tial inhibition in vitro at quite low NaCl (100 mM) concentrations (Gibb
et al., 1986; Paton and Jennings, 1988), while cell-free extracts of the
halotolerant yeast Pichia miso were completely inhibited by NaCl
for glucose consumption and glycerol production (Onishi, 1963).
Some caution is necessary in interpreting in vitro enzyme assays since
conditions may be radically different from in vivo in terms of protein
concentration, pH, and counteranion. Additionally, protein produc-
tion may possibly be up-regulated to overcome ion inhibitory
effects. For example, Nilsson and Adler (1990) found that although
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NAD-dependent glycerol 3-phosphate dehydrogenase from D. hansenii
was strongly inhibited by NaCl or KCl, when ions were added as glu-
tamates, enzyme activity increased. They concluded that if intracellu-
lar ion concentrations increased, cellular metabolism may well be
protected by cellular counteranion environment.

Key to fungal osmotic adaptation is the generation and maintenance
of intracellular osmotic and water potentials through accumulation or
synthesis of solutes. Ionic solutes are readily available in external
media but are cytotoxic to metabolic processes. Most studies measuring
intracellular cation concentrations have not accounted for extracellular
cation content in hyphal walls or have not discriminated between cyto-
plasmic and vacuolar contents intracellularly. This is important as
most metabolism is centered upon the cytoplasm, which is most vul-
nerable to inhibition by excessive ionic concentrations. Table I details
intracellular ion concentrations in D. salina, as measured by x-ray
microanalysis allowing precise ultrastructural regions to be assessed.
At seawater salinities, cytoplasmic sodium concentration was
173 mM, probably still compatible with cytosolic enzyme activity
albeit with perhaps some inhibition of more salt-sensitive enzymes
(Clipson and Jennings, 1990). Surprisingly, there was no evidence
of preferential ion localization in vacuoles. These represented a low

TABLE I

OSMOTIC ADJUSTMENT IN THE MARINE HYPHOMYCETE DENDRYPHIELLA SALINA GROWING IN THE ABSENCE

OF SALT (0 mM NaCl) AND AT SEAWATER CONCENTRATION (500 mM NaCl). INTRACELLULAR ION

CONCENTRATIONS, COMPARTMENTAL VOLUME FRACTIONS, AND CELLULAR WATER POTENTIALS

[NaCl]o �W Cytoplasm Vacuole Wall

0 mM �0.25

Na 21 14 10

K 164 89 150

Cl 33 24 37

Vf 88% 12%

500 mM �2.3

Na 173 199 172

K 110 86 74

Cl 199 173 210

Vf 83% 17%

Compartmental concentrations are expressed as mM on a tissue water basis. Volume fractions (Vf)

are expressed as % protoplasmic volume. Water potential (�w) is expressed as Mpa. Adapted from

Clipson and Jennings (1990) and Clipson et al. (1989).
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cellular volume fraction (12–17%) and would not quantitatively have a
substantial impact on overall cellular osmotic adjustment. In fungal
species where vacuoles occupy a much larger fraction of the cell, vacu-
olar influence on localization of ions and osmotic tolerance may be
more significant. Intracellular ionic solute concentrations are main-
tained by a range of uptake systems at the plasma membrane, which
will be detailed in the ensuing sections.

The principal organic solutes used in the generation of cellular os-
motic potential in fungi are the polyols, including glycerol, mannitol,
arabinitol, and erythritol (Blomberg and Adler, 1993). These are com-
patible solutes in that they have little or no detrimental effect on cellu-
lar metabolism and contribute to enzyme stability (discussed by
Jennings and Burke, 1990; Blomberg and Adler, 1993). Many studies
have shown that glycerol is the primary osmo-responsive polyol in
growing fungal cells (e.g., Beever and Laracy, 1986; Hocking, 1986; Pfyf-
fer et al., 1990), but declines as cells approach stationary phase. Other
polyols appear to be less osmo-responsive, although they do increase as
glycerol content declines with cell age, although not sufficiently to
compensate for the loss of glycerol (Adler and Gustaffson, 1980; Van
Eyk et al., 1989). Blomberg and Adler (1993) calculated the contribution
of polyols to the generation of sufficient cellular osmotic potential
to counteract the external water potential. For a number of fungal
species, including Dendryphiella salina, Debaryomyces hansenii, and
Z. rouxii growing between 0.5 and 1.4M NaCl, polyols contributed be-
tween 36 and 75% of the balancing osmotic potential. Other osmolytes
have been shown also to accumulate in fungi in response to osmotic en-
vironments. Proline accumulation has been described in oomycetes
(Luard, 1982) and in A. nidulans, Neurospora crassa, and S. cerevisiae
(Jennings and Burke, 1990), and trehalose accumulation has also been
widely reported (Davis et al., 2000). Davis et al. (2000) also discuss
the implications of accumulating mixtures of osmolytes in fungal
cellular osmotic adjustment. Although there is little advantage in
the generation of osmotic potential by accumulating mixtures of
osmolytes, mixtures may reduce possible toxic effects of individual
osmolytes or reduce feedback mechanisms regulating their synthesis
or accumulation at high concentrations.

Critical to cellular osmotolerance is its regulation, in terms of both
the expression of genes conferring osmotolerance and the regulation
of those genes. This will be the focus of the ensuing sections. The
approaches used for the study of fungal osmoadaptation at the genetic
level have moved through three distinct stages. Initially, in vivo
studies concentrated upon the production of mutants together with
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the physiological characterization of the phenotypes that their respec-
tive genes controlled. Second, the advent of in vitro molecular ap-
proaches has allowed the cloning (often by the complementation of
mutant phenotypes) and characterization of individual genes, facilitat-
ing the testing of the precise role of a gene in an osmoregulatory path-
way (e.g., Brewster et al., 1993). Lastly, with the completion of the first
fungal genome projects, in silico genetics begins to allow an appreci-
ation of the full range of genes and gene products associated with
adaptation to osmotic stress (e.g., Yale and Bohnert, 2001).

III. Control of Osmotic Responses at the Molecular Level

A. OSMOTIC ADJUSTMENT IN YEASTS

Yeasts have proved extremely amenable for genetic analysis of
osmotic responses. A very large body of information is now available
for the ascomycetous yeast S. cerevisiae, based upon an extensive
and easily derived mutant library, straightforward and efficient mo-
lecular protocols, and its ease of cultivation. Some caution must be
exercised in applying such data to other fungal osmophiles, as
S. cerevisiae is poorly osmotolerant, and its nonfilamentous nature
reduces the value of comparisons with filamentous fungi. The other
yeast which is relatively well characterized is the extreme osmophile
D. hansenii.

1. Saccharomyces cerevisiae

a. Regulation of osmotic responses at the molecular level. Among
fungi, S. cerevisiae provides the most sophisticated molecular model of
osmotic adaptation, albeit of an organism of relatively limited osmotic
tolerance. Osmotic adjustment in yeast has been shown to include in-
creased production and accumulation of glycerol, enhanced Naþ/Kþ

discrimination by a Kþ uptake system, and Naþ efflux controlled by
an ATPase (Blomberg and Adler, 1993). Using 2D-PAGE, Blomberg
(1995) identified several proteins encoded by potentially salinity-re-
sponsive genes, with some 200 or so genes and their products being re-
sponsive to osmotic challenge in S. cerevisiae, although a number of
these appeared to have no obvious role in the alleviation of osmotic
challenge (Blomberg, 1995). Nevertheless, this approach is likely to
underestimate the number of responsive genes as some changes may
occur transiently at the onset of osmotic challenge, some may be very
specific to precise induction conditions, and some highly induced pro-
teins may still be present at levels below the threshold of detection.
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Many proteins characteristic of other general stress responses, such
as heat shock proteins and DNA damage inducible proteins, may
also be apparent after exposure to salinity. A number of osmotically
responsive genes in S. cerevisiae with known phenotype are listed in
Table 2.

Many components of the yeast osmotic regulatory cascade are now
well understood, particularly for aspects of the HOG (high osmolarity
glycerol response) regulatory cascade (outlined in Fig. 1) (Brewster
et al., 1993). The HOG regulatory apparatus relies upon specific protein
phosphorylation events mediated by MAP kinases, with the Sln1p and
Sho1p membrane spanning proteins being important osmosensors
(Maeda et al., 1994, 1995). Via a relay of MAP kinases, the stress signal
is transmitted to Pbs2p which phosphorylates Hog1p, so facilitating its
import by the nucleus (reviewed by Rep et al., 2000). Activated Hog1p
directly or indirectly influences the activity of one or more transcrip-
tional regulators within the nucleus. Experiments with Hog1p/green
fluorescent protein fusions reveal that the rapid concentration in
the nucleus upon osmotic challenge is reversed on return to an iso-
osmotic environment or after a period of adaptation to high osmolarity.
The intracellular distribution of Hog1p, and hence its ability to

Sln1p Sho1p PLASMA MEMBRANE

⇓ ⇓
MAP kinase cAMP
pathway

⇓ ⇓

Pbs2p PKA CYTOSOL

⇓ ⇓

⇒ Sko1pHog1p

Msn2p

Msn4p

⇓⇑ ⇓⇑
………………………………………………………………………………..

- Stress Response Genes NUCLEUS

- Other Transcription Factors 

FIG. 1. A simplified summary of the regulation of osmotic stress response genes by the

HOG pathway in S. cerevisiae. Hog1p exerts its effects through at least five different

transcription factors, including Msn2p, Msn4p, and Sko1p. There is evidence for cross

talk between these and other stress response pathways, for example, the PKA pathway
may directly act upon Msn2p and Msn4p (Hohmann, 2002).
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influence transcription, depends upon phosphorylation-linked accu-
mulation in the nucleus, binding and retention by targets in the nucleus,
and kinase-controlled export to the cytosol (Reiser et al., 1999).

The cAMP-activated protein kinase A pathway (PKA) also modulates
stress gene expression by controlling the movements of transcription
factors between the nucleus and the cytoplasm. For example, the
Sko1p repressor regulates a subset of osmotically inducible genes.
Under conditions favorable for growth, it represses transcription of
genes such as ENA1 and HAL1. When osmotically challenged, Hog1p
phosphorylates Sko1p near the amino terminus, resulting in the export
of Sko1p from the nucleus and the derepression of osmotic stress de-
fense genes under Sko1p control. PKA activity can also phosphorylate
Sko1p in the central region of the protein. Favorable growth conditions
lead to high PKA activity, accumulation of Sko1p in the nucleus, and
the subsequent repression of stress response genes. High PKA activity
also prevents the nuclear import of the stress response transcription
factors Msn2p and Msn4p (Pascual-Ahuir et al., 2001).

Hog1p is activated as an early response to salinity challenge and may
act in concert with another factor also involved in osmotic stress-
induced transcription, Hot1p. The response may then diverge into
separate pathways, with one controlled by the general stress response
transcription factors Msn2p and Msn4p. When activated, Msn2p and
Msn4p move from a cytosolic location to the nucleus (Gorner et al.,
1998). The protein phosphatase calcineurin is also thought to interact
with Hog1-based signaling (reviewed by Yale and Bohnert, 2001).
The accumulation by the nucleus of these activated transcription
factors then alters the transcription of a range of structural genes (e.g.,

TABLE II

EXAMPLES OF OSMOTICALLY RESPONSIVE GENES IN SACCHAROMYCES CEREVISIAE

HAL1 Naþ/Kþ selectivity

ENA1 ATP-ase/Naþ efflux

GPD1 Glycerol production

TPS2 Trehalose synthase complex
subunit

CTT1 Catalase

HSP 26, 12, 104 Heat shock proteins

DDR2 DNA damage inducible

GAC1 Protein phosphatase

After Blomberg, 1995
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Table II) involved in the osmotic response. In addition to membrane
sensors, the actin cytoskeleton is also one of the first cellular compo-
nents to sense osmotic challenge and can rapidly disassemble in
response to osmotic challenge (Blomberg, 1995).

b. Transcriptional responses. There have been a number of stud-
ies which have examined the global response of the yeast genome to
saline or osmotic challenge. Dependent upon the precise induction
conditions or the threshold of expression set, each reaches a different
estimate of the proportion of the genome that is responsive to osmotic
challenge. Rep et al. (2000) applied 0.5 or 0.7M NaCl, or 0.95M sorbitol,
and suggested that the transcriptional response to osmotic stress in-
volved around 5% of S. cerevisiae genes. Posas et al. (2000) estimated
that about 7% of S. cerevisiae genes were induced in excess of fivefold
after a 0.4M NaCl challenge for 10 min (equivalent to more than 400
genes). Yale and Bohnert (2001), using a more extreme saline challenge

TABLE III

EXAMPLES OF OSMOTIC MUTATIONS IN ASPERGILLUS NIDULANS

Mutation Phenotype/Gene product Author

bimG Osmotic remedial phosphatase Borgia and Dodge, 1992

ch1A/dafA/dic Osmo-sensitivity/dicarboximide

resistance

Chabani and Grindle, 1990

chsD,E Chitin synthase Specht et al., 1996

gfdA Glycerol-3-phosphate dehydrogenase Fillinger et al., 2001

hogA MAP kinase (signaling) Han and Prade, 2002

myoA Myosin 1 McGoldrick et al., 1995

nfsA Sodium fluoride sensitivity Shawcross et al., 1994

orlA,B Osmotic remedial chitin formation Borgia and Dodge, 1992

orl C,D Csmotic remedial B 1,3 glucan

development

Borgia and Dodge, 1992

scy Cycloheximide resistant de Souza et al., 1998

sltA1 NaCl/KCl sensitivity Spathas, 1978

sorA,B Sorbose resistance Elorza and Arst, 1971

tcsA Osmotic remedial sporulation Virginia et al., 2000

tsE Temperature sensitive glucosamine

synthesis

Katz & Rosenberger, 1970

Updated from Clement et al., 1999, and reproduced from the Mycologist with permission of the

British Mycological Society.
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of 1M NaCl, observed transcriptional changes over 90 min following
upshock and suggested that expression levels were affected in around
10% of genes. However, each of these studies recognized that adapta-
tion to a saline challenge involved the regulation of many aspects of
cell function. The HOG pathway, described in the previous section, is
necessary for the induction of many or most of these genes and can thus
be categorized as a global regulator of the overall response to osmotic
challenge. More specific aspects of the response are then controlled
by the Hot1p transcription factor and the general stress response
proteins Msn2p and Msn4p (Rep et al., 2000).

In a hog1 mutant, some genes became more strongly induced by salt
than in the otherwise isogenic wild type, with most being related to
mating functions via a shared pheromone response MAP kinase path-
way (Rep et al., 2000). Posas et al. (2000) also examined the response
of a hog1 loss of function mutant and, while noting many differences
in gene expression compared to the wild type, emphasized that most
changes were relatively small quantitative changes in the level of tran-
scription. They concluded that Hog1, while playing a key role in regu-
lating the response to osmotic challenge, did not control the only
signaling pathway mediating osmotic adaptation.

The earliest responses to severe saline challenge have been found to
be transcripts involved in nucleotide and amino acid metabolism.
These were subsequently followed by transcripts related to intracellu-
lar transport, protein synthesis, and targetting. After 90 min of a 1M
NaCl osmotic challenge, genes involved in detoxification, metabolism
of energy reserves, and lipid biosynthesis were highly expressed (Yale
and Bohnert, 2001). While a similar set of genes up-regulated by salt
and osmotic (sorbitol) challenge were apparent, some 10 transcripts
were more strongly up-regulated by saline rather than osmotic effects,
while just over double this number were stimulated more by sorbitol
than salt (Rep et al., 2000). This further demonstrates differences based
upon the specific effects of ionic and nonionic osmotically active
solutes. Nevertheless, there is a correlation between those genes identi-
fied by earlier methods as being up-regulated by osmotic challenge (see
Table II) and the induction patterns indicated by microarray studies.
For example, the prolonged high salinity treatments of Yale and Boh-
nert (2001) induced GPD1 39-fold, HSP12 62-fold, CTT1 9-fold, and
TPS2 7-fold.

Bohnert et al. (2001) have collated the genomics-based approaches
that use microarray data together with ESTs (expressed sequence tags)
which represent partial clones of transcribed genes, to explore the
parallels between lower and higher eukaryote stress responses. For
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example, salt challenge treatments of S. cerevisiae and Oryza sativa
(rice) induce a large number of ribosomal proteins as an early response
in both species. Ribosome synthesis and the elevation of transcripts
required for protein turnover may then be ubiquitous stress responses.
However, perhaps 20% of stress-induced transcripts identified as
ESTs in higher organisms cannot be identified by comparison with
previously characterized genes from yeast or other models.

2. Debaryomyces hansenii

In contrast to S. cerevisiae, the genetics of the marine yeast D. hanse-
nii have been relatively poorly studied, but potentially D. hansenii
forms a more appropriate model for fungi tolerant to moderate and high
concentrations of osmotically active solutes. Most strains of S. cerevi-
siae cease growth at around 10% NaCl (Lepingle et al., 2000), while
D. hansenii can tolerate salinity levels of up to 24% (Hernandez-
Saavedra et al., 1995) and has been isolated from a number of highly
ionic environments such as concentrated brine lakes and the deep
sea. Systems for the genetic analysis of D. hansenii remain underdevel-
oped, and our understanding of its molecular responses to bring about
osmotic adaptation are less advanced than for S. cerevisiae. Neverthe-
less, the S. cerevisiae model has been helpful in increasing the under-
standing of D. hansenii osmotic tolerance.

A number of genes involved in stress responses in D. hansenii
have been characterized. Hernandez-Saavedro and Romero-Geraldo
(2001) described the cloning of the oxidative stress response enzyme
superoxide dismutase (SOD) from marine strains of D. hansenii.
Thome and Trench (1999) used Northern blots to show increases in
glycerol-3-phosphate dehydrogenase mRNA 15 min after salt challenge
and immunoblots demonstrated increases in the quantity of the
enzyme itself 30 min after addition of NaCl. Hence, as with S. cerevi-
siae, there is clearly rapid transcriptional up-regulation of GPD in
response to salt challenge. Calderon-Torres and Thome (2001) studied
electrophoretic profiles of polypeptides from various cell compart-
ments of D. hansenii. They showed that different osmotically active
solutes, such as NaCl, KCl, and sorbitol, produced different responses.
For example, while sorbitol caused significant declines in the concen-
tration of some mitochondrial and cytosolic polypeptides, KCl did not
have a major effect on any of the subcellular compartments.

Other elements of the osmotic stress response also appear to mirror
the S. cerevisiae model. Bansal and Mondal (2000) described the
cloning of a HOG1 homologue encoding a MAP kinase involved in
osmotic signaling. Thome-Ortiz et al. (1998) identified a number of
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ion transporters, including a proton-pumping ATPase responsible for
the generation of a membrane potential which drives Kþ movement
through a uniporter. They also identified a Kþ/Hþ exchange system
and a rapid cation/cation exchange system. Almagro et al. (2001)
cloned two genes encoding NaþATPases from D. hansenii by using de-
generate PCR primers designed for previously characterized Naþ and
Caþ-ATPase genes. DhENA1 was induced by high NaCl concentrations
while DhENA2 required alkali pH shock. These cloned genes also com-
plemented the corresponding Naþ efflux defect in S. cerevisiaemutants
and showed homology with previously reported ENA genes from
S. cerevisiae, S. occidentalis, and Z. rouxii.

The key question is why is D. hansenii so much more osmotically tol-
erant than S. cerevisiae? Prista et al. (1997) recorded intracellular con-
centrations of Naþ at 800 mM in D. hansenii growing at 2M NaCl. This
might suggest that the metabolism of this species is less sensitive to
Naþ than is S. cerevisiae, although the measurements made do not take
into account any possible localization in vacuoles which might lead to
a low salt cytoplasmic environment. Comparisons of the ability to ex-
trude Naþ in each species revealed that the efficiency of this process
was similar in both yeasts. Hence, Naþ extrusion alone cannot explain
the enhanced salt tolerance of D. hansenii. Some clues to the molecular
basis of this enhanced salt tolerance are provided by Lepingle et al.
(2000). Using the completed genome project for S. cerevisiae as a com-
parative reference, analysis of 2830 random sequence tags (RSTs) from
D. hansenii showed that particular functions, especially those related
to transport facilitation, were underrepresented in S. cerevisiae when
compared to D. hansenii. For example, amino acid and carbohydrate
transporters were nearly twice as common in D. hansenii than in
S. cerevisiae and there was also a small increase in the number of genes
involved in osmosensing.

3. Other Yeasts

A number of components of osmotic adaptation in S. cerevisiae have
also been shown to operate in other yeasts. For example, Hahnenberger
et al. (1996) demonstrated that the Naþ/Hþ antiporter gene from
Schizosaccharomyces pombe can confer Naþ and Liþ tolerance upon
S. cerevisiae. However, while this is the major Naþ extrusion system
in S. pombe, its equivalent in S. cerevisiae (NHA1) is less important
for Naþ tolerance than the Ena-ATPase (Prior et al., 1996). Watanabe
et al. (1995) isolated a Naþ/Hþ antiporter gene (Z-SOD2) from the
salt-tolerant yeast Z. rouxii whose expression was constitutive and
independent of salt treatments as in the S. pombe homologue. Gene
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disruptions of Z-SOD2 depressed salt tolerance but still allowed
growth in the presence of 50% sorbitol. However, a total loss of func-
tion mutation of Z-SOD2 did not depress salt sensitivity to the levels
found in halosensitive yeasts, suggesting other mechanisms of salt tol-
erance were important. Two MAP kinase genes (ZrHOG1 and ZrHOG2)
homologous in function to S. cerevisiae HOG1 have been cloned from
Z. rouxii (Iwaki et al., 1999). Each could restore salt and osmotolerance
upon an S. cerevisiae hog1 loss of function mutant. The presence of
two HOG MAP kinases rather than one was suggested by these workers
as a possible contributor to salt tolerance.

Even though glycerol appears to be the main salt-induced osmolyte
accumulated in more than 20 different fungi, important differences in
strategy may exist even among different yeast species. For example,
Garcia et al. (1997) compared the relative salt tolerance of Candida tro-
picalis with S. cerevisiae in glucose media. While C. tropicalis was
better adapted to Naþ and Liþ stress than S. cerevisiae, it showed greater
inhibition during osmotic challenge byKCl and sorbitol. General carbon
catabolite control based on the preferential use of favored C sources like
glucose, in S. cerevisiae but not C. tropicalis, correlated with enhanced
glycerol synthesis and osmotolerance. In the absence of glucose repres-
sion, trehalose was a key osmoresponsive solute in S. cerevisiae but was
not accumulated in C. tropicalis under any conditions.

Several yeast species including S. cerevisiae have been shown
to demonstrate dimorphism. In Candida albicans at alkali pH (8.0),
Naþ ions can inhibit germ tube outgrowth, as can gluconate. There
are several sites at which Naþ could act but gluconate is proposed to
block the putative CI� channels or exchangers required to allow plasma
membrane ATPases to increase internal pH (Northrop et al., 1997).
Pseudohyphal growth in S. cerevisiae is considered to be a response
not just to starvation but also to a stressful environment which can
include osmotic stress (Zaragoza and Gancedo, 2000).

In conclusion, salt-tolerant yeastsmay differ from theirmore sensitive
relatives in a number of key functions not necessarily related to the
efficiency of extrusion of Naþ ions. A number of transport and uptake
functions coupled to alterations in sensing the osmotic and nutritional
environment may be important features in enhanced halotolerance.

B. OSMOTIC ADJUSTMENT IN FILAMENTOUS FUNGAL SPECIES

There is a considerable legacy of genetic and physiological studies of
filamentous fungal osmotic relations, although the molecular details of
mechanisms lag well behind that of the model established for
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S. cerevisiae. At a physiological level, the marine hyphomycete Den-
dryphiella salina and the ascomycete Aspergillus nidulans are rela-
tively well characterized. A. nidulans is one of the best characterized
filamentous fungal species at the genetic level, with well-developed
mutant libraries and techniques for genetic analysis (Clement et al.,
1999a). Nevertheless, the complex mycelial morphology reflecting
complex life cycles presents much greater difficulty for the elucidation
of osmotic relations than in unicellular organisms.

1. Genes with ‘‘Osmotic’’ Phenotypes

The classic approach of fungal genetics is to create mutant strains
with a particular phenotype and to characterize such strains to reveal
insights into processes controlling such a phenotype. The ease with
which mutant libraries can be screened for changes in osmotic adapta-
tion has identified a substantial number of osmotic mutants, although
their underlying osmotic physiology has rarely been followed up in
detail. For example, one of the earliest fungal transformation systems
used germinating conidia of Neurospora crassa–osmosensitive
mutants as recipients of DNA (Wooton et al., 1980), although the nature
of the osmosensitivity was not then fully understood.

Examples of genes causing osmotic phenotypes in A. nidulans are
summarized in Table II, with several mutants exhibiting pleiotropy.
A. nidulans is very osmotolerant, being able to grow vegetatively in
NaCl concentrations in excess of 3M (Beever and Laracy, 1986). Two
types of mutant are common: osmosensitive mutants which are more
susceptible to negative medium water potential than the wild type
and osmotic remedial mutants which show a mutant phenotype under
one set of conditions but are wild type when the external osmotic en-
vironment changes, usually by an increase in the solute concentration
of the medium (for example, the mutants chsD and E confer osmotic
remedial rather than osmosensitive phenotypes; Specht et al., 1996).

Osmotic mutants of A. nidulans include strains showing defects in
cytoskeleton components such as myoA (McGoldrick et al., 1995).
Null mutations of myoA are lethal—the conidia of such strains can
swell and undergo nuclear division but do not produce hyphae.
Myosin appears to have multiple roles in defining cell polarity, septal
wall formation, hyphal branching patterns, and in establishing hyphal
size and shape (Liu et al., 2001). Some vacuolar biogenesis mutations
such as scy confer osmosensitivity (de Souza et al., 1998) but not
others such as vps (Tarutani et al., 2001). An A. nidulans scy cyclohex-
imide-resistant mutant has a pleiotropic phenotype that includes a
fragmented vacuolar system as well as osmosensitivity (de Souza
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et al., 1998; Tarutani et al., 2001). Similarly, while glycerol dehydro-
genase activity is salt inducible, not all glycerol biosynthesis mutants
are osmosensitive (Hondmann and Visser, 1994; Redkar et al., 1995,
1998). In a further example of pleiotropy, Fillinger et al. (2001b)
showed that a glycerol processing mutation also influenced cell wall
features. There are several other examples of osmotic mutations that
affect cell wall characteristics, such as orl A-D (Borgia and Dodge,
1992), chsD and E (Specht et al., 1996), and tsE (Katz and Rosenberger,
1970). Sorbose-resistant mutants show a very specific resistance
phenotype to a toxic sugar based upon a defect in an uptake system
(Elorza and Arst, 1971). Other osmotic mutations, such as bimG, pro-
duce an osmosensitive phenotype because of an alteration in the sensi-
tivity of a specific enzyme (Borgia and Dodge, 1992). Interestingly,
particular mutations in glucose transporters of yeast can convert these
membrane transporters into nonspecific ion channels which are then
capable of mediating movement of cations such as Kþ (Kruckeberg,
1996; Liang et al., 1998).

The incomplete nature of the collection of mutant phenotypes is un-
likely to give a comprehensive view of the variety of cellular processes
that may influence osmotic relations. Genes identified by conventional
mutation analysis number an order of magnitude lower than the esti-
mated 8000 or so in the genome of a filamentous ascomycete (Kupfer
et al., 1997). A gene encoding a plasma membrane Hþ ATPase (pmaA)
encodes a product essential for the maintenance of a proton gradient
and for driving antiporters dependent upon such gradients. This is an
essential gene producing a lethal phenotype if deleted in A. nidulans,
although in Z. rouxii some mutations in the equivalent gene do
produce osmosensitivity (Reoyo et al., 1998). Nevertheless, the muta-
tion approach suggests that the cytoskeleton, the cell wall, relative
enzyme tolerance/sensitivity to osmotic environments, polyol biosyn-
thesis, and vacuole biogenesis are all intimately involved in the
osmotolerance response.

Other relevant processes shown by mutation analysis in filamentous
fungi, but not yet in A. nidulans, include G protein signaling, with mu-
tations in the G alpha subunit of Magnaporthe grisea giving increased
sensitivity to repression of conidiation by osmotic stress (Fang and
Dean, 2000). In Coprinus cinereus, mutations in the hyt1 gene, which
encodes a novel protein, produce osmotic remedial swelling of hyphal
tips (which can be corrected by osmotic stabilizers in the medium).
This gene is required for cell wall function but intriguingly the
composition of wall polysaccharides remains unchanged (Maida et al.,
1997).
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2. Molecular Approaches

Some modest progress has also been made in understanding the mo-
lecular basis of osmotolerance in filamentous species such as
A. nidulans. Redkar et al. (1996a) used 2D SDS PAGE to estimate that
around 49 novel or induced proteins were produced by salt-adapted
cultures of A. nidulans with 26 further de novo synthesized or up-
regulated proteins being identified in salt-shocked cultures. They
showed that salinity increased the copy number of rRNA genes in
A. nidulans, presumably reflecting a requirement for increased total pro-
tein synthesis under stressful conditions where many proteins and the
ribosomes themselves have short life expectancies. Salt-inducible genes
identified via subtractive hybridization include those encoding two
ATPase subunits, a mitochondrial transport protein, and a ubiquitin ex-
tension protein (Redkar et al., 1996b). The recognition that the gpdA
promoter, widely used in A. nidulans expression vectors, is inducible
by osmotic treatments opens the prospect of identifying and exploiting
specific motifs in osmotically responsive genes (Redkar et al., 1998).

As a prelude to complete genome projects, EST libraries of several
filamentous species, including A. nidulans, Aspergillus fumigatus,
Magnaporthe grisea, and N. crassa, are now available. A. nidulans
libraries have been screened electronically to identify likely homo-
logues of S. cerevisiae genes known to be active in osmotic responses
(Bohnert et al., 2001). In some cases, this has allowed the design of
PCR primers for the isolation of complete clones of target genes such
as hogA (Han and Prade, 2002).

The cloning and sequencing of wild-type DNA that complemented
the N. crassa os-1 allele confirmed the gene product as a likely
osmosensing, two-component (fused sensor and response regulator)
histidine kinase. DNA sequencing of some mutant alleles has identified
one group of null mutationswhich conferred a high level of resistance to
fungicides such as iprodione and moderate sensitivity to osmotic
agents. A second group of mutants with more moderate fungicide
resistance but high sensitivity to osmotic stress showed alterations in
single amino acids. These changes tended to occur in a common
‘‘linker’’ region of tandem repeats, whichmay represent a regulatory site
for kinases and phosphatases (Ochiai et al., 2001). However, a deletion
mutant of a homologous gene (fos1) from A. fumigatus, while showing
dicarboximide resistance, was not osmosensitive (Pott et al., 2000).
Hence, the roles of homologous genes may differ subtly among the
different species and particular mutations can confer quite precise
phenotypes. It is noteworthy that in Ustilago maydis, mutations that
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lead to dicarboximide resistance also confer osmosensitivity. However,
one class has been described based on disruptions in the ubc1 gene en-
coding a regulatory subunit of protein kinase A (PKA). This suggests a
role for cAMP signaling in determining such phenotypes. By analogy
with the yeastmodel, this perhaps occurs via crosstalkwith aHOGpath-
way and/or the control of the subcellular locations of Msn2p/Msn4p
homologs (Ramesh et al., 2001). A commonphenotype such as dicarbox-
imide resistance may thus have more than one molecular basis.

3. A. nidulans as a Model Expression System

Isolation and characterization of mutants provides the opportunity to
attempt to clone corresponding wild-type, functional genes by comple-
mentation and restoration of a normal phenotype. The subsequent char-
acterization byDNAsequencing of complementing sequences facilitates
amolecular study of the process controlled by a particular gene. Figure 2
(see color insert) demonstrates the complementation of the sltA1 salt
sensitivity mutation in A. nidulans by DNA sequences made from a
strain with wild-type responses to salt (O’Neil et al., 2002). Such an ap-
proach need not be limited to the cloning of native genes from the same
species but may be extended to the isolation of heterologous genes from
other species. This may be particularly useful where a favored physio-
logical model, such as D. salina, has not provided a library of mutant
strains for complementation or a transformation system.

Wernars et al. (1987) demonstrated that protoplasts of A. nidulans
would frequently take up a DNA molecule without a conventional se-
lectable marker along with a typical transformation vector carrying a
suitable marker gene. This phenomenon of cotransformation may allow
the rapid screening of gene libraries from other species without the
need to construct gene libraries in A. nidulans vectors. Stanley et al.
(1995) described the cotransformation of a salt-sensitive A. nidulans
host carrying the sltA1 mutation with a lambda EMBL3 genomic DNA
library of the marine hyphomycete D. salina and the plasmid vector
pDJB3 (see Fig. 3). Using this approach, a number of D. salina clones
were isolated that conferred enhanced salt tolerance upon the alterna-
tive host and several of these showed an increased polyol content
under osmotic challenge (Clement et al., 1999b).

In the case of the sltA1 mutation, Attwell et al. (1995) and Clement
et al. (1996) proposed that arginine may act as a signal transducer
modulating Naþ/Hþ antiporter function. The fact that the arginase
gene, agaA, mapped to the same region of chromosome linkage group
VI as sltA1 (Clutterbuck, 1993) and heterokaryons formed from paren-
tal strains carrying both mutations remained mutant in character
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FIG. 2. Strains of A. nidulans growing in the presence and absence of 0.8M KCl. Strains

GO281 and G2M9 carry the sltA1 salt sensitivity mutation while M is a control strain

showing a wild type salt response. G2M9q,x,y and z are selected transformants of G2M9

that carry cosmid genomic DNA clones which complement the salt sensitivity conferred
by sltA1 (O’Neil et al., 2002).
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(O’Mahony et al., 2002) suggested that sltA1 is an allelic variant of
agaA that confers salt sensitivity (Clement et al., 1996). Alternatively,
sltA1 and agaAmay represent alleles of a gene encoding a transcription
factor that controls several genes and phenotypes, including salt toler-
ance and arginine catabolism (O’Neil et al., 2002).

4. Life Cycle Stage Sensitivity

Simple plate growth tests and more sophisticated physiological anal-
yses are routinely performed upon vegetative hyphae, particularly as
such material provides sufficient biomass for biochemical or molecular
approaches. The properties of spores in responding to osmotic stress
may become overlooked in the drive to acquire amenable experimental
material. Many terrestrial fungi, though markedly salt-tolerant (Tresner
and Hayes, 1971), may nevertheless not be considered as marine
species in that they are unable to complete their life cycles within the
sea. Cox et al. (1995) demonstrated that A. nidulans, while showing

D.salina genomic DNA

⇓

Sau3A partial digest

⇓

Lambda EMBL3 ⇒ ⇐cotransform pDJB3 (pyr+ ampR)

A. nidulans (pyr sltA)

⇓

Select pyr+sltA+ transformants

⇓

Total DNA

⇓

Lambda package

⇓

Infect E.coli (select plaques/ampR)

FIG. 3. A cotransformation strategy for the complementation cloning of Dendryphiella
salina osmotolerance determinants in A. nidulans. pyr ¼ pyrimidine requirement, ampR
¼ ampicillin resistance, sltA ¼ salt sensitivity (after Clement et al., 1999b).
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considerable salt tolerance in terms of radial growth as a vegetative
colony, was measurably more salt sensitive at the stage of elongation
of germ tubes from conidia. This may relate to the mobilization of tre-
halose and glycerol as energy sources during spore germination (d’En-
fert, 1997) thus compromising the ability of the germling to provide
such compatible solutes for osmoprotection.

Other compatible solutes such as trehalose may have more general
roles in tolerance of other environmental challenges such as heat
shock at this stage (d’Enfert et al., 1999; Fillinger et al., 2001a). Transi-
ent accumulation of glycerol in germinating conidia of A. nidulans is
based upon enhanced trehalase activity. This is not essential for the
completion of germination but is required to achieve optimal germi-
nation rates under conditions of carbon limitation (d’Enfert et al.,
1999). Controlled spore swelling (isotropic growth) may be regulated
by a number of factors. O’Mahony et al. (2002) implicated the role of
a plasma membrane Naþ/Hþ antiporter in the isotropic growth of A. ni-
dulans at acidic pH values, based upon sensitivity of the process to the
inhibitor amiloride. Specht et al. (1996) reported that disruption of the
chsD gene in the same species resulted in a reduction of chitin content
in the wall. This mutation also produced conidia that commonly
swelled excessively and burst when germinated on media of low
osmotic strength.

Ecologically, poor adaptation to existing environmental conditions
at key life cycle stages may explain why vegetatively osmotolerant
species are infrequently found in some osmotic environments, such
as the sea. Smith et al. (1996) and Geiser et al. (1998) suggested that
Caribbean sea fan mortalities resulted from the vegetative growth of a
terrestrial Aspergillus species upon this important component of the
coral reef, with the source of this pathogen probably subject to a contin-
ual replenishment of vegetative inoculum, rather than spores, from
freshwater runoff from nearby land. This would suggest that the ability
to establish a colony in the marine environment (or indeed in other os-
motically challenging environments) may extend beyond mere osmo-
tolerance. For example, large sigmoidal-shaped spores such as found
in D. salina are easily arrested when tumbling across a solid surface
(Webster and Davey, 1984), which may contrast with the behavior of
spherical spore shapes found in species such as A. nidulans. This
property, coupled to the rapid germination and production of mucilage
by settled spores of some aquatic species (Au et al., 1996), may be an
important element in ensuring rapid attachment in a tidal regime.
Hence, the osmotic relations of a fungus may be variable at different life
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cycle stages, but other factors affecting colony establishment may also
have a major influence upon ecological distribution.

5. Regulation of Osmotic Responses in A. nidulans

a. Introduction to transcription factors. Osmoadaptation clearly
involves a coordinated response of large numbers of genes and their
products. At one level, regulation may be achieved by protein/protein
interactions controlled by molecules like Hog1p. However, the ulti-
mate control of gene expression will depend upon specific proteins,
transcription factors, that influence gene transcription by binding to
DNA sequences immediately upstream of target structural genes.
Transcription factors fall into a limited number of well-defined categor-
ies classified upon their distinctive DNA binding motifs. The common-
est motif is the C2H2 zinc finger which produces the characteristic
secondary structure for which it is named by almost adjacent pairs of
cysteine and histidine residues binding a zinc ion. Intervening amino
acid residues then form the ‘‘finger,’’ which interacts with the DNA
molecule.

O’Neil et al. (2002) described a novel gene which encoded a C2H2

zinc finger protein (StzA) involved in mediating salt tolerance in
A. nidulans. This showed a ubiquitous motif conserved in a variety
of regulatory proteins from fungi and animals. For example, the StzA
protein from A. nidulans contains three C2H2 zinc fingers and shows
significant homology across the DNA binding region with the corres-
ponding second, third, and fourth zinc fingers of the human transcrip-
tion factor WT-1 associated with Wilm’s tumor. Direct homologues
of A. nidulans StzA (O’Neil et al., 2002) can be found in a number of
filamentous fungi, notably the Ace1 protein of Hypocrea jecorina
(38% of 437 amino acids identical) which has a role in regulating cel-
lulase expression (Saloheimo et al., 2000). However, putative protein
matches to gene products of other organisms, although representing a
diverse group of species including yeasts, are restricted to relatively
small sections of StzA, normally to the highly conserved DNA binding
region. Hence, while StzA appears able to control a wide range of stress
responses, including sensitivity to salt and DNA-damaging agents, this
may be restricted to filamentous fungi alone (O’Neil et al., 2002).

Other genes might also be expected to play a role in responding to
changing osmotic environment. For example, during carbon catabolite
repression, a fungus will selectively utilize favored carbon sources,
such as glucose, over other less energetically attractive compounds.
This is achieved by the induction of particular permeases and catabolic
enzymes and the repression of the genes encoding proteins required for
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the less favored carbon sources. In A. nidulans, the wide domain tran-
scription factor CreA is responsible for the control of these events. An
extreme mutation in the encoding gene (creAd-30) leads to dramatic
changes in the individual constituents of the hyphal pool of polyols.
Changes in a number of enzyme activities in this mutant lead to an
altered pattern of glycolysis and a more rapid synthesis of polyols
when the host strain is grown on D–glucose (van der Green et al., 1995).

IV. Conclusions

A. COMPARISONS OF YEAST AND FILAMENTOUS MODELS

Han and Prade (2002) searched EST libraries of A. nidulans for
homologues of genes involved in the HOG pathway of Saccharomyces
cerevisiae. Thirteen of 17 signal integrating MAP kinases and enzymes
involved in compatible solute synthesis in S. cerevisiae were identi-
fied. For example, significant matches were found to the translated
sensors SHO1 and SLN1, signal integration genes such as STE20,
HOG1 itself, and the transcription factor MSN2. The deduced product
of the A. nidulans hogA gene showed 86% identity with HOG1 from
S. cerevisiae. As the EST libraries by no means represent a complete
collection of all A. nidulans genes and each EST may itself be an in-
complete reflection of a structural gene, there is good reason to believe
that most if not all of the components of the HOG response pathway
exist in filamentous fungi. The A. nidulans HOG pathway genes were
not activated by stresses such as hydrogen peroxide, heat shock, or
asexual or sexual development, although pbsA (homologue of S. cerevi-
siae PBS2, MAPKK high osmolarity growth) and hogA did accumulate
in advanced developmental stages. In A. nidulans, hogA interfered dir-
ectly with apical growth as a deletion mutant could not produce com-
plete septa and accumulated nuclei at the hyphal tip. Hence, hogA
mutations may confer additional phenotypes in A. nidulans which
the HOG1 homologue of S. cerevisiae could not control. A novel gene
lsdA (late sexual development) has recently been identified in A. nidu-
lans which inhibits sexual development in the presence of salt (Lee
et al., 2001).

It has been estimated that multicellular ascomycetes have more than
8000 genes, while S. cerevisiae only has around 75% of this number
(Kupfer et al., 1997). Braun et al. (2000) compared EST libraries of N.
crassa with S. cerevisiae and inevitably a large number of genes from
the filamentous fungus were found to have no homologues in the yeast.
Such genes have been termed ‘‘orphans.’’ Conceivably, such orphans
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may have arisen since the divergence of the two lines from the gain of
function by the filamentous relative and/or the ‘‘streamlining’’ or loss
of genes in the unicellular species. Candidate sequences for
gene losses from the yeast may be found in other fungi. Interestingly,
the most dramatic examples of genes that have been lost or are very
divergent from other fungi are those involved in ion homeostasis, in
particular for Ca2þ. These authors suggest that the complex develop-
mental pathways found in filamentous fungi but not in yeast are medi-
ated by novel genes and proteins. Hence, it is reasonable to expect that
there will be important differences in the molecular basis of even quite
basic cellular processes between unicellular yeasts and filamentous
species. Nonetheless, tests of gene function in diploid species such as
C. albicans will be complicated by the difficulty in generating gene
knockouts where recessive mutations will be phenotypically silent in
heterozygotes.

B. SPORULATION AND DEVELOPMENT

The most obvious differences between yeasts and filamentous fungi
lie in the ability of the latter to form complex, differentiating, multicel-
lular colonies. Allied to this is the ability of some strains to form sec-
ondary metabolites, not found in yeasts. Clearly, the responsibility for
these additional properties will largely be found in novel genes which
are absent from yeasts and perhaps, in some cases, missing from other
eukaryotes too. Prade et al. (2001) examined EST libraries and showed
that during asexual development of A. nidulans, a significant number
of stress response transcripts were also induced, perhaps to enhance
the survival properties of the spore with heat shock, DNA repair, treha-
lose cycling, and starvation response genes being highly expressed
during A. nidulans spore development. Interestingly, this was much
more prevalent than in the equivalent N. crassa library. A large propor-
tion of A. nidulans mutants initially isolated as showing defects in
sporulation gave more normal phenotypes when grown on media of
higher osmolarity (Martinelli and Clutterbuck, 1971; Timberlake and
Clutterbuck, 1994). Strains carrying loss of function mutations in tcsA,
encoding a histidine kinase and regulatory domain, cannot produce co-
nidia on normal media. However, they are able to sporulate in the pres-
ence of 1M sorbitol, indicating that an osmotic signal can cancel or
override a blocked developmental pathway (Virginia et al., 2000). This
would suggest that molecular responses to osmotic conditions may be
rather different in the developmentally more complex filamentous
fungi than in unicellular yeasts.
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C. ORIGINS OF FUNGAL STRESS RESPONSE GENES

Benito et al., (2002) searcheddatabases of fungal genes andclonedpar-
tial sequences of fungal ENA type genes from Zygomycetes and Basidio-
mycetes, so concluding that all fungi have such genes. As Kþ is the most
abundant cation in cells, they proposed that fungal Kþ or Naþ ATPases
evolved from ancestral Kþ ATPases driven by the selective pressure of
the need to exploit living or dead plant or animalmaterial. The diversifi-
cation of an ancestral sequence to produce genes of different function
may have relied upon gene duplication. Some ATPases retain a dual
function as in yeasts where gene duplication is proposed to be recent,
whereas duplications in N. crassa ENA sequences earlier in evolution
may have allowed the development of more specialized ATPases.

S. cerevisiae has been widely and successfully exploited as a model
for plant cells. For example, the expression of some Pisum sativum or
Arabidopsis thaliana sequences can complement mutational defects in
the yeast affecting the HOG1/MAP kinase cascade (e.g., Hasegawa et al.,
2000). Components of the signaling process in the stress response path-
way are thus similar between plants and fungi. Other aspects of salt tol-
erance physiology are quite different. While ENA type ATPases are
widespread in fungi (Benito et al., (2002), they are apparently absent
from plants (Garciadeblas et al., 2001). Benito et al. (2002) proposed
that this results from the specific exposure of fungi to the high concen-
trations of Kþ found in their common substrate—plant material.
Animal cells were exposed to seawater or a similar medium for a longer
portion of their evolution and so separately evolved a Naþ/Kþ ATPase.
Conversely, fungi and plants exploited a Hþ ATPase to produce a
proton gradient and similar Kþ and Naþ transporters in terrestrial
habitats with lower Naþ concentrations.

Braun et al. (2000) identified 13 cases of N. crassa DNA sequences
where the best match was to a prokaryotic gene with there being no
closely related eukaryotic homologue. However, they estimated that
less than 2% of N. crassa genes result from horizontal transfer of
prokaryotic genes after the divergence of the yeast and filamentous
fungal lines. Bentley et al. (2002) recently reported the completion of
the genome project for Streptomyces coelicolor A3(2). The 8000 or so
predicted genes represent the largest number yet recorded for a pro-
karyote. These genes include 20 clusters encoding secondary metabo-
lites and a large number of regulatory genes involved in responses to
environmental stimuli and stresses. A number of duplicated gene
sets are required for the complex procedure of colony development, in-
cluding sporulation. Streptomycetes are filamentous, soil-inhabiting
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bacteria and so would be expected to be exposed to similar osmotic
challenges as other soil dwellers including fungi. Indeed, the thiostrep-
ton-inducible promoter ptipA, controlling the expression of two tran-
scriptional activators, TipAL and TipAS, has also been shown to
respond to changes in the osmolarity of the medium. Increases in osmo-
larity enhance negative DNA supercoiling and stimulate ptipA expres-
sion. A direct consequence of this is that high medium osmolarity then
induces mycelial autolysis. Programmed autolysis of the mycelium
would be a normal event in the development of a colony to fuel upward
growth of aerial mycelium and eventually spore formation. There
appears therefore to be an intimate association between osmotic re-
sponses, sporulation, and antibiotic production in streptomycetes,
where thiostrepton acts not only as an antibiotic but as a physiological
signal for cell death to trigger sporulation (Ali et al., 2002).

It would be reasonable to suggest that a system of stress sensing and
response would be required to coordinate sporulation and antibiotic
production in soil-dwelling fungi, too. Transcription factors involved
in mediating stress responses, such as StzA, then become interesting
candidates in the identification of regulatory genes that influence
secondary metabolites.

D. SPECIFICITY OF STRESS RESPONSES

A key finding of the microarray work on stress responses in yeast is
that global changes in gene expression patterns are common in re-
sponse even to quite specific imposed stresses. For example, Jelinsky
and Samson (1999) studied changes in gene expression in S. cerevisiae
resulting from exposure to the alkylating agent methyl methane sul-
phonate (MMS). Around 5% of gene transcripts increased above the
> 4� above control threshold set while about 1% decreased. In ad-
dition to the induction of expected DNA repair genes such as 3-methyl-
adenine DNA glycosylase, a range of genes with unexpected functions
were induced, such as those associated with carbohydrate metabolism,
cell wall biogenesis, and membrane transport. Induced transcripts in-
cluded those encoding functions required for eliminating and re-
placing alkylated proteins. For example, a large number of ribosomal
proteins such as RPS11B were induced by both salt (Posas et al.,
2000) and alkylation (Jelinsky and Samson, 1999) treatments. Simi-
larly, DDR48, a DNA damage–inducible heat shock protein and a neu-
tral trehalase NTH1 were also induced by each treatment. Among the
salt-induced transcripts of S. cerevisiae identified by Posas et al.
(2000) are listed several unidentified transcripts also induced by

202 HOOLEY et al.



MMS. Alkylation damage therefore induces a full stress response
(Gasch et al., 2000; Goldman et al., 2002). Hence, the assumption that
there is a specific stress response involving a small subset of genes and
particular to a certain stimulus is questioned.

There is increasing evidence in plants that there is ‘‘crosstalk’’
between different abiotic stress signaling pathways in a network of
responses, so questioning whether there are any truly specific stress
responses (Knight and Knight, 2001). The microarray work for
S. cerevisiae outlined previously suggests a similar situation exists in
fungi. Under some conditions, it may be that two different stresses
are indistinguishable, so a general response would be appropriate. On
the other hand, the production of a specific metabolite may enhance
tolerance to more than one stress. For example, trehalose appears to
be required for resistance to several stresses in A. nidulans and is in-
duced in response to heat or oxidative shock (Fillinger et al., 2001).
In other cases, a specific stress may require a number of physiological
responses to correct diverse changes, as in the alkylation damage
response of yeast. Spore germination in A. nidulans is also controlled
by cAMP via a protein kinase A (PKA) pathway and ras signaling
to regulate early activation in response to carbon source availability
(Fillinger et al., 2002).

The development of microarray technology now means that it is
technically feasible to identify all of the osmotically inducible genes
in an organism (Hasegawa et al., 2000). However, the vast range of
changes in gene expression induced by osmotic stress emphasizes the
continued requirement for physiological analysis in carefully defined
mutants. Where strains carrying specific gene knockouts can be com-
pared with wild-type controls using microarrays, the goal of precisely
identifying those processes key to adapting to osmotic challenge will
be realized (e.g., Liu et al., 2001).

E. CONCLUDING REMARKS

The mechanisms by which fungi can survive and flourish in osmotic-
ally challenging environments are starting to be unraveled. The physio-
logical approach has produced a wealth of data, but often it has allowed
us only a glimpse at isolated biochemical activites. The same can be
argued of the traditional genetics approach of gene cloning and mutant
analysis. The availability of full genomic sequences means much of our
knowledge can now come from the study of networks of genes and
pathways. As the number of completed genome projects extends from
the yeasts S. cerevisiae, S. pombe, and C. albicans to filamentous fungi
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such as A. fumigatus, Neurospora crassa, and Ashbya gossypii, then
comparative genomics approaches become a reality (e.g., Lepingle
et al., 2000). Entire fungal genomes may be compared for the presence
or absence of homologous osmotically responsive genes. Commerically
produced microarrays are being developed for species such as C. albi-
cans (Eurogentec), which will facilitate detailed comparisons of the
transcriptional responses of related organisms to osmotic environ-
ments. Nevertheless, this approach will need to be treated with caution
as exemplified by the high number of homologues in the HOG path-
ways of A. nidulans and S. cerevisiae, and yet these ascomycetes are
greatly different in their responses to osmotic challenge. The true chal-
lenge and adventure of the postgenomics era will be the comparison of
the metabolic pathways of osmoadaptation and the understanding of
the precise interactions of individual proteins in fungal species
adapted to quite different habitats.
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I. South Africa—A Short Guide

As the name suggests, South Africa is a country that sits at the bottom
of the continent of Africa. It is a place of extreme contrasts and contra-
dictions. It has the most beautiful scenery and modern cities but also
has informal settlements and ‘‘squatter camps,’’ poverty, and a high
rate of diseases such as AIDS and tuberculosis with intensive agricul-
ture and mining as sources of income. Many of its current difficulties
stem from 40 years of an oppressive apartheid regime, which now
thankfully has given way to a democratic constitution which has been
in place for 8 years. It is part first world and part third world, which
tends to reflect the composition of its population, the third world being
represented by poor Black African (75%) and people of mixed blood
(Colored 10%) and the first world by whites of European origin (12%)
and Asians (3%) originally from India, although this demarcation is
by no means exclusive and is changing in response to the new dispen-
sation. The number of ethnic groups encompassed by these major racial
divisions are several and varied, ranging from the Khoisan speakers or
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original Bushmen to Zulus, Xhosas, Afrikaaners, and various European
language–speaking peoples. There are 11 official languages in South
Africa. English is most used as a second language.

FIG. 1. Map of South Africa showing the provinces.
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The country is divided into nine provinces (Fig. 1), which range in
climate from the more temperate, cooler Western Cape to the subtrop-
ical maritime KwaZulu Natal and the higher-altitude Gauteng and
Mpumalanga. Because of this range of conditions, nearly all types of
agricultural commodities can be grown in South Africa. The Cape is
the source of fruit, including a thriving grape and wine industry. Al-
though the main staple of the African people is maize, which has re-
placed the African crop of sorghum, other cereals are grown,
including wheat and barley in several provinces where higher altitude
allows these temperate crops to flourish. There is a large meat and
poultry industry, which makes great demands on feed mills and fodder
crops and pasture. The result is a range of feed and food components
which are susceptible to fungal infections and contamination by
mycotoxins.

II. Introduction to South African Mycotoxin Research

South African science has long and successful history in the evalu-
ation of mycotoxins with respect to identification, occurrence, and
effects in both animal and human health. As with most research on
mycotoxins and mycotoxicoses, the point of departure is taken as the
identification of the aflatoxins and cyclopiazonic acid as causal agents
of so-called turkey X disease (Blount, 1961). The early research on
mycotoxins in South Africa included work not only on the aflatoxins
but also on ochratoxin and sterigmatocystin (Purchase and Theron,
1967). Very soon after this, groups of scientists under the direction of
Pieter (Piet) Steyn and Walter (Wally) Marasas commenced work on
identifying mycotoxins, the fungi that produced them, and the associ-
ated diseases in animals and humans. In short order, over 100
mycotoxins were identified, characterized, or metabolically investi-
gated. South Africa became a world leader in mycotoxin research.
International collaborations were set up between South African
mycotoxicologists and those in many countries of the world.

Once the euphoria of the ‘‘time of plenty’’ of mycotoxin discovery
was passed, work commenced on more practical aspects, such as the
importance of mycotoxins to South African agriculture and human
health. The focus of this research is esophageal cancer, the contamin-
ation of agricultural commodities with mycotoxins, and chronic
animal and human diseases. (Gqaleni et al., 1997). This work became
centered in two groups, located in Cape Town and Natal. The Pro-
gramme on Mycotoxins and Experimental Carcinogenesis (PROMEC)
(previously NRIND, National Research Institute for Nutritional
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Diseases) under the directorship of Professor Wally Marasas, studied
primarily the etiology of esophageal cancer in the Transkei (now part
of the Eastern Cape Province) while the group under Professor Mike
Dutton in Natal (now the Province of KwaZulu Natal) concentrated
on agricultural problems. Other groups were also active in the area of
mycotoxin research, such as the previous government’s agricultural
boards (e.g., Maize Board; see Vijoen et al., 1993) and the Council for
Scientific and Industrial Research (CSIR) (see Trinder, 1988, 1989). Per-
haps the most important discovery of this period was that of the fumo-
nisins as potential carcinogens by the PROMEC group with
implications for the esophageal cancer research area. During the
1990s, both the PROMEC and Natal groups formed strong collaborative
links to investigate esophageal cancer and the potential role of environ-
mental agents in the cause of this terrible disease which is prevalent in
the African rural population of South Africa (Figs. 2 and 3). This coord-
ination has proved highly successful and has been extensively funded
by the Cancer Association of South Africa.

A. PRE-AFLATOXIN RESEARCH

Although modern mycotoxicology is generally thought to commence
with the discovery of the aflatoxins (Goldblatt, 1969; Mclean and Dut-
ton, 1995), this is a rather narrow view. There are many reported cases
of earlier disease conditions from around the world which were related

FIG. 2. Barium swallow showing cancerous obstruction in mid-esophagus. Permission

of Professor A. A. Haffejee.
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in some way to moldy foods and feeds. The classic case is that of ergot-
ism, which was well documented in the Middle Ages in Europe and in
the nineteenth century was shown to be a mycotoxicosis (Bennett and
Bentley, 1999). Other examples include yellow rice poisoning in Japan
(Saito et al., 1971) and alimentary toxic aleukia in Russia (Joffe, 1978).
In South Africa, it was noticed early on that esophageal cancer was
prevalent in certain areas of the Transkei (Rose, 1965), as well as in
other countries such as China and Iran. Because of the regional charac-
ter of this disease, it was suspected that some unknown environmental
factor was involved. Other veterinary diseases in South Africa were
also described and related to fungal toxins (e.g., Mitchell, 1919).

B. THE GOLDEN AGE OF MYCOTOXIN DISCOVERY: MYCOTOXIN

ISOLATION AND CHARACTERIZATION

The Golden Age commenced after the identification of the aflatoxins
and the discovery of their powerful carcinogenic properties. The first
toxin to be identified by South African scientists was ochratoxin A
(Van der Merwe et al., 1965). It was isolated from a strain of Aspergillus
ochraceus, hence the name. Ironically, ochratoxin A is a major problem
in the temperate climates of Northern Europe but for some reason is
rarely found in South Africa. Nevertheless, the discovery of ochratoxin
led to an intensive investigation of toxic fungal products and their
modes of biosynthesis. Such studies were made possible by the devel-
opment of techniques such as 13C nuclear magnetic resonance (NMR)
spectroscopy, which allowed Professor Steyn’s group to investigate
toxins produced from fungal cultures fed labeled precursors.

FIG. 3. Carcinoma of lower end of esophagus. Permission of Professor A. A. Haffejee
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A few examples of the many that this group worked on will serve to
exemplify the work. Some of the earlier characterization studies were
those of secalonic acid D (Steyn, 1970), diplosporin (Chalmers et al.,
1978), fusarin C (Gelderblom et al., 1984), and that of the austocystins
(Steyn and Vleggar, 1974). In the latter study, six metabolites related to
sterigmatocystin derived from Aspergillus ustus were characterized. It
was a classical study illustrating the power of NMR spectroscopy and
chemical deduction. The compounds themselves were of metabolic
interest as they contained the bisdihydrofurano structure found in afla-
toxin and its biosynthetic congeners. In fact, austocystin F is the hydro-
xy derivative of sterigmatin, a metabolite produced by A. versicolor.
A similar study on a group of metabolites, the austalides, gives another
example of the use of advanced instrumentation to solve molecular
structure. The methods used included NMR spectroscopy and x-ray
diffraction (Horuk et al., 1981). Later, more use was made of isotope
feeding to mycotoxin-producing fungi, where the toxins were specific-
ally labeled according to the labeled precursor used. Thus, a combi-
nation of skilled culturing technique by Amelia De Jesus was
brilliantly complemented by the advanced NMR spectroscopy under
the leadership of Piet Steyn. This partnership elucidated the 13C
assignments in Fusarium verticilliodes pigments (Steyn et al., 1979);
the biosynthesis of cyclopiazonic acid (De Jesus et al., 1981a); the bio-
synthesis of citreoviridin (Steyn et al., 1982) using 13C labeling and 18O
labeling (Steyn and Vleggar, 1985); penitrems (De Jesus et al., 1981b,
1983), and the structure of the janthitrems (De Jesus et al., 1984).

The efforts of Professor Steyn and his group greatly expanded our
knowledge and understanding of mycotoxins, reflected in the many
publications generated by this group. For reviews, see, for example,
Steyn, 1977a,b, 1979, 1984, and 1995, and Steyn et al., 1980. It should
also be acknowledged that these studies were supported by other bio-
chemists such as Piet Thiel and a group of dedicated mycologists, in-
cluding Christian Rabie and Wally Marasas, the latter being a world
author on Fusarium taxonomy (Marasas et al., 1984).

C. METABOLIC STUDIES

The elucidation of secondary metabolism and the biosynthesis of
secondary metabolites is an interesting aside to the mainstream of bio-
chemistry, which in the mid-twentieth century was more focused on
intermediary metabolism of essential or ‘‘primary’’ metabolites. As
mycotoxins are a subclass of secondary metabolites, an understanding
of this phase of metabolism is a prerequisite to understanding that of
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mycotoxins. The scope of this chapter does not allow for an in-depth
discussion of the subject and the reader is directed to suitable treatises
on secondary metabolism, e.g., Firn and Jones (2000) and Walton
(2000). The unraveling of the metabolic pathways and the attendant
molecular biology of mycotoxins are not just academic exercises, be-
cause an understanding allows for the control of their production in
agricultural and related situations. The maintenance of food quality
and the health of both animals and humans depends upon the mini-
mization of mycotoxin contamination. One of the first mycotoxins to
be studied in depth from the metabolic point of view was aflatoxin
B1. A convenient approach, as has been mentioned, was the use of
NMR spectroscopy utilizing 13C and other amenable isotopes and elem-
ents. As in the case of mycotoxins in general, the team under Steyn
added greatly to our understanding of aflatoxin B1 synthesis using
these techniques (De Jesus et al., 1980; Steyn et al., 1975; Gorst-Allman
et al., 1977; Steyn et al., 1979). However, to a biochemist this was not
entirely a satisfactory or rigorous solution, as pathways in intermediary
metabolism are characterized by the enzymes that catalyze the individ-
ual steps in the pathway. For various reasons, the enzymology of sec-
ondary metabolism is technically difficult (Dutton, 1988; Bentley and
Bennett, 1999). However, work toward this goal was attempted by sev-
eral groups and Dutton’s group in South Africa continued at the Uni-
versity of Natal work already begun in the United Kingdom on
enzymology (Dutton and Anderson, 1982). The first enzyme identified
was a methyl transferase responsible for converting sterigmatocystin,
an intermediate in aflatoxin B1 biosynthesis to O-methylsterigmatocys-
tin (Jeenah and Dutton, 1984). The significance of this was not appreci-
ated at the time and it was concluded that O-methylsterigmatocystin
was a metabolic shunt product. Later work (e.g., Bhatnagar and Cleve-
land, 1988) indicated that O-methylsterigmatocystin was in fact a com-
pulsory intermediate between the step sterigmatocystin! aflatoxin B1.
At the time, this created rational objections in that methylated deriva-
tives are usually more metabolically inert, certainly toward oxygenases
required to cleave one of the aromatic rings of sterigmatocystin, and it
also introduced what appeared to be an unnecessary step. A further
series of cell-free experiments were carried out by Gengan et al.,
1999, which confirmed that sterigmatocystin had to be alkylated prior
to its conversion to aflatoxin B1. Several synthesized alkyl derivatives,
however, could undergo this conversion. The propyl derivative was
more rapidly converted than the other alkyl derivatives, including
methyl. The conclusions from these studies, however, were somewhat
at odds with results from molecular biology studies (e.g., Keller et al.,
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1993; Motomura et al., 1999), where it seems quite clear that O-
methylsterigmatocystin is an obligatory intermediate in aflatoxin B1

biosynthesis and other alkyl derivatives are not involved. It certainly
is true to say that secondary metabolism is always full of surprises
and is very different from that of intermediary metabolism, e.g., hex-
anoate synthase in aflatoxin B1 biosynthesis (Hitchman et al., 2001).
For aflatoxin B1 biosynthesis, the full story may be difficult to finally re-
solve because of the types of enzymes involved in the latter stages of
the pathway. Some of these are oxygenases presumably related to the
cytochrome P450 type, which are membrane bound and therefore not
amenable to easy isolation as functional proteins, although several of
these oxygenases have been identified at the genetic level (Yu et al.,
1997; Yabe et al., 1999; Keller et al., 2000).

One of the reactions involved in the anthraquinonoid part of the
pathway was isolated and partly characterized and named norsolorinic
acid dehydrogenase (Chuturgoon and Dutton, 1991). It is responsible
for the interconversion of norsolorinic acid and averantin. Another
interesting observation was that propionate herbicides, whose mechan-
ism depends on the inhibition of acetyl coenzyme carboxylase, were
found to block aflatoxin biosynthesis (Chuturgoon et al., 1998). It was
conjectured that this was due to the inhibition of malonyl coenzyme
A, an important intermediate in polyketide synthesis.

A different type of study by McLean and coworkers at the University
of Natal was undertaken to find out what effects aflatoxin B1 had on
plant metabolism and development. Aflatoxin B1 inhibited tobacco
callus and regenerating plantlets, rootlet formation being more in-
hibited than shoot (McLean et al., 1995). The effects were progressively
pronounced with increase in aflatoxin B1 concentration correlated with
a decrease in chlorophyll concentration in comparison to control plant-
lets (Mclean et al., 1994a,b). Similar results were found in aflatoxin B1–
treated germinating immature maize embryos (Mclean et al., 1992,
1993).

III. Mycotoxins and Agriculture in South Africa

South Africa has a large agricultural industry so much research and
investigation has been done on mycotoxins in commodities and animal
disease and metabolism (e.g., Westlake et al., 1987a, 1987b, 1989). As
has been mentioned, much of this research mirrors work done else-
where in the world. Screening programs conducted on food (Luck
et al., 1976a,b; Dutton and Westlake, 1985a; Lotter and Khrom, 1988)
and other agricultural products (Rabie et al., 1986, Thiel et al., 1986;
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Sydenham et al., 1989; Dutton and Westlake, 1985b; Dutton and
Kinsey, 1995, 1996; Viljoen et al., 1993) have shown that South African
commodities have mostly the same toxins found elsewhere with the
odd exception of the ochratoxins, which are found only rarely (one
positive found by Viljoen et al., 1993). Currently, the major threat is
the ubiquitous occurrence of fumonisin B1. In most domesticated
species, levels have to climb into the ppm levels before disease symp-
toms in animals occur, due to the toxin being poorly absorbed from the
gastrointestinal tract (Shephard et al., 1994a). However, there have
been various outbreaks of mycotoxicoses in South Africa, e.g., in dogs
(Bastianello et al., 1987). In pigs, poor production is often reported
with vulvovaginitis being the most obvious mycotoxicosis when the
maize-growing season favors zearalenone production (Aucock et al.,
1980; Sydenham et al., 1988). Poultry are highly susceptible to toxi-
genic strains of Diplodia maydis (Rabie et al., 1987), and sheep have
suffered from mycotoxin-related disease conditions, such as lupinosis
(Van Warmelo et al., 1970), stachybotryotoxicosis (Schneider et al.,
1979), and facial eczema (Marasas et al., 1972). Horses developed
equine leucoencephalomalcia when fed material contaminated with
Fusarium verticilliodes (Marasas et al., 1976; Pienaar et al., 1981)
whereas ruminants have been reported to suffer from paspalum stag-
gers (Ehret et al., 1968) and diplodiosis (Mitchell, 1919). The discovery
of the fumonisins in 1988 resolved the cause of leukoencephalomala-
cia. It was shown that horses fed pure fumonisin B1 developed the
disease (Marasas et al., 1988; Thiel et al., 1991).

Other problems in South African cereals are related to sorghum pro-
duction. Sorghum is a more drought-tolerant crop than maize and
hence is not so susceptible to mycotoxin contamination. Problems do
arise, however, where sorghum is malted for use in the indigenous
rural sorghum beer production (Trinder, 1989). Malting practices tend
to be of the traditional sort where a layer of moist sorghum is laid on a
concrete floor, yielding a dry upper crust, a sprouted middle layer, and
a waterlogged bottom layer that is full of fungi and bacteria (Fig. 4).

South African fruits, a major export, are also susceptible to myco-
toxin contamination. The occurrence of patulin in apples and apple
juice has been studied by both PROMEC (Sydenham et al., 1997) and
the Natal groups (Dutton and Westlake, 1985a). In both cases, patulin
has been detected and efforts have been made to reduce levels of the
toxin to below legal limits. Removal of infected apples and washing
of apples in flumes has done a lot to control the situation to allow
export to continue. This control of toxin levels is important in all
exported commodities due to the introduction of limits by the Codex
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Alimentarius committee. It has been estimated that the current control
levels alone will cost Africa U.S. $0.5 billion per annum in lost exports
(Otsuki et al., 2001a,b). The quality control of agricultural produce in
terms of mycotoxin level is of prime economic importance.

FIG. 4. Sorghum being malted on a concrete slab. Note areas of fungal growth.

Permission of Professor J. Taylor.
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IV. Chronic Disease

A. GENERAL

There have been many chronic diseases of animals and humans
reported in Southern Africa, some of which are putatively related to
environmental toxic agents. Many arise due to the ingestion of indige-
nous plants that were not the normal forage of farm animals brought in
by European settlers, particularly in arid areas such as the Karoo,
where plants can accumulate novel toxins (Kellerman et al., 1988).
As has been mentioned, veterinary mycotoxicoses are similar to those
found in other parts of the world, e.g., vulvovaginitis in pigs (Aucock,
1980). On the other hand, the identification of chronic mycotoxin-
related disease in humans is much more problematic. There are
rigorous criteria that need satisfying before such relationships can be
made, e.g., a dose–response relationship between the mycotoxin and
the disease (Richard and Thurston, 1986). Hsieh (1989) reviews this
subject and lists five requirements, number one being the occurrence
of the mycotoxin in foodstuffs. The minefield and confusion surround-
ing this subject is admirably reviewed in an article by Bennett and
Klich (2003).

Esophageal cancer was reported as occurring at above average inci-
dence in areas of the Transkei as early as the late 1950s (Burrell,
1957). A more concrete association of a disease with mycotoxin
ingestion was that of hepatocellular carcinoma. On the discovery of af-
latoxin B1 as a powerful liver carcinogen, a correlation was made with
consumption of contaminated groundnuts (Hag Elamein et al., 1988).
It is clear that aflatoxin B1 contributes to the occurrence of liver cancer
together with other agents, e.g., hepatitis B virus (Sylla et al., 1999).
This situation is mirrored in other chronic diseases of an environmen-
tal origin, where several factors converge to cause the condition. This
is especially true of cancer induction in general, making it difficult to
say with certainty what agent has what role. Cancers are the third
most common killer in South Africa, and over the years the South
African National Cancer Institute has compiled several reports on the
prevalence and incidence of cancers (e.g., Sitas et al., 1997). The cancer
statistics show different rates of occurrence for different population
groups and different types of cancer. For example, the five top cancers
in African males (Black) were in order: esophagus, prostate, lung,
liver, and mouth, whereas in White males it was prostate, bladder,
colorectal, lung, and melanoma (Table I). Several of the more common
conditions found in southern Africa will now be considered.
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B. LIVER CANCER

Hepatocellular carcinoma is relatively common among people living
in sub-Saharan Africa, areas in west Africa (Onyemelukwe et al., 1982),
central Africa (Coulter et al., 1986), and eastern Africa (Peers and
Lindsell, 1973). In southern Africa, as in the rest of the continent, the
correlation of liver cancer and estimated exposure to aflatoxin is a

TABLE I

SUMMARY LIFETIME RISKS (LR) FOR THE TOP FIVE CANCERS IN THE REPUBLIC OF SOUTH AFRICA BY SEX

AND POPULATION GROUP

Male Female

Population group Cancer LR Cancer LR

Asian Stomach 1 in 64 Breast 1 in 20

Prostate 1 in 67 Cervix 1 in 58

Colorectal 1 in 71 Stomach 1 in 68

Bladder 1 in 74 Uterus 1 in 91

Lung 1 in 91 Colorectal 1 in 94

All cancers 1 in 7 All cancers 1 in 6

Black Esophagus 1 in 39 Cervix 1 in 26

Prostate 1 in 58 Breast 1 in 68

Lung 1 in 89 Esophagus 1 in 97

Liver, bile duct 1 in 137 Uterus 1 in 204

Mouth 1 in 185 Liver, bile duct 1 in 400

All cancers 1 in 8 All cancer 1 in 9

Colored Prostate 1 in 35 Cervix 1 in 30

Stomach 1 in 52 Breast 1 in 33

Lung 1 in 53 Colorectal 1 in 139

Esophagus 1 in 56 Stomach 1 in 164

Bladder 1 in 88 Lung 1 in 227

All cancers 1 in 5 All cancers 1 in 8

White Prostate 1 in 20 Breast 1 in 15

Bladder 1 in 37 Colorectal 1 in 52

Colorectal 1 in 40 Melanoma 1 in 80

Lung 1 in 41 Cervix 1 in 83

Melanoma 1 in 65 Ovary 1 in 108

All cancers 1 in 4 All cancers 1 in 5

Permission Dr. F. Sitas.
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graded dose response with extremely high daily doses (15 mg/adult/day
aflatoxin) being recorded in some areas (Keen and Martin, 1971; van
Rensburg et al., 1974, 1975). Van Rensburg et al. (1985) reviewed the
situation in the Transkei and Mozambique and demonstrated a direct
correlation (r ¼ 0.95) of the log liver cancer incidence versus log intake
of aflatoxin from different parts of the world. The levels of liver cancer
were found to be very high in areas of southern Africa with incidence
levels of up to 13 cases per 100,000 population correlated to aflatoxin
intake in Swaziland (Peers et al., 1976). Consequently, it was hypo-
thesized that hepatocarcinoma could be associated to groundnut
consumption as a staple. The connection, however, was not straightfor-
ward, as hepatocarcinoma also correlated with occurrence of hepatitis,
in particular, hepatitis B, infection of the liver (Peers et al., 1987).

In several studies (e.g., Dutton et al., 1998), aflatoxin B1 and hepatitis
B antibodies were identified in liver biopsy material from liver cancers.
Both aflatoxin B1 and fumonisin B1 have been identified in liver cancer
material by immunocytochemical means. Of 20 liver cancer samples
examined, 14 were positive for aflatoxin B1, 12 were positive for fumo-
nisin B1, with 8 being positive for both (Padayachee, B. Med. Sci.
Honours Project, 2002, University of Natal). It would seem, however,
that the major carcinogen is aflatoxin B1, as transversion mutation in
the p53 gene is found in human hepatocarcinoma. This mutation is a
biomarker of aflatoxin exposure (Lasky and Magder, 1997).

C. IDIOPATHIC CONGESTIVE CARDIOPATHY

This termwas coined by a physician, Dr. George Campbell (Madadeni
and Themba), who in the 1980s observed an unusual disease in rural
hospitals where he practiced involving general major organ failure
(Campbell, 1990). The symptoms of idiopathic congestive cardiopathy
were damage to the heart (which became swollen), edema (mainly in
the extremities of the leg, also indicating heart failure), massive dilation
of the left deep neck vein, and failure of the kidneys and liver. Other as-
sociated observations were gynecomastasia and loss of skin pigmenta-
tion. The condition was mainly, but not exclusively, found in older
men. Dr. Campbell concluded that that the syndrome was a result of a
long toxic process that also involved malnutrition, avitaminosis,
smoking, and alcohol abuse. An environmental toxin that triggered or
exacerbated the condition was also a possible etiological agent. Much
effort went into screening food that was consumed by the rural
people who were affected (Dutton et al., 1993) but nothing significant
was found, although Fusarium spp. and some of their toxins were
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sporadically present. However, fumonisins were not screened. Recent
findings have shown that fumonisin B1 can affect the heart (Haschek
et al., 2001), causing damage to the left heart chamber and lung edema
in pigs as well as in horses (Smith et al., 2002). It is still open to debate
whether fumonisin B1 is the missing etiological agent in idiopathic con-
gestive cardiopathy. Further, zearalenone was often found in rural
maize (Marasas et al., 1977) and its presence could be connected with
gynecomastasia (Campbell, 1990), although alternatively this may be
due to liver damage. Kojic acidwas also detected,whichhas been shown
to interfere with pigment production (Curto et al., 1999).

D. RESPIRATORY DISEASE

Chronic respiratory diseases are common around the world. Many
are connected to allergenic responses that can become life threatening
in the form of asthma and related pathologies. In underdeveloped
countries, allergic reactions may be exacerbated by malnutrition and
underlying disease such as tuberculosis (TB). Many allergenic agents
are of fungal origin in the form of spores, fragments of cell wall, and
mycotoxins. Sometimes final disease in the lung progresses to frank
mycosis in the form of, e.g., aspergillosis, where Aspergillus fumigatus
and other species invade the lung tissue. HIV-positive individuals
who are in advanced stages of AIDS are particularly susceptible to
infectious agents such as Cryptococcus (Sugar, 1991).

The problem of respiratory distress due to poor air quality, often
because fungi have grown in the system and are being dispersed in
the air, is found in so-called ‘‘sick building’’ syndrome common in
air-conditioned buildings. Similar illnesses can occur in any buildings
if conditions are right. In South Africa, this ranges from informal
settlements (squatter camps) to poorer housing to public buildings
such as office blocks and hospitals. The group at the University of Natal
began a screening program to investigate air quality and respiratory
problems in informal settlements and poorer housing under the direc-
tion of Dr. N. Gqaleni (Gqaleni et al., 1999; Danaviah et al., 2000). Simi-
lar study was done on poorer urban housing (Sekota et al., 2000a) and
efforts were made to control the growth of fungi using commercial
fungicides (Sekota et al., 2000b).

E. ESOPHAGEAL CANCER

Esophageal cancer is a research topic under active investigation by
the mycotoxin research groups in South Africa. An esophageal cancer
consortium has been formed between the PROMEC and Natal groups,
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funded by the Cancer Association of South Africa. Studies have been
concentrating on the fungal and mycotoxicosis aspects.

Early on, major efforts were made by the PROMEC group to find food-
borne agents that could be related to the disease, including the isolation
of fungi and known mycotoxins. The main food staple of the rural Afri-
can people along the eastern seaboard of South Africa is maize, so it is
not surprising to find that the predominant fungi isolatedweremembers
of the Fusarium genus (Marasas et al., 1979, Thiel et al., 1982). A search
for a Fusarium toxin that could produce cancer in a model animal, the
rat, resulted in the discovery of the fumonisin B1 and B2 (Gelderblom
et al., 1988; Bezuidenhout et al., 1988). Fumonisin B1 and fumonisin
B2 were found in maize classed as ‘‘good’’ in both high and low esopha-
geal cancer areas of the Transkei. There was a significant difference in a
survey done in 1985, i.e., fumonisin B1 ranged from 0 to 550 mg/kg in the
low areas and 50 to 7900 mg/kg for high (Sydenham et al., 1990). In a
1989 survey, fumonisin B1 levels went up to 5380 mg/kg in ‘‘good’’
maize high esophageal cancer areas but there was no significant differ-
ence between low and high esophageal cancer areas (Sydenham et al.,
1990; Rheeder et al., 1992). The practice of using maize with high levels
of fungal infection for home-brewing beer is problematic. Some evi-
dence suggests a correlation between esophageal cancer incidence and
the consumption of this beverage (Segal et al., 1988).

Fumonisins are present in commercially grown maize, although at
lower levels than for rural material. Maize meal from South Africa had
levels of fumonisin B1 ranging up to 475 mg/kg and that from Egypt
had levels between 1780 and 2980 mg/kg (Sydenham et al., 1991). A
rather novel method was devised by the PROMEC group in South
Africa in using hair of primates dosed with fumonisin B1 for analysis
(Sewram et al., 2001). They showed that there is a correlation between
exposure and toxin residue in the hair. This method may provide an
excellent noninvasive way of monitoring the human population for
fumonisin B1 exposure.

The sustained thrust of research into mycotoxins and associated
chronic diseases in South Africa has been and continues to be depen-
dent upon PROMEC and the leadership of Professor Wally Marasas.
His contribution can be gauged by the large number of publications
on the subject and overviews and reviews written over the years (e.g.,
Marasas and van Rensburg, 1979; Marasas, 1982; Marasas et al., 1984,
1993, 1995, Marasas, 1996).

The Mycotoxin Research Unit at the University of Natal, South
Africa, commenced its work on esophageal cancer in 1995. Access to
cancerous tissues through the services of surgeons at the Nelson R.
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Mandela Medical School, most notably Professor A. A. Haffejee, has fa-
cilitated such research. Two approaches have been used. One method
was to probe tissue using antibodies to fumonisin and visualizing them
by either gold probes or dye reactions, i.e., by immunocytochemical
means. The first study focused on esophageal cancer tissue and peri-
cancer tissue surgically removed from African patients with the dis-
ease. Tissue was probed with a fumonisin B1 antibody, which was then
detected using gold probes attached to antibodies sensitive to the pri-
mary one and electron microscopy. Stringent controls were included
and it was found that eight of the esophageal cancer samples were posi-
tive but not the peri-cancer tissues. The experiments were done blind.
It was interesting to find that the two tissues not positive were from
South African Indian patients, the other eight all being African patients
originating or living in the Transkei. Although at first sight these
results seem to support the notion that fumonisin B1 is directly in-
volved with human esophageal cancer, on reflection that conclusion
created more questions than it answered (Myburg, M. Med. Sci.,
Thesis, University of Natal, 1998).

If fumonisin B1 is involved in esophageal cancer, as suggested, then
there are also other ways in which the disease is initiated or promoted.
The two South African Indian patients showed no sign of fumonisin in
their tissues. Did the fumonisin B1 enter the cancerous tissue prior to,
hence being causal, or after the cancer formation? Did the fumonisin
enter from the gastrointestinal tract side or from the internal blood
vessel side? Why did this tissue specifically accumulate fumonisin
B1? How did the fumonisin B1 bind to the tissue? Of these questions,
the last seemed the most amenable to answer. That fumonisin B1 is
strongly tissue-bound seems fairly certain as the tissues subjected to
immunocytochemical labeling were washed well and dehydrated with
alcohol in which fumonisin B1 is soluble. Currently, the possibility
that trans-glutaminase is responsible for the binding process, with fu-
monisin B1 as an acceptor amine for cross-linking to protein, is being
investigated.

Another important question was the level of exposure to fumonisin
B1 that the rural African population faced in their daily lives. One ap-
proach developed by the group was the analysis of feces for the toxin
and its breakdown products, based on the method of Shephard et al.
(1994b), who attempted to reconcile the radiolabeled fumonisin dosed
to monkeys by recovering the dose from the sum total found in tissues,
urine, and feces. The bulk of the toxin was found in feces. It was either
passed straight through the gastrointestinal tract or was excreted via
the bile into the gastrointestinal tract. When samples of faeces collected
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from school children for parasite investigation were also analyzed
for fumonisin (Chelule et al., 2000), the results were disturbing.
Twenty-three percent of samples were positive, ranging from 0.6 to
20 mg/g fumonisin B1. In addition, 10% of the urban control samples
were positive in the same range. In a rural population (Chelule et al.,
2001) 33% of samples were found to be positive with a range of 513
to 39000 ppb. As 6% of the urban controls were positive (with the
highest level being 16200 ppb,) these results suggested that people
living in the urban area of Durban consumed contaminated maize.
South African esophageal cancer may mirror the situation in China,
as fumonisin B1 producing strains isolated in South Africa by the
PROMEC group produce nitrosamines in conjunction with fumonisin
B1. Moreover, the cytochrome P450 genes found in the Chinese popula-
tion are also present in the South African population (Chelule, PhD
thesis, 2002). The relative roles of Fusarium verticilliodes, fumonisin
B1, and nitrosamines in the etiology of esophageal cancer remain under
investigation.

F. PRE-ECLAMPSIA AND ECLAMPSIA

Pre-eclampsia is a worldwide condition prevalent in pregnant Afri-
cans. It has been defined as hypertension in pregnant women where
the blood pressure is 140/90 mm Hg and higher when taken on two oc-
casions of 6 hours apart. The incidence of this condition is much
higher in African populations, especially along the eastern seaboard
of South Africa, than that found in the industrialized world, e.g.,
18% of all admissions to the Obstetric Unit, King Edward Eighth Hos-
pital, Durban, have some degree of hypertension (Moodley, 1999, per-
sonal communication). In South Africa, the condition often progresses
into eclampsia, which is marked by convulsions, and in KwaZulu
Natal is almost invariably fatal. The cause of pre-eclampsia/eclampsia
is not known nor is the reason for its high prevalence in KwaZulu
Natal. During the development of fumonisin B1 analysis by HPLC in
physiological fluids, samples of blood from pre-eclamptic patients
were analyzed and found to contain the toxin (Moodley et al., 2001).
This observation came as a surprise because there is no known link be-
tween the disease and the toxin. Other factors are thought to be in-
volved as prime causes in industrialized nations (Habeck, 2000). As
already demonstrated in primates and rats, doses of fumonisin B1 were
poorly absorbed and eliminated, with very short half-lives in the blood.
The results, however, were confirmed by ELISA and the identification
of fumonisin B1 by mass spectrometry (Moodley et al., 2001).
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Another trial was immediately commenced and fumonisin B1 was
identified in the blood, cord blood, and placental tissues of pre-
eclamptic (Fig. 5) and eclamptic patients. It was also in the pregnant
controls, with a statistically higher value for the eclamptic’s blood over
the other two groups (Coumi, 2000; Master’s thesis, University of
Natal). As with esophageal cancer patients, there is no direct evidence
to connect the presence of fumonisin B1 with pre-eclampsia; further-
more, its presence has to be explained in light of the results with
animals dosed with fumonisin B1. It seems that rural Africans are sub-
jected to fumonisin B1 in their diets from the womb (found in cord
blood) to the tomb on a daily basis. It is likely, therefore, that their
systems become saturated with the toxin over a very long period, pos-
sibly resulting in a basal level being present in the tissues and the total
load at any time varying with current intake. Maize is the staple diet of
these people and it can be consumed up to three times per day. Coinci-
dentally, this fluctuation can be used to gauge the immediate exposure
of these people to the toxin. As fumonisin B1 causes chronic liver and
kidney damage (Badria et al., 1996), it is not unreasonable to suppose
that malfunction of these organs contributes to the slower elimination
of the toxin. The finding of the toxin in human cord blood is
somewhat at variance with observations of other pregnant animals,

FIG. 5. Placental tissue from a pre-eclamptic patient, stained for fumonisin B1 by

immunocytochemical means (DAB stain, brown positive, C ¼ cytotrophoblastic cells,
m ¼ microvillous brush border).
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where fumonisin B1 administered at low levels did not pass the placen-
tal barrier (Voss et al., 2001). In these experiments, however, fumonisin
was embryotoxic at high maternal doses in pregnant pigs. (Zomborsky-
Kovaks et al., 2000) In conclusion, the presence of high levels of fumo-
nisin B1 may simply reflect the poverty of the susceptible population.
All around the world, preeclampsia is correlated with poverty.

Thepresence of fumonisinB1 in the blood and tissues of people dwell-
ing inKwaZuluNatalwas further confirmedbya studyon tissue samples
gathered from patients with various brain lesions, mostly different form
of brain cancer. (Palanee, personal communication, PhDproject,Univer-
sity ofNatal). Thepurposeof the studywas to seewhether lesions similar
to those found in equine leukoencephalomalacia could be discerned in
humans and, if so, whether there was any evidence to support a role for
the fumonisins in human brain disease. Again, fumonisin B1 was com-
monly detected in the blood by HPLC and in tissue by immunocyto-
chemical methods (Table II). The possibility that fumonisin B1 can
cause damage to the human central nervous system cannot be ignored.

G. OTHER CONDITIONS

Several rare disease conditions found in South Africa have raised
questions as to whether they are mycotoxin-linked, mainly because of
their restricted geographical distribution. Leiomyopathy (Rode et al.,
1992) is found in certain areas of the northern border region of the

TABLE II

FUMONISIN B1 LEVELS FOUND IN THE BLOOD OF 8 PATIENTS (5 AFRICAN, 2 WHITE, AND 1 INDIAN) WITH

VARIOUS TYPES OF BRAIN LESION OR TUMORS TREATED AT WENTWORTH HOSPITAL, DURBAN

Tumor type Age Sex Race

Concentration

fumonisin B1 (ng/ml)

Pineoblastoma 66 F African 11.25

Metastatic cancer 53 F White 459.40

Metastic cancer 59 M African 164.64

Medulloblastoma 14 M African 6.18

Choroid plexus papilloma 14 M African 16.85

Low-grade glioma 5 F African 6.32

Glioblastoma 2 F Indian 41.97

Meningioma 53 M White 9.10

Mean 89.5

Controls (N ¼ 9) mean 25 M African 6.8
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Transkei (Hadley, personal communication, 1996). This disease is
found mainly in male children of around 10 years in age and is charac-
terized by a progressive fibrosis of smooth muscle of the colon. The
only treatment is surgical, resulting in the child’s having a colostomy.
As the disease is progressive, it recurs until the child dies. In certain
cases, fibrosis is found in the smooth muscle of the blood vessels. It
is tempting to suggest that mycotoxins such as fumonisin B1 are in-
volved because of their accumulation in the feces. An equal possibility
is the use of traditional medicinal plants as enemas in such children,
which could also act in concert with the mycotoxin. Other diseases of
limited distribution with possible connection to nutritional factors are
onyalai (Rabie et al., 1975) and meselini joint disease (Marasas and Van
Rensburg, 1986). These conditions do seem to be connected to environ-
mental agents but they do not meet appropriate epidemiological
diagnostic criteria for mycotoxicoses.

V. Conclusion on Currently Investigated Chronic Disease

Rural Black populations in South Africa are exposed on a daily basis
over most of their lives to fumonisin in combination with other myco-
toxins, such as zearalenone (Pillay, 2002) and aflatoxin (Ramjee et al.,
1992). It seems highly probable that they also have an exposure to other
Fusarium toxins such as trichothecenes, as well as other nonmycotoxin
environmental toxins. Indeed, South Africa has recently been de-
scribed as a ‘‘toxicologist’s goldmine’’ (Stewart, 2002). What this toxin
load does to a population which is already malnourished, and in which
avitaminosis, alcohol abuse, and smoking are common, is difficult to
gauge. A more worrying aspect is that many Africans are now HIV-
positive (figures range from 20 to over 50% of the African population)
and several of the mycotoxins that they are exposed to, or could be ex-
posed to, are immunosuppressive agents of varying potencies. It is likely
that mycotoxins contribute to the outcome and course of AIDS in rural
African populations. The exact contribution of fumonisin B1 to im-
munosuppression in humans is difficult to state due to its different
potency in different species and the fact that it interferes with cellular
signaling due to its effects on sphingolipids (Merrill et al., 2001).
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I. Introduction

The small size of fungal chromosomes (mostly 0.5 to 10 Mb) makes
them amenable to separation by pulsed field gel electrophoresis
(PFGE). In this technique, a genome is resolved into a series of chromo-
somal bands on an electrophoretic gel. The resultant ‘‘electrophoretic
karyotype’’ shows the number and size of chromosomes, and hence,
the estimated size of the genome. Many filamentous species contain
apparently dispensable ‘‘mini’’-chromosomes as well as exhibiting ex-
tensive intraspecific chromosomal length polymorphism. Karyotypes
are useful for strain identification and in the preparation of DNA for
genomic analysis. In addition, molecular linkage maps can be built
by using Southern blot or fluorescent in situ hybridization. Successful
preparation of a fungal electrophoretic karyotype from a previously un-
studied species is an empiric process and is not always successful. The
efficient removal of the cell wall and obtaining sufficient numbers of
protoplasts can pose a bottleneck. Moreover, pulsed field gels are
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sensitive to all electrophoretic parameters, including the concentration
of agarose, the quality of the agarose, buffer strength, pulse switching
interval, the voltage gradient, and temperature. As the number of fungal
genome sequencing projects grows, electrophoretic karyotypes will be
increasingly important for producing chromosome-specific libraries,
for scaffolding physical maps, and for anchoring sequence data.

II. Background

In classical genetics, chromosome number and morphology were de-
termined by direct microscopic examination of mitotic or meiotic fig-
ures. A ‘‘karyotype’’ was a photographic or digital display in which
the mitotic chromosomes of a cell were lined up and numbered. By
convention, the largest chromosome usually was labeled with an
Arabic or Roman ‘‘one’’ with the rest of the chromosome set numbered
in decreasing size order. Karyotype analysis has been used extensively
in the cytogenetic characterization of higher eukaryotes, especially
Homo sapiens, where a number of cytogenetic abnormalities have been
associated with important clinical syndromes. (e.g., trisomy 21 is the
cause of Down syndrome [Nora and Fraser, 1992]).

Cytogenetic karyotype analysis was rarely applied in mycology
because of the extremely small size of fungal chromosomes and the dif-
ficulty of observing mitotic figures. Barbara McClintock (1945)
obtained the first fungal karyotype using the acetoorcein squash tech-
nique and light microscopic analysis of meiotic figures in Neurospora
crassa. Others succeeded with similar meiotic preparations of selected
ascomycetes or by using electron microscopy of the synaptonemal
complex (see Lu, 1996, for a review of chromosome cytology for fungi).
In a few genetic models such as Saccharomyces cerevisiae, Neurospora
crassa, and Aspergillus nidulans, recombination data allowed the cre-
ation of genetic linkage maps (O’Brien, 1993). For the vast majority of
fungal species, however, neither cytological material nor appropriate
genetic systems (i.e., stable mutants, sexual, or parasexual cycles) were
available.

The small size of fungal chromosomes, long a disadvantage for
cytogenetic analysis, has become an advantage for doing electro-
phoretic karyotyping by means of PFGE. With this technique, a genome
is resolved into a series of chromosomal bands on an electrophoretic
gel, thereby allowing researchers to bypass conventional cytological
and genetic maps. In this chapter, we give a brief description of PFGE
and review its application to fungi.
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III. Techniques

A. Pulsed Field Gel Electrophoresis

PFGE is a technique that separates DNA molecules in agarose ma-
trices by subjecting them to alternating electrophoretic fields.
Developed by Schwartz and Cantor (1984), the acronym PFGE origin-
ally referred to pulsed field gradient electrophoresis. When it became
apparent that a field gradient was neither important nor desirable, the
abbreviation was changed to pulsed field gel electrophoresis (Birren
and Lai, 1993). In PFGE, electrode arrays interrupt and reverse applied
electric fields, thereby forcing molecules periodically to stop migrating
and reorient themselves. When applied to intact chromosomes, the size
and three-dimensional structure of the chromosomes determine the
rate at which they migrate through the gel matrix. Large chromosomes
require more time to reorient than small chromosomes. The resolution
of a particular size range of chromosomes depends on the duration of
the switching interval. Pulse times are selected so that chromosomes
of a targeted size spend most of the duration of the pulse reorienting
rather than moving through the gel. The long reorientation interval ac-
counts for the long periods of time (24 to 150 hours) needed to fraction-
ate large chromosomes. After electrophoresis is completed, the gel is
stained with ethidium bromide and the genome is visualized as series
of bands. Since chromosomes of the same size migrate at the same rate,
bands containing more than one chromosome stain more intensely
with ethidium bromide (Mills and McCluskey, 1990).

The original PFGE apparatus developed by Schwartz and Cantor
(1984) used two perpendicularly oriented alternately pulsing electro-
phoretic fields. Although chromosome separation was possible, the
variation in electrical field strength across the gel compromised the abil-
ity to make lane-to-lane comparisons. Thus, accurate determination of
chromosome sizes by comparison with known standards was not pos-
sible. Subsequently, many novel approaches to instrumentation and
design have improved the original method. Different configurations de-
veloped for the application of electric fields are usually known by their
acronyms: e.g., CHEF (contour clamped homogeneous electric field),
FIGE (field-inversion gel electrophoresis), OFAGE (orthogonal field al-
ternation gel electrophoresis), RFGE (rotating field gel electrophoresis),
TAFE (transverse alternating field electrophoresis), and so forth. For
overviews of the different apparatus designs, see Anand (1986), Birren
et al. (1988), Lai et al. (1989), Chu (1990), Eby (1990), Birren and Lai
(1993), and Bustamente et al. (1993). For theoretical considerations of
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the dynamics of DNA molecules in agarose matrices, see Deutsch and
Madden (1989), Schwartz and Koval (1989), and Smith et al. (1989).

Pulsed field gels are extremely sensitive to changes in experimental
parameters. The single most important variable is the switch interval. In
addition,agarosegelswithlargeanduniformporesizearecrucial.Special
high-strength, high-quality agarose for PFGE has been developed by
several companies, e.g., BioWhittaker SeaKem LE agarose, Bio-Rad
Chromosomal GradeE

`
agarose, andBioProducts Fast LaneE

`
agarose.

In order to optimize the separation of chromosomes of different
molecular weights, empiric modifications of the pulse frequency, the
agarose gel concentration, the buffer concentration, and so forth must
be tested. Optimization of these parameters can require considerable
effort. Pulsed Field Gel Electrophoresis, A Practical Guide by Birren
and Lai (1993) offers many useful tips for manipulating the relevant ex-
perimental variables in order to achieve success. Another useful source
for troubleshooting is Smith et al. (1988), who present a number of
photographs of failed gels ‘‘that are not usually published’’ that can
help diagnose problems such as uneven pulsing, overloading, or
improper loading.

B. Preparation of DNA and Instrumentation

To preserve the integrity of chromosome-size DNA molecules, care-
ful preparation of the DNA is critical. Conventional methods that rely
on phenol extraction and contain multiple pipetting steps shear the
DNA too much. In their pioneering work, Schwartz and Cantor (1984)
and Carle and Olson (1984) isolated chromosomes from intact yeast
cells after they had been embedded in agarose. Agarose protects the
DNA against breakage and allows the flow of the enzymatic solutions
required for digestion of the cell wall and nuclear membrane. Vari-
ations on this agar-embed technique have been adopted for most
subsequent applications of PFGE.

For filamentous fungi, which have a chitinous cell wall, and which
have a lower ratio of cell mass to nuclear material than yeasts, it is often
necessary to start by producing protoplasts (¼spheroplasts). After the
protoplasts are obtained in sufficient yield, they are embedded in agar-
ose, and then subsequently treated with detergents and proteolyic
enzymes to release chromosomal-sized DNA. Because the efficiency
of the cell wall–degrading step can be monitored by direct microscopic
observation, protocols that start with the protoplast step have also been
adopted for a number of yeasts. In general, protoplast concentrations
greater than 109 cells/ml are needed in order to obtain a successful
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karyotype, and achieving sufficient quantities of protoplasts can be an
obstacle. The most important variables are physiological status of the
mycelium (actively growing cells are best) and the lytic enzymes used
for removing the cell wall (a cocktail of chitinases and glucanases).
There is an enormous literature on fungal protoplasting techniques;
see Peberdy and Ferenczy (1985) and Peberdy (1995) for general reviews
and Lodder et al. (1993) for emphasis on protoplast preparation from
commercially important mushrooms.

It should be noted that many of the published protocols for proto-
plast preparation from filamentous species call for a commercial prod-
uct called Novozyme, a mixture of crude enzymes from Trichoderma
hazarianum that, unfortunately, is no longer marketed. Many molecu-
lar mycologists are still relying on supplies hoarded in their freezers.
Good protoplast yields can also be obtained using a combination of
chitinase and another commercial crude enzyme from Trichoderma
sold by Sigma-Aldrich (St. Louis, Missouri) as Cellulase C9422 or
C0898. See Hamlyn et al. (1991) for a comparison of the effectiveness
of commercial enzymes for efficient protoplast isolation.

It is not absolutely necessary to remove the cell wall in order to obtain
successful electrophoretic karyotypes. For example, excellent results
were achieved with slightly ground mycelia ofUstilago and intact spor-
idia of Tilletia embedded into agarose and then simply treated with pro-
tease in the presence of ethylenediamine-tetraacetic acid (EDTA) and
SDS. This method produced karyotypes of equal or better quality than
those derived from protoplasts, although the mechanism whereby
chromosome-size DNA was released from cells with intact cell walls
was not determined (McCluskey et al., 1990). The nonprotoplast ap-
proach has also been used successfully for Leptosphaeria maculans
(Plummer and Howlett, 1993). Useful pointers for preparing fungal
DNA for use in PFGE, using both protoplasting and nonprotoplasting
methods, have been reviewed by Mills et al. (1995).

After the isolation of sufficient chromosomal-size DNA, the next im-
portant step is the choice of appropriate instrumentation. The original
studies on Saccharomyces used OFAGE (Schwartz and Cantor, 1984;
Carle and Olson, 1984) and a number of other yeast genera have also
been analyzed successfully with this method (e.g., De Jong et al.,
1986; Boekhout et al., 1991, 1992). In the 1990s, however, CHEF has
become the method of choice for most fungal systems. A listing of pub-
lished electrophoretic karyotypes of fungi, including instrumentation
method, is presented in Table I.

With CHEF, 24 electrodes are arranged in a hexagon, with orientation
angles of 120 or 60 (Chu et al., 1986). The chromosomes are separated
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TABLE I

FUNGAL ELECTROPHORETIC KARYOTYPES

Chromosomes

Species Method Band # (Mb) Size range Genome sizea (Mb) Citation

Oomycotab

Bremia lactucae CHEF 7–? 3.0–8.0 Francis and Michelmore, 1993

Phytophythora megaspermac CHEF 9–? 1.4–? Howlett, 1989

Phytophythora megasperma CHEF 10–13 Judelson et al., 1993

Pythium acanthicumd CHEF 10–12 1.1–3.2 19.9–25.5 Martin, 1995

Pythium aphanidermatumd CHEF 11–15 0.9–5.7 31.2–41.5 Martin, 1995

Pythium aristosporum CHEF 15 1.1–4.2 35.6 Martin, 1995

Pythium arrhenomanesd CHEF 9 1.7–4.0 23.9–24.8 Martin, 1995

Pythium deliensed CHEF 12–15 1.5–5.7 34.7–40.7 Martin, 1995

Pythium graminicolad CHEF 14–15 0.9–4.7 29.6–33.2 Martin, 1995

Pythium heterothallicum CHEF 12 1.1–3.4 26.5 Martin, 1995

Pythium irregulared CHEF 7–10 1.5–5.5 21.6–30.8 Martin, 1995

Pythium myriotylumd CHEF 11–12 1.4–5.5 33.2–38.5 Martin, 1995

Pythium nunn CHEF 14 0.9–4.4 31.3 Martin, 1995

Pythium oligandrumd CHEF 12–20 0.7–3.4 28.0–36.7 Martin, 1995

Pythium periplocum CHEF 11 1.1–3.6 25.9 Martin, 1995

Pythium spinosumd CHEF 8–10 2.0–4.8 25.0–31.4 Martin, 1995

Pythium splendens CHEF 16 1.0–3.3 31.5 Martin, 1995

Pythium sylvaticumd CHEF 9–13 1.5–5.2 28.7–37.7 Martin, 1995

Pythium torulosum CHEF 10 1.5–4.2 23.9 Martin, 1995
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Pythium ultimumd CHEF 9–14 1.3–4.6 24.3–37.6 Martin, 1995

Pythium vanterpoolii CHEF 9 1.2–3.9 18.8 Martin, 1995

Zygomycota

Absidia glauca RFGE 10 1.2–7.0 42.0 Kayser and Wostemeyer, 1991

Ascomycota

Cochliobolus heterostrophus CHEF & TAFE 15–16 1.3–3.7 35 Tzeng et al., 1992

Dipodascus (Endomyces) magnusii CHEF 13 1.2–5.7 38.0 Filipp et al., 1995

Emericella (Aspergillus) nidulans CHEF 6 2.9–5.0 31.0 Brody and Carbon, 1989

Emericella (Aspergillus) nidulans CHEF 6 2.0–6.0 24.2 Xuei and Skatrud, 1994

Emericella (Aspergillus) nidulans CHEF 6 2.9–5.0 31.0 Geiser et al., 1996

Erysiphe graminis FIGE 7 0.2–0.8c Borbye et al., 1992

Gibberella fujikuroi CHEF 11 2.0–6.0 37.0 Tudzynski et al., 1996

Hansenula polymorpha OFAGE 3 De Jonge et al., 1986

Kluyveromyces aestuarii OFAGE 6–7 10.2 Sor and Fukuhara, 1989

Kluyveromyces africanus OFAGE 12–14 17.0 Sor and Fukuhara, 1989

Kluyveromyces blattae OFAGE 3–5 5.5–7.0 Sor and Fukuhara, 1989

Kluyveromyces cellobiovorus OFAGE 6 10.6 Sor and Fukuhara, 1989

Kluyveromyces delphensis OFAGE 8–9 13.2 Sor and Fukuhara, 1989

Kluyveromyces lodderae OFAGE 13 15.5 Sor and Fukuhara, 1989

Kluyveromyces marxianus De Jonge et al., 1986

var. lactis OFAGE 2

var. marxanus OFAGE 5

Kluyveromyces marxianus Steensma et al., 1988

var. lactis OFAGE 5

var. marxanus OFAGE 5–7
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TABLE I (Continued )

Chromosomes

Species Method Band # (Mb) Size range Genome sizea (Mb) Citation

Kluyveromyces marxianus OFAGE Sor and Fukuhara, 1989

var. bulgaricusd 7–10 10.0–13.2

var. dobzhanskii 6 8.8

var. marxianusd 6–12 8.2–18.0

Kluyveromyces phaffii OFAGE 8–11 10.6 Sor and Fukuhara, 1989

Kluyveromyces polysporus OFAGE 8–9 11.2 Sor and Fukuhara, 1989

Kluyveromyces thermotolerans OFAGE 7 10.2–10.6d Sor and Fukuhara, 1989

Kluyveromyces waltii OFAGE 4–5 7.2 Sor and Fukuhara, 1989

Kluyveromyces wickerhamii OFAGE 7–8 13.6 Sor and Fukuhara, 1989

Kluyveromyces yarrowii OFAGE 13–15 15.0 Sor and Fukuhara, 1989

Leptosphaeria maculans Taylor et al., 1991

Highly virulent TAFE 6–8

Weakly virulent TAFE 12–14

Leptosphaeria maculansd CHEF 12–15 0.2–2.2 17.5–23.0 Plummer and Howlett, 1993

Lipomyces starkeyi CHEF 11 0.7–2.8 15.0 Bignell et al., 1996

Magnaporthe grisea CHEF 6 3.0–10.0 Talbot et al., 1993

Magnaporthe grisea CHEF 7 0.2–10.3 Orbach et al., 1996

Nectria haematococca CHEF 10–15 0.4–7.0 Kistler and Benny, 1992

Neurospora crassa CHEF 7 4.0–12.6 47.0 Orbach et al., 1988

Ophiostoma ulmi CHEF 6 Royer et al., 1991

Podospora anserina CHEF 7 3.9–6.3 33.4 Osiewacz et al., 1990
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Pyrenophora graminead CHEF 6–8 1.6–6.0c 42.8 Aragona et al., 2000

Pyrenophora teres CHEF 6 1.6–6.0c 35.0 Aragona et al., 2000

Saccharomyces bayanus CHEF 16 Fiscer et al., 2000

Saccharomyces cariocanus CHEF 16 Fiscer et al., 2000

Saccharomyces carlsbergensis OFAGE 17 De Jonge et al., 1986

Saccharomyces cerevisiae OFAGE, FIGE 16 Carle and Olson, 1985

Saccharomyces cerevisiae CHEF 15 0.2–2.2 Chu et al., 1986

Saccharomyces cerevisiae OFAGE 17 14.0 De Jonge, 1986

Saccharomyces cerevisiaed TAFE 11–20 0.3–2.0 Jager and Philippsen, 1989

Saccharomyces cerevisiae CHEF 16 Fischer et al., 2000

Saccharomyces dairensis TAFE 8 Jager and Philippsen, 1989

Saccharomyces exiguus TAFE 11 Jager and Philippsen, 1989

Saccharomyces kluyveri TAFE 5 Jager and Philippsen, 1989

Saccharomyces kudriavzevii CHEF 16 Fischer et al., 2000

Saccharomyces mikatae CHEF 16 Fischer et al., 2000

Saccharomyces paradoxus CHEF 16 Fischer et al., 2000

Saccharomyces servazzii TAFE 19 Jager and Philippsen, 1989

Saccharomyces unisporus TAFE 10 Jager and Philippsen, 1989

Saccharomyces uvarum TAFE 14–15 0.2–2.0 Jager and Philippsen, 1989

Schizosaccharomyces pombe Multiple meth. 3 3.0–9.0 18.0 Smith, et al., 1987

Sclerotinia sclerotiorum CHEF 16 1.5–4.0 43.5 Fraissinet-Tachet et al., 1996

Sordaria macrospora TAFE and CHEF 7 3.7–7.5 39.5 Walz and Kuck, 1995

Basidiomycota

Agaricus bisporus CHEF 13 1.2–4.0 34 Kerrigan et al., 1993

Agaricus bisporus CHEF 13 1.4–3.7 31.0 Sonnenberg et al., 1996
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TABLE I (Continued )

Chromosomes

Species Method Band # (Mb) Size range Genome sizea (Mb) Citation

Cryptococcus(Filobasidiella) neoformans OFAGE Polacheck and Lebens, 1989

var. gattii 9 0.6–1.6

var. neoformans 8 0.6–1.6d

Entyloma arnoseridis OFAGE 12–16 Boekhout et al., 1992

Entyloma ficariae OFAGE 15 Boekhout et al., 1992

Filobasidiella neoformans OFAGE 11 De Jonge et al., 1986

Filobasidiella neoformans CHEF 7–14 0.5–3.0 Boekhout et al., 1993

Malassezia pachydermatis CHEF 5 6.7–7.1 Boekhout and Bosboom, 1994

Melanotaenium endogenum OFAGE 11 Boekhout et al., 1992

Microbotryum violaceum CHEF 12–15 1.0–5.7 11.0–15.4d Perlin 1996

Phanerochaete chrysosporium D’Souza et al., 1993

BKMF-1767 TAFE 10 1.8–5.0 29.0

ME-446 TAFE 11 1.8–5.0 32.0

Pleurotus ostreatus CHEF 11 1.4–4.7 35.1 Larraya et al., 2000

Schizophyllum commune TAFE 6 1.2–5.1 35–36 Horton and Raper, 1991

Schizophyllum commune CHEF 11 1.6–4.7 35.6 Asgeirsdottir et al., 1994

Tilletia caries (T. controversa)e CHEF 14–20 0.3–4.5 32.3–39.9 Russell and Mills, 1993

Tilletiaria anomala OFAGE 9–15f Boekhout et al., 1992

Tilletiopsis albescens OFAGE 14–16 Boekhout et al., 1992

Tilletiopsis fulvescens OFAGE 17–19 Boekhout et al., 1992

Tilletiopsis minor OFAGE 10–15 Boekhout et al., 1992
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Tilletiopsis pallescens OFAGE 12–14 Boekhout et al., 1992

Tilletiopsis washingtonensis OFAGE 12–20 Boekhout et al., 1992

Ustilago hordeid CHEF 15–19 0.2–3.2 18.4–26.0 McCluskey and Mills, 1990

Ustilago maydis OFAGE 20 0.3–2.0 Kinscherf and Leong, 1988

Ustilago tritici CHEF 13 0.3–3.0 Mills and McCluskey, 1990

Deuteromycota

Acremonium chrysogenum TAFE & CHEF 8 2.6–6.0 32.0 Walz and Kuck, 1991

Acremonium flavum TAFE & CHEF 7 2.9–6.0 26.5 Walz and Kuck, 1991

Acremonium strictum TAFE & CHEF 7 2.9–5.9 27.7 Walz and Kuck, 1991

Alternaria alternata CHEF 9–11 0.6–6.5 Akamatsu et al., 1997

‘‘Other’’ Alternaria spp. CHEF 8–10 0.9–6.4 Akamatsu et al., 1997

Aspergillus flavus CHEF 5–8 3.0–7.0 Keller et al., 1992

Aspergillus flavus CHEF 7 2.3–7.0 31.2 Foutz et al., 1995

Aspergillus fumigatus CHEF 5 1.7–4.8 15.8 Tobin et al., 1997

Aspergillus niger CHEF 4 3.5–6.6 35.5–38.5 Debets et al., 1990

Aspergillus niger CHEF 8 Verdoes et al., 1994

Aspergillus oryzae TAFE 8 2.8–7.0 35 Kitamoto et al., 1994

Aspergillus parasiticus CHEF 5–7 3.0–7.0 Keller et al., 1992

Aspergillus versicolor CHEF 6 3.0–7.0 Keller et al., 1992

Beauveria bassiana CHEF 5–8 34.3–44.1 Viaud et al., 1996

Cephalosporium acremonium TAFE 8 1.7–4.0 22.5 Skatrud and Queener, 1989

Candida albicans OFAGE 4–7 14.0 De Jonge et al., 1986

Candida albicans CHEF 6–13 1.1–2.9 Asakura et al., 1991

Candida albicans CHEF 8 Wickes et al., 1991

Candida albicans CHEF 16.0–17.0 Chu et al., 1993

(continued)
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TABLE I (Continued )

Chromosomes

Species Method Band # (Mb) Size range Genome sizea (Mb) Citation

Candida glabrata CHEF 6–12 0.4–2.4 Asakura et al., 1991

Candida molischiana CHEF 7–8 12.0 Janbon et al., 1995

Candida rugosa CHEF 8 0.1–2.1 20.0 Brocca et al., 1995

Candida stellatoidea CHEF 12 Rikkerink et al., 1990

Cladosporium fulvum CHEF 9 1.9–5.4 44.0 Talbot et al., 1991

Colletotrichum gloeosporoides Masel et al., 1990

type A CHEF 13–15d 0.3–6.0c 23.5–24.3d

type B CHEF 6–8d 0.3–6.0c 17.5–19.2d

Colletotrichum lindemuthianum CHEF 9–12 0.7–7.0c O’Sullivan et al., 1998

Curvularia lunata CHEF 12 1.4–4.0 29.7 Osiewacz and Ridder, 1991

Fusarium acuminatum CHEF Nagy and Hornok, 1994

subsp. acuminatumd 9 0.6–7.2 41.4–45.1

subsp. armeniacumd 6 1.0–7.1 33.5–33.7

Fusarium avenaceum CHEF 7 0.4–6.5 27.0 Fekete et al., 1993

Fusarium camptoceras CHEF 7 1.0–6.5 28.1 Fekete et al., 1993

Fusarium chlamydosporum CHEF 8 1.0–6.5 29.5 Fekete et al., 1993

Fusarium fusarioides CHEF 6 0.9–6.5 29.9 Fekete et al., 1993

Fusarium oxysporum CHEF 11–14 0.8–6.7 41.0–51.5 Migheli et al., 1993

Fusarium pallidoroseum CHEF 8 1.3–6.5 29.5 Fekete et al., 1993

Fusarium poae CHEF 6 1.0–6.5 27.5 Fekete et al., 1993

Fusarium solani CHEF 13 0.4–6.1 39.9 Nazareth and Bruschi, 1994
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Fusarium sporotrichioides CHEF 6 1.2–6.5 27.7 Fekete et al., 1993

Fusarium sporotrichioides CHEF 6 1.2–7.0 20.4 Nagy et al., 1995

Fusarium tricinctum CHEF 9 1.2–6.5 29.2 Fekete et al., 1993

Histoplasma capsulatum CHEF & FIGE 7 2.0–5.7 Steele et al., 1989

Hortaea werneckii CHEF 12–18 0.5–2.3 Boekhout et al., 1993

Itersonilia perplexans OFAGE 10–12 Boekhout et al., 1991

Itersonilia pyriformans OFAGE 10–12 Boekhout et al., 1991

Paecilomyces fumosoroseus CHEF 6 3.1–7.8 30.1 Shimizu et al., 1991

Penicillium janthinellum RFGE 10 2.0–8.0 39–46 Kayser and Schultz, 1991

Phoma tracheiphila OFAGE 12 Rollo et al., 1989

Rhodosporidium toruloides OFAGE 10 0.4–4.0 De Jonge et al., 1986

Rhodotorula mucilaginosa OFAGE 9 0.2–1.0 De Jonge et al., 1986

Septoria nodorumd CHEF 14–19 0.5–3.5 28–32 Cooley and Caten, 1991

Septoria triticid TAFE 14–16 0.3–3.5 29.5–32.6 McDonald and Martinez, 1991

Tolypocladium inflatum CHEF 7 1.1–6.6 30.5 Stimberg et al., 1992

Trichoderma reesei CHEF 6 3.3–11.9 38.0 Gilly and Sands, 1991

Trichoderma longibrachiatum(reesei) CHEF 7 2.8–6.9 33.0 Mantyla et al., 1992

aWhere given, estimates are based on comparison of electrophoretic mobilities.
bOomycota are included here out of tradition although they are no longer considered ‘‘true’’ fungi.
cMaximum size resolved; may contain chromosomes of larger size.
dRanges due to differences between isolates.
eConsidered one species.
fShowed weak resolution of bands; difficult to estimate.
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in straight bands, facilitating direct comparisons with standards. A
CHEF system using programmable, autonomously controlled elec-
trodes has been commercialized by Bio-Rad (Richmond, CA). Sensing
circuitry adjusts the voltage across electrode pairs to compensate for
variations in temperature, power supply output, buffer conductivity,
and gel thickness. The CHEF system reduces total run times for DNAs
of sizes greater than 2 Mb and, because it can separate a wide range of
DNA fragments, is well suited for the analysis of genomes in which the
actual size of the chromosomes to be separated is not knownbefore-hand
(Birren and Lai, 1993).

Whatever instrumentation is used, appropriate size markers are
extremely important. Chromosome size of newly investigated species
is estimated by comparing the migration distances of their electrophor-
etic bands with standards of known electrophoretic mobility. Yeast
chromosomes have been sized accurately in conjunction with restric-
tion mapping so they are commonly used as sizing standards for
filamentous species. For small chromosomes, synthetic ladders of
S. cerevisiae chromosomes (0.2 to 2 Mb) are employed, while for larger
chromosomes, the three chromosomes (3.5, 4.6, and 5.7 Mb) of Schizo-
saccharomyces pombe are commonly used. Bio-Rad sells preprepared
agarose plugs of these yeast chromosome standards.

For many fungi, chromosome size extends over a fairly wide range
and cannot be resolved by any one set of electrophoretic conditions.
In such cases, a combination of two or more runs may be required.
Large chromosomal DNA requires long switch intervals, low voltages,
and longer times, while the run conditions for smaller chromosomes
call for short switch intervals, high voltage, and shorter times. For
example, successful separation of chromosomes of Fusarium solani
was achieved with a combined switch interval of 45 min for 52 hr,
followed by 30 min for 68 h at 60 V, to yield twelve bands ranging from
2.08 to 6.08 Mb. When a switch interval of 60 seconds for 15 h
followed by 90 seconds for 9 h at 150 V was applied, an additional
small band of 0.42 Mb was resolved, indicating that F. solani has a total
of 13 chromosomes (Nazareth and Bruschi, 1994).

IV. Chromosome Numbers and Size

Until the advent of electrophoretic karyotyping, chromosome
number and estimated genome size were known for only a few well-
studied fungal models, such as Aspergillus nidulans (Timberlake,
1978). Now, karyotypic analysis has been extended to almost all major
groups of fungi except the chytrids, with published reports of over 100
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species (see Table I). Most fungi have a vegetative chromosome number
between 5 and 20. Estimated genome size ranges from approximately
10 to 40 Mb. In addition to giving mycologists this hitherto inaccess-
ible view of basic chromosome number and genome size, PFGE has also
provided a number of interesting new insights about fungal genome
architecture. Perhaps the most striking finding is that most species
studied to date exhibit chromosome length polymorphisms, that is,
homologous chromosomes in different strains of the same species can
have quite different chromosome sizes. Chromosomal polymorphism is
common in the yeasts S. cerevisiae (Bidenne et al., 1992; Carle and Ol-
son, 1985) and Candida albicans (Magee and Magee, 1987; Chu et al.,
1993). Filamentous fungi also show extensive polymorphism; these in-
clude phytopathogenic species (Cooley, 1992), basidiomycetes such as
Microbotryum violaceum (Perlin, 1996), and many asexual species (Zo-
lan, 1995). In one case, 15 spores from a single pseudoperithecium of
Leptosphaeria maculans displayed 10 different karyotypes (Plummer
and Howlett, 1993). Polymorphisms have been correlated with genetic
translocations, gains and losses of apparently nonessential sequences,
and differences in the number of long tandem repeats of rDNA. Kistler
and Miao (1992) have hypothesized that the extent of chromosomal
polymorphism is inversely correlated with the frequency of meiosis,
i.e., asexually reproducing fungi should have more polymorphism.
Even so, chromosome length polymorphism occurs commonly in
species with meiotic cycles and they segregate regularly in the sexual
progeny of Ustilago hordei (McCluskey and Mills, 1990). See Zolan
(1995) for an excellent review of fungal chromosome polymorphism.

PFGE analysis of fungi has also revealed another form of karyotype
variation. Many species possess a variable number of small, ‘‘dispens-
able’’ chromosomes. These chromosomes are usually within the range
of 0.5 to 2.0 Mb. Their small size, instability during meiosis, and dis-
pensable nature makes them similar to the ‘‘B’’ chromosomes described
from other eukaryotes (Jones, 1982). However, unlike classical B
chromosomes, they sometimes carry functional genes (Miao et al.,
1991b; Xu, 1995; Van Etten et al., 1998). The first reportwas fromNectria
haematococca, where the loss of a 1.6 Mb chromosome was associated
with loss of pathogenicity (Miao et al., 1991a). The pisatin demethylase
gene that specifies the enzyme involved in the detoxification of pisatin,
a pea phytoalexin, is located on the dispensable 1.6 Mb chromosome
(Miao et al., 1991b). Where reported, these fungal supernumerary
chromosomes (sometimes called minichromosomes) appear to be more
polymorphic than standard fungal chromosomes (Masel et al., 1990).
The variable karyotype of species such as Magnaporthe grisea is due
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largely to differences in the number of theseminichromosomes (Orbach,
1996). In Colletotrichum lindemuthianum, supernumerary chromo-
some number ranged from 2 to 6, an attribute of the genome that was de-
scribed as ‘‘hypervariable’’ (O’Sullivan et al., 1998). Not all small
chromosomes are supernumerary. In C. albicans, the minichromosome
turned out to be a translocation product (Chu et al., 1993).

V. Applications of PFGE

A. Genetic Mapping

One of the most important applications of PFGE has been for genetic
mapping. With some modifications, conventional blotting and hybrid-
ization protocols can be used to assign cloned genes and other probes
to linkage groups by Southern blot and/or fluorescent in situ hybridiza-
tion. This approach is much faster than parasexual analysis and is a
boon to linkage studies in fungi lacking sexual cycles. For successful
Southern transfer of DNA larger than 2 Mb from standard agarose gels
onto membranes, DNA must be cleaved by acid depurination or ultra-
violet (UV) irradiation. The UV method for nicking DNA is more reli-
able. However, it should be noted unless DNA is stained with
ethidium bromide, it will not be nicked and thus will not be trans-
ferred. When several chromosomes are co-migrating or when large
chromosomes are not properly resolved, the application of rare-cutting
endonucleases may aid in localizing genes on chromosomal fragments
(Kempken and Waltz, 1996).

In one application, Keller et al. (1992) were able to compare the loca-
tion of conserved genes (argB, benA, trpC, niaD, pyrG) in Aspergillus
flavus, Aspergillus parasiticus, and Aspergillus nidulans. The map lo-
cation of gene probes in A. flavus and A. parasiticus was similar, sup-
porting the placement of these aflatoxigenic species into a different
taxonomic section from A. nidulans. Foutz et al. (1995) extended this
kind of analysis by using PFGE to assign parasexually defined linkage
groups to sevenA. flavus chromosomes. Hybridization analysiswas also
useful for genetic studies in the cultivatedmushroomAgaricus bisporus,
where Sonnenberg et al. (1996) exploited known gene probes, restric-
tion fragment length polymorphism (RFLP) markers, and cDNA as ex-
pressed sequence tags (ESTs) to assign at least two markers to each of
the 13 chromosomes of this economically important species. In another
application, McDonald and Martinez (1991) used the hybridization
approach to confirm the disomy of one RFLP locus in Septoria tritici.
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B. Strain Identification

Chromosome length polymorphism can be harnessed to provide an
adjunct to taxonomic classification of individual species or strains
within species. For example, Vaughan-Martini et al. (1993) used CHEF
analysis to examine the type strains of 10 species of the genus Sacchar-
omyces. Six species showed uniform karyotypes, while S. dairensis,
S. exiguus, S. sarvazzii, and S. unisporus were heterogeneous. In Usti-
lago hordei, different karyotypes were found for each of the 14 races
studied, even though the individual strains from different races were
sexually compatible (McCluskey and Mills, 1990). The four serotypes
A, B, C, and D of the human pathogen Cryptococcus neoformans could
be separated into three groups based on chromosomal polymorphism;
serotype D showed extensive polymorphism even among individual
isolates (Polacheck and Lebens, 1989). Different clinical isolates of C.
albicans have different karyotypes (Magee and Magee, 1987; Mertz
et al., 1988) as do unstable morphological mutants of this species
(Rustchenko-Bulgac, 1991).

In some cases, differences in karyotype variation can be used to
compare species with a genus. A. nidulans isolated from Great Britain
showed little apparent size variation (Geiser et al., 1996), while
Aspergillus flavus and its allies (Keller et al., 1992) and Aspergillus
niger and its allies (Debets et al., 1990) exhibit considerable
polymorphism (see Fig. 1).

C. Analysis of Transformed Strains

PFGE can be used to locate recombinant DNA directly on individual
chromosomes. In Sordaria macrospora, for example, Southern hybrid-
ization showed that all vector molecules were integrated into only one

FIG. 1. Electrophoretic karyotypes of selected Aspergilli. 1. Aspergillus nidulans (SRRC
1079); 2. A. tamari (SRRC 1244); 3. A. flavus (SRRC 2112); 4. A. flavus (Papa 1300); 5.

A. flavus (SRRC 2045); 6. A. flavus (Papa 650–33); 7. A. oryzae (SRRC 2104); 8. A. sojae
(SRRC 1126); 9. A. parasiticus (SRRC 1039); 10. A. parasiticus (SRRC 162). In lane 1,

arrows point to the largest (5.0 Mb) and smallest (2.9 Mb) chromosomes of A. nidulans.
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chromosome in each transformant, i.e., vector copies were integrated
at a single locus. Integration of the transforming DNA was associated
with structural changes of the transformed chromosomes (Walz
and Kuck, 1995). Increase in chromosome size after transformation
was reported for Aspergillus niger (Debets et al., 1990), Ophiostoma
ulmi (Royer et al., 1991), and Acremonium chrysogenum (Walz and
Kuck, 1991). In the echinocandin B–producing strain of A. nidulans,
the introduction of a plasmid carrying a hygromycin resistance gene
resulted in transformants with altered karyotypes. Several types of
chromosomal changes were observed, including apparent chromosome
loss, size alterations, and the appearance of large chromosomes.
These karyotypes changes were mitotically stable (Xuei and Skatrud,
1994).

D. Preparative PFGE

In addition to being an analytic tool, PFGE can also be used as a pre-
parative method to provide a source of purified chromosomal DNA for
gene cloning and genomics research. After electrophoresis, DNA can be
extracted from individual chromosome bands in the agarose gel. In
many eukaryotic genomics projects, genomic DNA is sorted into
chromosome-size pieces before library construction. Tiling paths of
ordered clones can be assembled to produce a system of minimal clone
overlap. Individual clones are then sequenced. Chromosome-specific
libraries can also be used to help order genes from pre-existing li-
braries. Ordered libraries are valuable in chromosome walking and
complementation strategies.

An early German Neurospora genome project utilized chromosomes
that were first separated by PFGE. Physical maps were created by hy-
bridization using a cosmid library. Chromosome sublibraries increased
the efficiency of the mapping procedure (Aign et al., 2001; Bhandarkar
et al., 2001; Kelkar et al., 2001). PFGE also has been used successfully
in physical mapping of A. nidulans (Brody et al., 1991; Prade et al.,
1997), C. albicans (Magee and Scherer, 1998), Pneumocystis carinii
(Arnold and Cushion, 1997), and S. pombe (Mizukami et al., 1993).
For an overview of the role of physical mapping in fungal genomics,
see Bennett and Arnold (2001).

VI. Limitations of PFGE for Fungal Karyotype Analysis

Without a doubt, PFGE has increased our understanding of the
chromosome constitution of the fungal kingdom. Appropriately, the

260 BEADLE et al.



focus of previous reviews has been on the advantages of the method
and the insights that have been derived from its application (Mills
and McCluskey, 1990; Skinner et al., 1991; Mills et al., 1995; Walz
and Kuck, 1995; Zolan, 1995). For this reason, the inherent limitations
of the PFGE approach are often overlooked. In well-studied species, it
is usually possible to circumvent these limitations, but for many
species lacking genetic systems, the results of PFGE can be disappoint-
ing. Problems and pitfalls of PFGE karyotype analysis are listed here.

1. When chromosomes are of similar or equal size, they migrate at the
same rate. Although increased intensity of ethidium bromide
staining of bands is used to infer doublets and triplets, when a
species has several chromosomes of similar or identical size, it can
be extremely difficult to get an accurate chromosome count.

For species with well-developed genetic systems, the altered mi-
gration rate of well-characterized translocation strains has been used
to achieve separation for all chromosomes. This strategy was used
successfully to develop karyotypes for A. nidulans (Brody and
Carbon, 1989) and S. cerevisiae (Schwartz and Cantor, 1984). An-
other strategy was developed by Verdoes et al. (1994), who suc-
ceeded in generating a number of A. niger strains with altered
electrophoretic karyotypes by introducing multiple copies of the
glaA gene. Finally, chromosome-specific probes for individual link-
age groups and heterologous telomeric probes can also be used to re-
solve chromosomes. However, for species that do not have well-
developed genetic systems and that contain several chromosomes
in the same size range, these options are difficult to implement.

2. When the chromosomes of a species have a large size range, it is
necessary to use several electrophoretic conditions to obtain sepa-
ration. For example, in their study of six strains of Sclerotinia scler-
otiorum, Fraissinet-Tachet et al. (1996) used three sets of conditions
to separate large chromosomes (A), small chromosomes (B), and
possible mini-chromosomes (C). Conditions A and B yielded nine
or ten bands, in which two or three bands were doublets and two
bands were at least triplets. They concluded that S. sclerotiorum
contains at least 16 chromosomes. For Fusarium sporotrichoides,
one set of conditions was used that separated S. pombe chromo-
some-sized DNAs, while a second set of conditions was used to sep-
arate chromosomes less than 2 Mb in size (Fekete et al., 1993).
Uncovering the right algorithm for these chromosome separations
can be extremely time consuming.
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3. Artifacts such as chromosome fragments are not easily distinguished
from true chromosomal length polymorphism or supernumerary
chromosomes. Sometimes telomeric probes can be used to help
estimate chromosome numbers but even this approach can give am-
biguous results. In Beauvaria bassiana, for example, when genomic
DNA was cut with three different restriction enzymes and probed
with a heterologous telomeric probe, 6 to 16 bands were detected,
indicating ‘‘a minimum of 7 to 8 chromosomes’’ (Viaud et al., 1996).
Further, most PFGE protocols do not resolve chromosomes larger

than 8 Mb. Chromosomes of this size or larger migrate as a single
band. When workers study a new species and fail to achieve ad-
equate chromosome separation by PFGE because of large chromo-
some size or inability to obtain appropriate separation, these results
usually do not get published.

4. Estimates of genome size have to be accepted as ‘‘ballpark’’ figures.
The mobility of bands is sensitive to the amount of DNA loaded; in-
creasing concentrations lead to lower mobility. Sizing errors can be
as great as 30% (Birren and Lai, 1993). For example, when based on
size comparisons of separated chromosomes, the estimated genome
size of Fusarium sporotrichoides was 27.7 Mb (Fekete et al., 1993)
When genome size was calculated by summing the total size of Not1
fragments, the projected genome size was approximately 20 Mb
(Nagy et al., 1995), a substantially lower figure. Similarly, the esti-
mated genome size of Neurospora crassa was 43 Mb when based on
PFGE but only 40 Mb when based on direct sequencing. In the case
of Aspergillus oryzae, the reverse was true. The size estimate from
PFGE was 35 Mb while the estimate from shotgun sequencing was
37 Mb (Machida, 2002).

5. Chromosomal polymorphism is extensive within and between
fungal populations. Different strains of a single species often give
distinctly different karyotypes. In addition, the number and size of
mini-chromosomes is also highly variable (Mills and McCluskey,
1990; Scherer and Magee, 1990; Zolan, 1995). This enormous nat-
ural variation is in contrast to the prevailing paradigm of eukaryotic
cytogenetics in which there is a standard ‘‘reference’’ karyotype for
each species (Brown, 1972; Garber, 1972). For a large number of
fungi, intraspecific karyotypic variability is the rule rather than the
exception.

In summary, when working in the dark with previously unstudied
fungi, it is not easy to know when and if adequate separation has been
achieved. An examination of the species listed in Table I shows that
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exact chromosome number could not be determined for over a third; it
is likely that some of the numbers given for the other two-thirds are not
accurate. In addition, it is important to remember that fungal karyo-
types are less constant than karyotypes of other eukaryotes. Among
fungi, karyotypic plasticity is the rule, not the exception.

VII. Summary

The resolution of chromosomal-sized DNAs by PFGE has many ap-
plications that include karyotyping, strain identification of similar
species, characterization of transformed strains, building of linkage
maps, and preparation of DNA for genomic analysis. Successful electro-
phoretic separation of chromosomes is an empiric process in which the
initial concentration of intact chromosome-sizedDNAand the optimiza-
tion of electrophoretic parameters are the most important experimental
variables. Nonetheless, inherent attributes of the genome architecture
of certain species may thwart success. When a karyotype contains nu-
merous chromosomes of the same size and/or many large (greater than
8 Mb) chromosomes, no amount of manipulation of the electrophoretic
parameters will resolve individual chromosome bands using present
technology. Further, fungi display a surprising amount of intraspecific
variation in both chromosome number and size, making it difficult to
establish a standard ‘‘reference’’ karyotype for many species.

Although PFGE is not a panacea for bringing genetics to species that
lack classical genetic systems, it often does provide a way for develop-
ing a molecular linkage map in the absence of a formal genetic system.
It is far faster than parasexual analysis in the discovery of linkage rela-
tionships. For genomics projects, DNA can be recovered from pulsed
field gels and used to prepare chromosome-specific libraries. Where
whole genome sequencing strategies are used, chromosomes separated
by PFGE provide an anchor for sequencing data. Electrophoretic karyo-
types can be probed with anonymous pieces of DNA from bacterial ar-
tificial chromosome (BAC) contigs, thereby facilitating the building of
physical maps. In conclusion, despite its shortcomings, the PFGE tech-
nique underlies much of our current understanding of the physical
nature of the fungal genome.
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I. Introduction

Although it is estimated that at least one million fungal species exist
worldwide, only a minority of 100,000 to 200,000 of these species are
known to science. Several thousand of these fungi are known to be
pathogenic for plants; however, only 150 fungal species are believed
to be human pathogens (Kwon-Chung et al., 1992). Most human fungal
pathogens cause infections only in individuals with damaged immune
systems. These fungi are known as opportunistic pathogens, the most
well-known of them being Candida albicans. C. albicans is a poly-
morphic yeast which causes almost 80% of all nosocomial (hospital-
acquired) fungal infections (Beck-Sague and Jarvis, 1993). In extremely
low birth weight infants, the mortality due to systemic Candida infec-
tions (candidosis) can be as high as 37% (Friedman et al., 2000). In
addition to these life-threatening infections, C. albicans very fre-
quently causes surface infections of mucosa and skin. Three-quarters
of all healthy women experience at least one vaginal yeast infection
(Sobel, 1985), and oral Candida infections affect up to 90% of all
HIV-infected patients (Ruhnke, 2002).

In the healthy and normal host, C. albicans is considered to be a
harmless commensal; however, several factors, such as low numbers
of granulocytes (neutrophils < 500/ml), immunosuppression, AIDS,
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antibacterial therapy, polytrauma or major surgery, drug abuse, and
diabetes mellitus (Rüchel, 1993), are known to be risk factors for candi-
dosis (Fig. 1). While such changes in the host environment are essential
events for C. albicans to cause disease, there are also a number of fungal
factors which are crucial for fungal survival on and within the host,
therefore contributing to pathogenesis. These attributes include the
ability to grow at body temperature (37

�
C), highly flexible nutrient re-

quirements, molecular mimicry (exposing host like molecules to the
cell surface or binding host molecules), adhesion factors, the yeast-to-
hyphal transition (dimorphism), phenotypic switching (the ability to
rapidly change sets of morphological and biochemical attributes), thig-
motropism (contact sensing), and hydrolytic enzymes, e.g., phospholi-
pases, lipases, and secretory proteinases (Odds, 1994 (Table I).
Molecular biologists have recently discovered that, in addition to this
large set of possible virulence attributes, some of these factors are not
only encoded by single genes but by large gene families. For example,
agglutinin-like adhesion molecules (Als) (Hoyer, 2001), lipases (Lips)

FIG. 1. Stages of C. albicans infection. Infections with C. albicans can be divided into
four stages (Odds, 1994). Colonizing cells remain harmless as long as the normal

microbiological flora and a healthy immune system control the fungus. Under certain

circumstances, for example, after extensive antibacterial treatment, C. albicans may

overgrow the normal microbial flora and may cause the very common infections of
mucosal surfaces and the skin. Once the fungus penetrates into deeper tissue, it may

cause deep infections. In severely immunocompromised patients, C. albicans cells can

penetrate into the blood vessel system. From there, cells may disseminate throughout the

body and may infect a wide range of organs and cause life-threatening disease. Adapted
from Odds (1994) with permission from ASM Press.
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(Hube et al., 2000), and extracellular aspartic proteinases (Saps) (Hube
and Naglik, 2001) are encoded by gene families with at least nine
members (Fig. 2).

II. Secretory Lipases of C. albicans

Extracellular lipase (not phospholipase) activity is due to the expres-
sion of members of the LIP gene family. Ten members of this gene
family have been cloned and characterized (Fu et al., 1997; Hube
et al., 2000). The open reading frames of all 10 lipase genes encode
highly similar proteins with up to 80% identical amino acid sequences

TABLE I

VIRULENCE FACTORS AND FUNCTIONS

Virulence attribute Description Function

Adapted to body
temperature

Growth at 37
�
C Survival in and on

human host

Highly flexible nutrient

requirements

Broad sets of biochemical

pathways to metabolize
possible sources necessary

for growth

Survival in and on

human host

Molecular mimicry Exposing hostlike molecules
to the cell surface or binding

host molecules

Evasion of the immune
response

Adhesion factors Proteins or glycoproteins or

hydrophobicity

Attachment to host

surfaces

Dimorphism Ability to grow in a yeast or
hyphal form

Evasion of the immune
response,

thigmotropism,

physical forces for

tissue penetration,
adhesion

Phenotypic switching Ability to rapidly change
sets of morphological

and biochemical

attributes

Evasion of the immune
response, adaptation

to environmental

changes

Thigmotropism (contact

sensing)

Growth in contact to

surfaces

Microscopically sensing

wounds for penetration

Extracellular hydrolases Phospholipases, lipases,
proteinases

Damage of host cells and
host components,

hydrolysis of nutrients,

adhesion, tissue
invasion
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(Hube and Naglik, 2002) (Fig. 3). This gene family may have evolved to
adapt to the permanent association of C. albicans with the human and
may have important functions in colonization and infection processes.
One obvious role of these lipases may be the utilization of possible
lipid substrates on human tissue, such as the skin or the intestinal
tract. The high number of LIP genes may provide an adaptive advantage
to persist on these surfaces, even in the absence of carbohydrates, and
may assist C. albicans in competing with the normal microbial flora.
Furthermore, the release of fatty acids due to lipolytic activity may
modify the surrounding pH of fungal cells, thus optimizing the activity
of other proteins, such as the secreted proteinases. As has been shown
for other microbial lipases, Candida lipases may also directly affect
the host immune system by inhibiting cell-mediated chemotaxis, by

FIG. 2. Dendrogramms of the Lip (lipase), the Als (agglutinin-like sequences), and the

Sap (secreted aspartic proteinase) protein families. The families contain subgroups with
proteins up to 90% homologous. Three distinct groups are clustered within the Sap

family. Sap 1–3 are up to 67% and Sap4–6 up to 89% identical, while Sap7 is only 20–

27% identical to other Saps. Sap9 and Sap10 both have C-terminal consensus sequences
typical for GPI proteins. Amino acid sequence identities of the LIP gene products ranged

from 33% (between Lip2 and Lip7) to 80% (between Lip5 and Lip8). When clustered, the

Lip isoenzyme family could be divided into two subgroups. Lip4, Lip5, Lip8, and Lip9,

which were more than 73% identical to each other, and Lip1, Lip2, Lip3, Lip6, and
Lip10, which were at least 54% identical to each other. Lip7 was the most divergent

lipase in this isoenzyme family. Als proteins have a relatively conserved N-terminal

domain but a very variable C-terminal domain in sequence and length, the amino acid

identities of these products range from 19% (between Als8 and Als9) to 98% (between
Als3 and Als8). Two distinct groups are clustered within this family. Als5–7 are up to

79% identical, while Als1, Als8, Als3, Als4, and Als2 are at least 54% identical. Als9 is

the most distantly related member of this family, with a maximum of 29% identity (with
Als7). Adapted from Stehr et al., 2000; Hube and Naglik, 2002; and Hoyer, 2001 with

permission from Blackwell Verlag and ASM Press.
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damaging phagocytotic cells or by triggering local inflammatory
response.

III. Agglutinin-like Proteins of C. albicans

A family of agglutinin-like sequences (Als) has been characterized in
C. albicans and shown to contain at least nine members, with some
variations among strains (Hoyer et al., 1995; Gaur and Klotz, 1997;

FIG. 3. Protein structure and motifs found in members of the Lip, Als, and Sap

proteins. SAP genes are translated into preproenzymes. The first approximately 20 amino
acids (signal peptides) are processed by the signal peptidase (arrow) in the endoplas-

matic reticulum (ER). The propeptides of all Saps contain either Lys-Arg or Lys-Lys

processing sites, which are targeted by the proteinase Kex2 (arrows) in the Golgi
apparatus or by alternative activation processes (Hube and Naglik, 2002). Four conserved

cysteine residues (Cys) are probably responsible for two conserved disulfide bridges and

the two aspartate residues (Asp32 and Asp215 corresponding to the location in the mature

Sap1 protein) are common to the active sites of all aspartic proteinases. LIP genes are
translated into preenzymes with four conserved Cys residues and the consensus

sequence G-X-S-X-G found in most lipolytic enzymes. A second region conserved in the

lipases from C. albicans contains the sequence Y-H-G. The ALS gene products have a

typical three-domain structure consisting of N- and C-terminal regions separated by a
tandem repeat domain. The number of tandem repeat units, displayed as circles, vary

across the family from 2 to 37. The N-terminal domain is conserved across the family,

while the C-terminal is variable in sequence and length (symbolized by a cut in this
domain) with approximately 290 up to 1468 amino acids difference in length. Adapted

from Stehr et al., 2000; Hube and Naglik, 2002; and Hoyer, 2001 with permission from

Blackwell Verlag and ASM Press.
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Hoyer et al., 1998a,b; Hoyer and Hecht, 2000, 2001; Hoyer, 2001). ALS
genes encode large N- and O-glycosylated GPI proteins linked to �-1,6-
glucan in the cell wall (Kapteyn et al., 2000). Their location at the sur-
face of C. albicans cells was demonstrated by immunohistochemical
detection (Hoyer et al., 1999).

One prerequisite of colonization and infection of C. albicans is the at-
tachment of the fungal cells to host surfaces. Adhesion is a complex
phenomenon which involves interaction of protein and carbohydrate
components, depending on the environmental conditions and strains
used. Based on their surface location and their sequence similarities
either to the Saccharomyces cerevisiae cell-surface adhesion glycopro-
tein �-agglutinin, AG�1 (SAG1), or to the S. cerevisiae cell wall protein
Flo1, which is involved in flocculation, a putative role of Als proteins
in C. albicans adhesion to host surfaces was postulated. In fact, Als1
has been demonstrated to mediate the adherence of C. albicans to epi-
thelial and endothelial cells (Fu et al., 1998) and Als5 was shown to
bind to host extracellular matrix proteins (fibronectin, type IV collagen,
and laminin) (Gaur and Klotz, 1997). Furthermore, immunohistological
analysis has shown that Als antigens are produced in murine dissemi-
nated candidosis (Hoyer et al., 1999).

Experimental analysis of Als1 and Als5 suggested that the amino ter-
minal domains of these proteins are involved in adhesion (Gaur and
Klotz, 1997; Fu et al., 1998; Gaur et al., 1999) and further sequence an-
alysis suggested that the N-terminal domain of Als1 and Als5 may con-
tain immunoglobulin (Ig)-like folding motifs, which would place Als
proteins within the Ig superfamily of proteins to which many cell-
adhesion molecules belong (Hoyer and Hecht, 2001). As their amino-
terminal sequences are hydrophobic, Als proteins might also be in-
volved in nonspecific binding mechanisms. In addition, Als proteins
might have functions other than mediating adherence of C. albicans
to host surfaces. For example, expression of Als1 is correlated with
the filamentation process by acting downstream of the Efg1 pathway
(Fu et al., 2002). Nevertheless, in spite of a high sequence similarity be-
tween Als1 and the S. cerevisiae mating associated �-agglutinin (Sag1),
Als1 is believed not to be involved in C. albicans mating (Magee et al.,
2002).

IV. Secretory Proteinases of C. albicans

Extracellular proteinase activity of C. albicans is due to the secretion
of aspartic proteinases (Saps) encoded by 10 SAP genes (Monod et al.,
1994; Monod et al., 1998; Felk et al., 2002). It is not clear if all 10 genes
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are present in all strains, but no other classes of extracellular protein-
ases have so far been discovered in C. albicans. SAP genes are trans-
lated into preproenzymes which are processed by the signal
peptidase in the endoplasmatic reticulum and the Kex2 proteinase in
the late Golgi (Hube and Naglik, 2002). The mature enzymes seem to
be involved in a number of processes relevant for the pathogenesis of
C. albicans. For example, Saps may contribute to cell damage and
tissue invasion by the hydrolysis of host proteins such as keratin and
collagen. Almost all investigated proteins of the human immune
system, including the immunoglobulins IgG, IgA, sIgA, alpha-macro-
globulin, proteins associated with leukocytes (cathepsin D and
enzymes of the respiratory burst), and salivary proteins (lactoferrin
and lactoperoxidase), are hydrolyzed by purified Sap2 proteinases (Rü-
chel, 1991). Since adhesion of C. albicans to epithelial and endothelial
cells was shown to be inhibited by the classical aspartic proteinase in-
hibitor pepstatin A, Saps may also function in attachment processes,
possibly by modifying surface proteins (Watts et al., 1998). Finally,
Sap proteinases may act directly on host proteins which, in turn, might
activate cascade system such as the kallikrein-kinin system or the
blood clotting cascade (Kaminishi et al., 1990; Kaminishi et al., 1994).

V. Why Gene Families (Part I)?

Although C. albicans is relatively similar to the comparatively harm-
less baker’s yeast Saccharomyces cerevisiae (approximately 80% of all
genes in C. albicans have homologous counterparts in S. cerevisiae),
there are likely to be specific phenotypic differences (virulence factors)
which allow the distinction between a pathogenic and a nonpatho-
genic fungus. For example, agglutinins exist in S. cerevisiae, but the
differences between the agglutinins in these two species result in di-
vergent functions. In S. cerevisiae, agglutinins interact between two
cell types of facilitate mating; in C. albicans, agglutinins are implicated
in adhesion to host cells but not in mating (Magee et al., 2002). In con-
trast, sequences encoding the secreted Sap-like proteinases (except for
the putative GPI-anchored proteinases Sap9 and 10) or lipases do not
exist in S. cerevisiae. Furthermore, it is striking that the genome of C.
albicans contains not a single gene for these factors but a whole arsenal
of genes. Why does C. albicans (and perhaps other eukaryotic patho-
genic microorganisms) possess such large gene families? There are a
number of possible advantages for a pathogenic microorganism to pos-
sess such a variety of gene families. (1) These gene families may have
evolved to allow the coordinated regulation of members of this family
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together with other virulence attributes. (2) The different gene products
may have adapted and coevolved to function in different tissues and
environments during colonization and infection. (3) They may act by
providing a second protein in line when another member of the family
fails, is removed, or is otherwise lost. (4) They may encode proteins
with similar activities but distinct and different functions; and finally,
(5) the concomitant expression of a number of similar but functionally
distinct genes of a gene family may result in a synergistic effect to pro-
mote colonization or infection. Thus, several gene products may act in
unison to carry out a series of tasks to possibly provide the microorgan-
ism with a biological advantage.

A. Transcriptional Profile of Gene Families

One possibility which may explain why C. albicans possesses large
gene families would be that the fungus provides specialized genes for
different stages or types of infection in different tissue. If this were
the case, one would expect the various members of the gene families
to be differentially regulated and expressed in response to different en-
vironmental signals or associated with the different morphological
forms of the fungus. Indeed, expression studies suggest that LIP, ALS,
and SAP genes fulfill these requests.

B. In vitro Expression of the LIP-, ALS-, and SAP-Gene Families

Four of the 10 members of the LIP gene family were constitutively ex-
pressed under a wide range of conditions (Hube et al., 2000). However,
five additional lipase genes were shown to be regulated depending on
the medium of growth. Six LIP genes were expressed in medium with
lipids as the sole source of carbon. However, the same genes were ex-
pressed in media without lipids. Two more genes, LIP2 and LIP9, were
expressed exclusively in media which did not contain any lipids. The
fact that most LIP genes were expressed in media without lipids sug-
gests that LIP genes may have functions other than just providing nutri-
ents for the cells. Furthermore, transcripts of seven lipase genes were
detected during the yeast-to-hyphal transition, suggesting that expres-
sion of lipase genes occurs in the two dominant growth forms of C. albi-
cans. These data indicate lipid-independent, highly flexible expression
of a large number of LIP genes, possibly reflecting broad lipolytic activ-
ity, whichmay contribute to the persistence and virulence ofC. albicans
in human tissue.
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The expression of the first described ALS member, ALS1, was regu-
lated during medium changes (Hoyer et al., 1995). ALS3 and ALS8,
which are highly similar genes, were expressed in association with
the yeast-to-hyphal transition (Hoyer et al., 1998a). ALS4 was predom-
inantly expressed in the late exponential and stationary phases of
growth (Hoyer et al., 1998b). No transcript of ALS2 was detected under
in vitro growth conditions. If ALS2 is not a pseudogene, its expression
might be regulated by a specific signal which might only occur in vivo
(Hoyer et al., 1998b). All these expression data show that genes in the
ALS family are differentially regulated.

Under most proteinase-inducing conditions in the laboratory, the
major proteinase gene expressed in C. albicans yeast forms was SAP2
(Hube et al., 1994). In contrast, SAP1 and SAP3 were discovered to be
differentially expressed during phenotypic switching in certain strains
(Morrow et al., 1992; White et al., 1993). Expression of SAP8 was tem-
perature-regulated (Monod et al., 1998) and SAP9 was constitutively
expressed under most environmental conditions in both yeast and
hyphal forms while expression of SAP10was medium dependent (Felk
et al., 2001). Since most aspartic proteinases are only active under
acidic conditions, it was a surprising discovery that the SAP4–6 genes
were almost exclusively expressed during hyphal formation at neutral
pH, even in defined proteinfree media (Hube et al., 1994; White and
Agabian, 1995). These studies demonstrated that the SAP gene family
is differentially expressed in vitro and suggests that, in contrast to the
induction of SAP2, expression of other SAP genes is not dependent on
the presence of exogenous proteins or peptides.

The in vitro expression patterns of the LIP, ALS, and SAP gene fam-
ilies in C. albicans cells indicated that some of the individual genes
are, in fact, differentially expressed according to the environmental
conditions and the morphological form of growth. Therefore, it is pos-
sible that a specific expression pattern of these genes is dependent on
the stage of infection or the type of tissue during C. albicans infections
in vivo. A number of studies have been performed to investigate this
hypothesis in relation to the expression of the SAP gene.

C. Oral Infections

Mucosal infections with C. albicans are extremely common diseases.
In order to investigate the transcriptional pattern of SAP genes on oral
epithelial tissue, Schaller et al. (Schaller et al., 1998, 1999) used an in
vitro model based on a proliferating epithelial cell line called RHE for
‘‘Reconstituted Human Epithelium’’ which mimics C. albicans oral
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infections (Fig. 4). Within 12 h post infection of RHE, C. albicans
caused severe tissue damage in this model. As soon as the first lesions
became visible, transcripts of SAP1 and SAP3 were identified using
RT-PCR. When the damage increased, other SAP transcripts were also
detectable; however, expression of SAP1 and SAP3 was always domi-
nant in the early stages. Interestingly, Naglik et al. (1999) demonstrated
that expression of SAP1 and SAP3 was more frequently observed in
human patients suffering from oral candidosis, as compared with
asymptomatic Candida carriers, suggesting that these genes may play
a role in tissue damage of the oral epithelia. This view was supported
by the fact that mutants lacking SAP1 and SAP3 were significantly less
virulent in the RHE model. In contrast, mutants lacking the hyphal as-
sociated genes SAP4–6 caused tissue damage indistinguishable from

FIG. 4. Virulence of C. albicans wild-type and SAP mutant cells and effect of pepstatin

A inhibition of Saps in a model of oral candidosis based on reconstituted human
epithelium (RHE). Light micrograph of untreated RHE 12 h after inoculation with C.
albicanswild type-(A), the sap4–6mutant (B), and sap1/3mutant (C) cells. Candida cells

penetrated into the epithelium and caused severe mucosal erosion with vacuolation,

edema, and enlarged intercellular spaces within all keratinocyte layers in wild-type and
sap4–6 mutant cells. In contrast, sap1/3 mutant cells had a strongly reduced virulence

phenotype causing only tissue damage on the surface of the epithelia layer. Addition of

15 mM pepstatin A to wild-type cells showed a clear protective effect of the epithelial

layer (D). Adapted from Hube and Naglik, 2002 with permission from ASM Press.
(Photographs by courtesy of M. Schaller).
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wild-type cells (Schaller et al., 1999). Therefore, SAP1 and SAP3, but
not SAP4–6, are likely to be important for oral infection. Although
the sap1/3 double mutant was reduced in its virulence potential, it still
caused epithelial erosions, mostly in the latter phases of infection.
When the SAP transcription pattern of the sap1/3 mutant was ana-
lyzed, an upregulation of SAP2, SAP5, and SAP8 was noticed, suggest-
ing that C. albicans may partially compensate for the loss of important
proteinase genes by the upregulation of alternative proteinase genes.
However, when the RHE was treated with pepstatin A, an aspartic pro-
teinase inhibitor, the epithelial tissue damage was clearly reduced, fur-
ther supporting the view that these Sap proteinases contribute to the
virulence properties of C. albicans during oral infections.

D. Systemic Infections

While mucosal infections are very common but often less serious,
systemic infections are relatively rare and life-threatening diseases in
severely immunocompromised individuals. Here, the fungus can pene-
trate the blood vessel system and disseminate throughout the body,
eventually invading deeper tissues and organs. Extracellular protei-
nase activity has long been suggested to contribute to tissue invasion
during this type of infection. In order to investigate whether SAP genes
are expressed during systemic infections, the expression profile of the
SAP gene family was analyzed by RT-PCR in organs from mice infected
intraperitoneally (i. p.) with C. albicans (Felk et al., 2002) (Fig. 5). Par-
enchymal organs, such as the liver and pancreas, are invaded by C. al-
bicans wild-type hyphal cells between 4 and 24 hours after i. p.
infection of mice. Within the first 72 h after infection, SAP1, SAP2,
SAP4–6, and SAP9 were the most commonly expressed proteinase
genes. Immuno-labeling and electron microscopy studies suggest that
Sap1–3 antigen are expressed on yeast and hyphal cells, while Sap4–
6 antigen are predominantly expressed on hyphal cells in close contact
to host cells, in particular, leukocytes. A triple mutant lacking SAP1–3
had invasive properties similar to wild-type cells. In contrast, a triple
mutant lacking SAP4–6 showed strongly reduced invasiveness but still
produced hyphal cells. When the tissue damage of liver and pancreas
caused by sap4, sap5, and sap6 single or sap4/6, sap5/6, and sap4/5
double mutants was compared to the damage caused by wild-type
cells, all mutants which lacked functional SAP6 showed significantly
reduced tissue damage. Furthermore, mutants lacking a key transcrip-
tional factor for the production of hyphal cells, Efg1, which were aviru-
lent in this model of systemic infection, not only failed to produce
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hyphal cells but also had strongly reduced levels of SAP4–6 tran-
scripts. Therefore, the hyphal associated proteinase genes and particu-
larly SAP6, but not SAP1–3, which were important for mucosal
infections, are crucial for tissue invasion of parenchymal organs.

VI. Why Gene Families (Part II)?

These examples may show the function of gene families encoding
virulence factors (Table II). The fact that certain SAP genes (SAP4–6)
are associated with the formation of hyphal cells, an attribute which

FIG. 5. Histology of liver tissue infected by C. albicans wild-type strains and sap
mutants after i. p. infection of mice. Hyphal cells from the wild type (A) and a mutant

strain lacking SAP1-3 (B) deeply invaded liver tissue 24 h after i. p. infection. In contrast,

hyphal cells of the sap4-6 mutant poorly invaded the liver (C). Adapted from Felk et al.,
2002, with permission from the American Society for Microbiology. (Photographs by

courtesy of M. Kretschmar).
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is considered to be important for invasion and other virulence proper-
ties, shows that there is indeed a coordinated regulation of members of
this gene family together with other virulence attributes. There is
also evidence that Sap proteinases may have adapted and evolved to
function in different tissues. First, the SAP genes were found to be dif-
ferentially regulated in vitro and in vivo depending on the type of infec-
tion. Second, the purified Sap enzymes were found to have a range of
different pH optima: while Sap3 was still active at pH 2.0 (optima pH
3.5), Sap4–6 still showed activity at pH 7.0 (optima pH 5.0) (Borg-von
Zepelin et al., 1998). Therefore, C. albicans provides enzymes special-
ized for the acid pH of the vaginal mucosa or the phagolysosome and
for the neutral pH of the blood. There are also data which suggest that
alternative genes may fill in for the loss of important genes. For
example, when SAP1 and 3, those genes which are critical for artificial
oral infections, were removed, SAP2, 5, and 8 were upregulated. It is
still not clear whether all Saps have similar activities but distinct and
different functions; (4) however, it is now apparent that at least Sap9
and 10 have, in fact, distinct target proteins of fungal or host origin (Al-
brecht et al., 2003). Finally, the observation that several SAP genes
were expressed at the same time points during mucosal and systemic

TABLE II

THE POSSIBLE ROLE AND FUNCTIONS OF GENE FAMILIES ENCODING VIRULENCE FACTORS AND THE SAP
GENE FAMILY AS AN EXAMPLE

Possible role, functions, and advantages of

gene families encoding virulence factors

Examples from the SAP gene family

Coordinated regulation of members

of the family together with other

virulence attributes

Hyphal associated SAP 4–6
expression

Adapted and evolved to function in

different tissues and environments

during colonization and infection

Differential expression of all

SAP genes; different pH optima

for SAP 1–6

Having a second protein in line when

one fails, is removed, or is
otherwise lost

Up-regulation of SAP2, SAP5, and
SAP8 in SAP1/3 mutants

Similar activities, but distinct and

different functions for the distinct
members

SAP 1–3 are important for mucosal,

but not for systemic infections;
SAP 4–6 are important for systemic,

but not for mucosal infections

Synergistic effects Several SAP genes are expressed at the
same time
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infections suggests that the simultaneous activity of the gene products
may also have a synergistic effect. Interestingly, several SAP and ALS
genes were found to be co-localized on the same chromosomes and
genes of these two families are regulated by similar mechanisms
(Hoyer, 2001). Therefore, similar mechanisms may have triggered the
genetic evolution of these gene families.

In summary, the data known about the expression and role of the
SAP genes and their products provide evidence that C. albicans indeed
takes advantage of the several possible merits of a large family of genes
encoding virulence factors.

VII. Genome-wide Transcriptional Profiling

Expression profiling of the SAP gene family and the analysis of sap
mutants showed that some members are important for mucosal tissue,
while others are necessary for the invasion of parenchymal organs.
However, it is generally accepted that to ensure the adaptation,
survival, and proliferation of the fungal cells, a large number of dif-
ferent genes is required to fulfill the tissue-specific demands during
the different types of infections by C. albicans. The preliminary
assembly for the C. albicans genome sequence recently released by
the Stanford Sequencing Center (http://www-sequence.stanford.edu/
group/candida) has promoted the construction of genomic arrays for
gene profiling studies (De Backer et al., 2001; Lane et al., 2001; Murad
et al., 2001a,b; Cowen et al., 2002). With these arrays, it is now possible
to simultaneously study the expression of a large number of fungal
genes and to identify infection-associated genes. We have used arrays
representing approximately one-third of the genome of C. albicans
(2002 genes) (Fig. 6) and a cDNA subtraction protocol to investigate
the expression profile when C. albicans cells enters the bloodstream
as an essential step of systemic infections (Fradin et al., 2003). By com-
bining data obtained with these two methods, we were able to identify
unique sets of different fungal genes specifically expressed in cells ex-
posed to human blood (Fig. 7). By removing host cells and incubating
in plasma, we were also able to identify several genes whose expres-
sion level was significantly influenced by the presence of these cells.
For example, several genes encoding enzymes with antioxidant activ-
ities such as SOD1 (Cu/Zn superoxide dismutase), IPF1222 (another
SOD-like gene), CAT1 (catalase), or TRR1 (a thioredoxin reductase)
were upregulated as a response to the challenge of host leukocytes, pos-
sibly reflecting a countermeasure to the oxidative burst of phagocytic
cells. Furthermore, genes encoding proteins of the glyoxylate cycle
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such as MLS1 (Malate synthase 1) and ICL1 (Isocitrate lyase 1) were
strongly upregulated in blood as compared with plasma supporting
previous data, which suggest that the glyoxylate cycle is required for
intracellular survival of microorganisms after phagocytosis by host
immune cells (McKinney et al., 2000; Lorenz and Fink, 2001).

In general, C. albicans seems to be well able to adapt to the environ-
mental conditions found in blood as the fungal cells proliferate and a
large number of genes involved in protein synthesis are strongly ex-
pressed as soon as cells are removed from liquid culture medium and
exposed directly to blood (Fradin et al., 2003) (Fig. 8). In addition to
survival in blood, C. albicans cells have to provide another set of gene
products to allow the cells to attach to and penetrate through the endo-
thelial surface layer of blood vessels. The yeast-to-hyphal transition,
hyphal-associated factors, and hydrolytic enzymes have been de-
scribed as factors involved in these processes (Odds, 1994; Hube
et al., 1997; Sanglard et al., 1997; Ibrahim et al., 1998; Clemons et al.,

FIG. 6. Fluorescent images of microarray membranes hybridized with DIG-labeled
cDNA from C. albicans SC5314 cells incubated in human blood for 10 and 60 min. PCR

products were spotted as described previously (Murad et al., 2001a). Differences in the

expression profile are clearly visible. Adapted from Hube et al., 2002, with permission

from Springer Verlag.
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2000; Phan et al., 2000; Felk et al., 2002) and the majority of cells that
enter the blood are transformed to hyphal cells (Fradin et al., 2003).
Consequently, a number of genes known to be hyphal-specific, such
as the proteinase genes SAP4–6, the hypha-specific cell wall protein
gene HWP1, and the hyphal-regulated surface protein HYR1, were in-
creasingly expressed when cells were exposed to human blood. Other
hyphal-associated genes such as ALS3 and ALS8 (Hoyer et al., 1998a)
may facilitate the attachment of the hyphal cells to endothelial cells
in vivo (see preceding text). Hyphal-associated hydrolases linked to
the cellular surface or secreted into the extracellular space, such as
phospholipases and proteinases, may not only help the fungus to sur-
vive phagocytosis by granulocytes but may also support penetration
through endothelial layers. The hyphal-associated SAP genes, SAP4,
SAP5, and SAP6, which are known to be important virulence factors
of systemic infections and tissue invasion (Sanglard et al., 1997; Felk

FIG. 7. Blood-, leucocyte-, and preculture-dependent gene expression of selected genes

(Fradin et al., 2003). Human blood or plasma (blood without cells) was infected with C.
albicans, precultured in a distinct medium, and the expression profile was monitored
using the arrays shown in Fig. 6. The expression of most heat shock protein genes and

certain genes of the protein synthesis machinery was preculture-dependent. Hyphal-

specific genes, such as ECE1, HYR1, ALS1, ALS3, and SAP4–6, the genes PHR1 (pH-

regulated gene), SAP9, and ALS1 and certain genes involved in protein synthesis were
shown to be blood-specific but independent from the blood cells. In contrast, the

expression of genes encoding antioxidant enzymes and proteins of the glyoxylate cycle in

blood was cell-dependent.

286 FRADIN AND HUBE



et al., 2002), were upregulated in the mid- to late stages of incubation
in blood. Furthermore, the phospholipase B gene PLB5 was highly
upregulated at the mid- to late stages during the artificial bloodstream
infection. Since it is known that phospholipases contribute signifi-
cantly to systemic infections (Leidich et al., 1998; Mukherjee et al.,
2001), the expression of this gene may also help C. albicans to escape
from the bloodstream.

FIG. 8. Proposed schematic summary of the gene expression profile of C. albicans
during experimental bloodstream infection based on the results by Fradin et al., 2003.
Genes coding for proteins involved in protein synthesis are upregulated in the early

stages, but downregulated in the later stages. In contrast, genes involved in the glyoxylate
cycle, oxidative stress, and hyphal-associated genes are poorly expressed in the early

stages but upregulated in the later stages. During the time course experiment oxygen

concentrations decreased, the majority of C. albicans cells formed hyphal cells, and
numerous fungal cells were phagocytized by leukocytes. Adapted from Fradin et al.,
2003, with permission from Blackwell Oxford, UK.

TISSUE INFECTION AND GENE EXPRESSION 287



VIII. Summary

C. albicans is able to survive and proliferate in and on a range of dif-
ferent tissues, either as a commensal or as a pathogen. During the dif-
ferent stages and types of infection, the fungal cells need a broad
flexibility since each anatomic site has its own set of environmental
pressures (Calderone and Fonzi, 2001). The fact that C. albicans pos-
sesses gene families encoding known virulence factors may reflect an
adaptation to the wide range of environmental pressures that a C. albi-
cans cell is likely to encounter during growth in vivo. In fact, specific
members of each family are likely to be differentially expressed in dif-
ferent tissues and at different stages of infection, suggesting that these
features have evolved as a consequence of these pressures. It remains to
be investigated whether the members of the families have different
functions or if they are just proteins with the same function but
adapted to the specific demands of each anatomical site. Furthermore,
with a few exceptions, the regulatory mechanisms responsible for the
differential expression of individual members within gene families
are not clear. However, the use of microarrays and other high-
throughput technologies will certainly accelerate our knowledge of
tissue-specific gene expression in microorganisms and will therefore
help to understand why C. albicans is such a successful fungal
commensal and pathogen.
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I. Introduction

It has been known for some time that the marine bacterium Vibrio
harveyi regulates bioluminescence in concert with cell density via
the production of two small diffusible signal molecules termed ‘‘auto-
inducers.’’ The structure of the first V. harveyi autoinducer was eluci-
dated in 1989 as N-(3-hydroxybutanoyl)-L-homoserine lactone (Cao
and Meighen, 1989; 1993), but the nature of the second (autoinducer-
2: AI-2), remained elusive. In 1999, a gene termed luxS, required for
the production of AI-2, was identified (Surette et al., 1999), and puta-
tive homologues of this gene were found in diverse bacterial genera.
Since then, there has been an exponential increase in the number of
luxS-related publications. Clearly, the hope of discovering AI-2–based
signaling in organisms lacking one of the well-established cell-to-cell
communication systems has motivated groups with little previous
experience to enter the quorum sensing field. Recent efforts culminated
in the discovery of the biochemical conversion catalyzed by the LuxS
protein, the crystallization of not fewer than four different LuxS homo-
logues, and the remarkable finding that AI-2 appears to be a furanosyl
borate diester. AI-2 production has now been demonstrated for a large
number of bacterial species, leading to the hypothesis that AI-2 is
employed for interspecies communication. However, LuxS plays an
important role in bacterial metabolism, contributing to the recycling
of SAM, which raises the question whether the LuxS/AI-2 system
really constitutes a signaling system in all of the organisms in which
it is found. Here, we examine critically the current knowledge base
and discuss future directions for LuxS research.

II. Overview of Bacterial Cell-to-Cell Communication

Bacteria are known to release a large variety of small molecules, in-
cluding siderophores, secondary metabolites, and metabolic end prod-
ucts. They also produce and respond to diffusible compounds best
described as signal molecules (sometimes termed autoinducers or
pheromones), which are known to play a crucial role in bacterial
cell-to-cell communication. It is believed that in many instances these
molecules are used to determine the size (or density) of bacterial popu-
lations: The signal molecule is released during growth and accu-
mulates in the local environment of the population. Once a certain
threshold concentration of the molecule (and consequently a critical
population size: the quorum (Fuqua et al., 1994) ) has been reached, a
concerted cellular response is initiated. It has been suggested that this
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phenomenon, termed quorum sensing, enables bacterial populations to
achieve results which are denied to the individual cell. The early pro-
duction of virulence factors by pathogenic bacteria, for instance, may
activate a host response, which could lead to their eradication. A
well-timed concerted action, however, once the intruding cells have
multiplied, may overcome the host defenses. In this context, the phyto-
pathogen Erwinia carotovora represents an often cited example (Swift
et al., 1996; Whitehead et al., 2002). The aggressive action of cell
wall–degrading enzymes produced by this bacterium are known to
elicit a defense reaction, which may only be overcome when the
bacteria are present in large numbers.

Since 2002, however, the general validity of this concept has been
questioned (Redfield, 2002). Instead, it was suggested that the produc-
tion of diffusible molecules could also be advantageous for individual
cells, enabling them to obtain information on the local environment by
sensing the rate of diffusion rather than population size. Such a mech-
anism would enable individual cells to release diffusible exoproducts
such as exoenzymes or siderophores only if diffusion rates are low
enough to benefit from this production, for instance, through an in-
creased local availability of nutrients. In its simplest form, quorum
sensing may be regarded as a special category of diffusion sensing
where—in a given environment—the critical concentration of the
signal molecule required to trigger a response can only be achieved
by more than one cell.

For some microbial phenomena, particularly those requiring com-
plex coordination and differentiation of a large number of cells, cell-
to-cell communication is clearly required and may even include direct
signaling between cells in close contact, as exemplified by C-signaling
during fruiting body development of Myxococcus xanthus (Jelsbak and
Søgaard-Andersen, 2000). It is possible that the evolution of cell-to-cell
communication had its origins within simple diffusion-sensing mech-
anisms employed by single cells, which were later extended to
incorporate functions exhibiting beneficial effects only when carried
out in a concerted manner by a larger bacterial population. A detailed
discussion of these concepts is beyond the scope of the present chapter.

Whether used for quorum sensing or the determination of diffusion
rates, the utilization of signal molecules is widespread in the eubac-
terial domain. Many different groups of molecules have been described
which are known to regulate a diverse range of phenomena includ-
ing bioluminescence, competence, and biofilm differentiation as well
as the production of exoenzymes, siderophores, antibiotics, surfac-
tants, and pigments. Well-studied examples include the family of
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N-acyl-L-homoserine lactones (AHLs), which are exclusively pro-
duced by gram-negative bacteria, the �-butyrolactones of Streptomyces
species, and the post-translationally modified peptides commonly
employed by gram-positive bacteria (Lazazzera and Grossman, 1998;
Novick and Muir, 1999; Swift et al., 2001; Whitehead et al., 2001,
Fuqua and Greenberg, 2002; Horinouchi, 2002).

AHL molecules are usually synthesized by enzymes belonging to the
LuxI family, but can also be formed by other enzymes such as LuxM,
VanM, and AinS (in V. harveyi, Vibrio anguillarum, and Photobacter-
ium fischeri, respectively), or HtdS in Pseudomonas fluorescens.
Members of the LuxI family and AinS have been shown to utilize the
acyl chain of the appropriately charged acyl carrier protein (acyl-
ACP) for AHL synthesis, while the homoserine lactone moiety is
derived from S-adenosylmethionine (More et al., 1996; Schaefer et al.,
1996; Jiang et al., 1998; Hanzelka et al., 1999). AHLs, which are thought
to be membrane-diffusible, accumulate during growth and activate a
transcriptional regulator of the LuxR family once a critical concentra-
tion has been reached. Some bacteria, such as Pseudomonas aerugino-
sa, Yersinia species, or Rhizobium leguminosarum, have been shown
to possess two or more signaling circuits, which are organized in a hier-
archical manner and consist of distinct LuxI and LuxR homologues and
their cognate AHL molecules (Latifi et al., 1996; Pesci et al., 1997;
Atkinson et al., 1999; Wisniewski-Dye and Downie, 2002).

The peptide pheromones of gram-positive bacteria are created from
larger precursors and often secreted by ATP-binding cassette (ABC)
transporters. Their receptors are usually membrane-bound sensor
kinases that transduce a signal across the membrane. In some cases,
the peptide is transported into the cell by oligopeptide permeases,
where it then interacts with intracellular receptors. Examples for pep-
tide-regulated phenotypes include the regulation of virulence factors
in Staphylococcus aureus, conjugal plasmid transfer in Enterococcus
faecalis, and competence in Bacillus subtilis and Streptococcus
pneumoniae (Lazazzera and Grossman, 1998; Novick and Muir, 1999).

The first example of a signal molecule generating enzyme present in
both gram-negative and Gram-positive bacteria is LuxS (Surette and
Bassler, 1998; Surette et al., 1999), which catalyzes the formation of
the autoinducer AI-2 (Schauder et al., 2001). However, although AI-2
has all the characteristics of a signal molecule in some species, its func-
tion in others is less obvious. Moreover, LuxS appears to have a
metabolic function integral to the activated methyl cycle. Here, we
will discuss the features of AI-2 and LuxS, relating them first to
potential roles within amino acid metabolism and subsequently to
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their contribution to quorum sensing in diverse gram-negative and
gram-positive bacteria.

III. Biochemistry of AI-2 Formation

A. THE AI-2 BIOASSAY

At present, there is no biochemical assay for the direct detection and
quantification of AI-2. Instead, AI-2 activity present in culture super-
natants or formed during in vitro reactions is detected with a specific
reporter strain first used by Bassler et al. (1994, 1997) to screen the
supernatants of various bacterial cultures for signal molecule activity.
In common with an earlier assay described by Greenberg et al. (1979),
it assesses the ability of cell-free culture supernatants to induce the bio-
luminescent phenotype of V. harveyi prematurely. V. harveyi produces
and responds to two different signal molecules, AI-1 and AI-2 (see
Section IX.A). For the detection of AI-2, the V. harveyi strain BB170
is used, which has a mutation in the luxN gene (Bassler et al., 1994)
and is therefore incapable of responding to the AI-1 signal (in contrast
to the V. harveyi wild-type strain used by Greenberg et al., 1979). A
luxN mutant, like the wild-type, displays cell density-dependent pro-
duction of light, because it still produces and responds to AI-2. How-
ever, in the presence of exogenous AI-2, light production is induced
early and can be compared with that of a control culture grown in the
absence of autoinducer (Fig. 1). This assay has also been used for semi-
quantitative determination of AI-2 levels in culture supernatants and
in vitro reaction mixtures (DeLisa et al., 2001a; Schauder et al., 2001;
Winzer et al., 2002a). By performing assays with serial dilutions of
AI-2 containing samples, the relative concentration which generates
half-maximal (early) induction of light production can be determined.
It should be pointed out, however, that the induction of biolumines-
cence upon addition of culture fluids or in vitro reaction mixtures does
not unequivocally prove the presence of AI-2. Theoretically, an in-
active precursor molecule could be converted into an active molecule
by the V. harveyi BB170 cells.

B. THE AI-2 SYNTHESIS PATHWAY

AI-2 is produced from S-adenosyl-L-methionine (SAM) in three en-
zymatic steps (Schauder et al., 2001; Winzer et al., 2002a). In the first
step, SAM acts as a methyl donor in SAM-dependent methyltransferase
reactions, which lead to the formation of S-adenosyl-L-homocysteine
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(SAH). The second step is catalyzed by 50-methylthioadenosine/S-ade-
nosylhomocysteine nucleosidase. This enzyme (EC 3.2.2.9), here called
Pfs because it is encoded by the pfs gene, is responsible for the hydro-
lytic cleavage of the glycosidic bond in both 50-methylthioadenosine
(MTA) and (SAH). When SAH serves as a substrate, adenine and S-ribo-
syl-L-homocysteine (SRH) are formed. LuxS finally converts SRH into
homocysteine and AI-2 activity (see Figs. 2, 7A).

Schauder et al. (2001) identified the pathway for AI-2 synthesis using
a genomic approach. The position of luxS in bacterial chromosomes
was analyzed and it was noted that in the spirochete Borrelia burgdor-
feri, luxS is located downstream of pfs and metK. metK encodes the
enzyme SAM synthetase, which catalyzes the formation of SAM from
methionine andATP. Therefore, it was assumed that SAM is a precursor
in AI-2 formation, and that Pfs is part of a SAM-dependent path-
way which provides a precursor of the LuxS-catalyzed reaction. This
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FIG. 1. Graphical representation of the typical light output over time of the V. harveyi
light sensor strain BB170 in the presence and absence of exogenous AI-2. An overnight

culture ofV. harveyi reporter strain BB170 is inoculated into freshmedium in the presence

or absence of AI-2 and incubated at 30
�
C. The light output is displayed as relative

light units (RLU), and time is measured in hours (h). In the presence of exogenous AI-2

(closed circles), early induction of bioluminescence is observed compared to in its

absence (open circles). The point at which light output is compared to ascertain the fold

increase resulting from the presence of AI-2 is indicated by the arrow.
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hypothesis was confirmed through a number of experiments, which in-
volved the use of cell lysates, purified Pfs and LuxS proteins, as well as
a number of different substrates. Cell lysates of S. typhimurium1 luxS
mutants, which contained a plasmid-borne copy of the luxS gene, pro-
duced AI-2 activity from SAM, SAH, SRH, but not MTA (Schauder
et al., 2001). In contrast, cell lysates of the corresponding luxS mutant
containing the empty vector were not capable of generating AI-2 activity
from any of these substrates. A defined in vitro assay containing SAH
and the purified LuxS and Pfs proteins also produced AI-2 activity from
SAH. It was subsequently established that SAH has to be converted to

1 The correct name is Salmonella enterica serovar Typhimurium, but Salmonella
typhimurium will be used in this chapter to improve readability.
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FIG. 2. The activated methyl cycle. Methionine is converted to S-adenosylmethionine

(SAM) in a reaction catalyzed by the SAM synthetase (methionine adenosyltransferase).
In SAM-dependent methyltransferase reactions, SAM is converted to S-adenosylhomo-

cysteine (SAH). In some bacteria, SAH hydrolase catalyzes the hydrolysis of SAH to

homocysteine and adenosine. Other bacteria, e.g., E. coli, produce homocysteine in two
steps, catalyzed by methylthioadenosine/SAH nucleosidase (MTA/SAH-ase) and

S-ribosylhomocysteine (SRH) cleavage enzyme. Methionine is then recycled from

homocysteine. In E. coli, two enzymes catalyze the transfer of the methyl group of

5-methyltetrahydropteroryl glutamate (CH3-THPG) to the sulfur of homocysteine to form
methionine. One of these, the cobalamin-dependent methionine synthase (MetH) can

also use N5-methyltetrahydrofolate (CH3-THF) as a methyl donor, whereas the

cobalamin-independent methionine synthase (MetE) is restricted to CH3-THPG. Adapted

from Winzer et al. (2002b).
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SRH by the catalytic action of Pfs, before serving as a substrate in the
LuxS reaction. These results demonstrated that the presence of SRH
and LuxS is sufficient to generate AI-2 in vitro—although the possibility
remains that AI-2 is formed from a precursor during incubation of the
in vitro reaction mixture with the V. harveyi BB170 biosensor. The reac-
tion also yields homocysteine, which was identified by HPLC analysis
coupled to electrospray mass spectrometry. Homocysteine, as well as
adenine and ribose, had no significant activity in BB170-based AI-2
bioassays, indicating that the AI-2 molecule is derived from the ribosyl
moiety of SRH (Schauder et al., 2001).

A similar approach was initiated by Winzer et al. (2002a) after it was
found that in Porphyromonas gingivalis, pfs and luxS are contained
within a single operon (SectionVII; Burgess et al., 2002), and that inClos-
tridium difficile, the metH gene is separated from luxS by only one open
reading frame. metH encodes the cobalamin-dependent N5-methyltetra-
hydrofolate–homocysteine methyltransferase (methionine synthase;
cobalamin is also known as vitamin B12), which catalyzes the formation
of methionine from homocysteine. This study confirmed the pathway
presented by Schauder et al. (2001) and verified that a reaction mixture
containing only SRH and LuxS is sufficient to generate AI-2 activity
in vitro. Both studies illustrate the value of comparative genomics for
the elucidation of biochemical and physiological problems.

The putative luxS homologues identified in the genomes of gram-
positive and gram-negative bacteria appear to be functionally equivalent.
Schauder et al. (2001) demonstrated the in vitro synthesis of AI-2 with
purified LuxS proteins from five different species, namely, E. coli, S.
typhimurium, V. harveyi, Vibrio cholerae, and Enterococcus faecalis,
whereasWinzer et al. (2002a) used the LuxSproteins ofE. coli, P. gingivalis,
Neisseria meningitides, and S. aureus in equivalent experiments.

IV. The Structure of AI-2

A. AI-2: A FURANONE DERIVATIVE

The possibility of performing the LuxS reaction in vitro has provided
the means to generate large amounts of comparatively pure AI-2 which
can be used to elucidate its chemical properties and its structure. The
known components of the in vitro reaction include SRH, adenine, and
homocysteine. These compounds have been detected and quantified by
conventional methods (Schauder et al., 2001; Winzer et al., 2002a). For
instance, as a standard assay for LuxS activity, the amount of homo-
cysteine liberated from SRH can be measured spectrophotometrically
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using the SH group-specific Ellman’s reagent (5,50-dithiobis-[2-nitro-
benzoic acid]). The fate of the ribosyl moiety of SRH, however, could
not be established by electrospray mass spectrometry (Schauder et al.,
2001). Instead, further research was aided by information already avail-
able in the literature for decades, which described a chemical conver-
sion very similar to the one catalyzed by LuxS. In the 1960s, an
enzymatic activity in E. coliwas shown to convert SRH to homocysteine
and a carbohydrate like compound, later identified as 4,5-dihydroxy-
2,3-pentanedione (DPD; Duerre and Miller, 1966; Miller and Duerre,
1968; Duerre et al., 1971). DPD is not stable in aqueous solutions and
is known to form furanone derivatives via cyclization and dehydration,
particularly 4-hydroxy-5-methyl-3(2H)-furanone (MHF) (see Fig 4;
Feather, 1981; Nedvidek et al., 1992; for a review on biologically rele-
vant furanones, see Slaughter, 1999). Indeed, when tested for AI-2
activity, MHF and two related compounds, 2,5-dimethyl-4-hydroxy-
3(2H)-furanone (DMHF) and 4-hydroxy-2-ethyl-5-methyl-3(2H)-fura-
none (EMHF), were capable of inducing bioluminescence in the
V. harveyi bioassay (Schauder et al., 2001; Winzer et al., 2002a). Fur-
thermore, MHF was identified in methanol extracts of the in vitro reac-
tion mixture, which also contained significant amounts of AI-2 activity
(Winzer et al., 2002a).

However, although capable of fully activating the BB170 biosensor at
high concentrations, MHF was shown to exhibit at least a 1000-fold
lower activity than AI-2. The maximal theoretical concentration of
in vitro synthesized AI-2 can be estimated by assuming a 1:1 ratio be-
tween homocysteine and AI-2 formation. Schauder et al. (2001)
reported that MHF concentrations of approximately 100 �M were re-
quired for half-maximal activation in the V. harveyi bioassay, whereas
AI-2 gave the same activity at a concentration of 10 to 100 nM. In
contrast, Winzer et al. (2002a) reported approximately 10-fold higher
values (1 mM for MHF and 1 to 3 �M for AI-2). Despite these dis-
crepancies, which resulted from differences in data interpretation
(Schauder et al., [2001] used the midpoint of a logarithmic plot to esti-
matehalfmaximal activation,whereasWinzer et al. [2002a] useda linear
scale), it is clear from both studies that LuxS in vitro reaction mixtures
contain at least one molecule with a much higher activity than MHF.

B. AI-2 IS A FURANOSYL BORATE DIESTER

Interestingly, it was not the purification and chemical characteriza-
tion of AI-2 isolated from LuxS in vitro assays or culture supernatants
but a crystallographic study which finally identified AI-2 as a furanosyl
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borate diester (Chen et al., 2002; referred to as 3A-methyl-5,6-dihydro-
furo [2,3-D][1,3,2] dioxa-borole-2,2,6,6A tetraol by Mok et al., 2003).
In V. harveyi and V. cholerae, the periplasmic binding protein LuxP
is required for AI-2 detection, apparently by acting as the primary
acceptor for this molecule. AI-2 binds so tightly to LuxP that it remains
associated with the protein during chromatographic purification (Chen
et al., 2002). The structure of recombinant V. harveyi LuxP, overpro-
duced in E. coli, was solved by x-ray crystallography (Chen et al.,
2002). It consists, like other periplasmic binding proteins, of two
similar domains connected by a hinge. Interestingly, the deep cleft be-
tween these domains contained additional electron density corre-
sponding to the AI-2 ligand. The final resolution of 1.5 Å enabled the
authors to propose a structure for AI-2, which apparently consists of
two fused five-membered rings, one of which is formed by a diester
bridge. The molecule is stabilized within the LuxP binding site by nu-
merous polar interactions (Fig. 3). Although not distinguishable from
carbon on the basis of electron density at this resolution, boron was
identified as the most likely candidate for the atom bridging the diester
on the basis of chemical considerations and additional experimental
evidence. A carbon atom at this position would result in a highly un-
stable orthocarbonate moiety, whereas heavier atoms such as sulfur
or phosphorus would produce a higher electron density. Furthermore,
11B NMR spectroscopy of the LuxP–AI-2 complex revealed a chemical
shift within the range observed for the borate esters of carbohydrate
1,2-diols but different from those of 1,3 diols. This shift was not ob-
served in LuxP isolated from an E. coli luxS mutant. Finally, electro-
spray mass spectrometry revealed a mass difference between LuxS
and the LuxS–AI-2 complex very close to that of the proposed AI-2
structure (194.2 � 3 daltons and 192.9 daltons, respectively). However,
attempts to capture the mass of free AI-2 were not successful (Chen
et al., 2002).

C. FORMATION OF AI-2 FROM DPD AND BORATE

The presence of boron in a bacterial signal molecule is remarkable.
Although boron is an essential element in plants, only a few other
microbial secondary metabolites are currently known to contain
boron (see Section X.D). The data presented by Chen et al. (2002)
suggest that this element may also play an important role in bacterial
communication. Based on the proposed structure, the authors sug-
gested a chemical route for the conversion of DPD to AI-2 (Fig. 4).
Cyclization of DPD gives rise to a furanone derivative termed
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pro-AI-2 (2,4-dihydroxy-2-methyl-4,5-dihydrofuran-3-one), which in
turn converts to AI-2 through reaction with borate.

Chen et al. (2002) demonstrated that addition of 1 mM boric acid to
V. harveyi BB170 resulted in approximately 1000-fold induction of
light, a response which was not observed in luxS or luxP mutants
and therefore was dependent on the presence of AI-2 and its cognate
signal transduction machinery. Even the addition of only 10 �M boric
acid resulted in a 10-fold induction of bioluminescence. It was there-
fore suggested that boric acid (or the corresponding borate anion),
while available in varying concentrations in nature, is a limiting factor
for AI-2 formation in the culture medium. Addition of boric acid may
simply result in the spontaneous conversion of pro-AI-2 into AI-2. It
is also possible that this reaction is promoted by a presently unknown
enzymatic activity (Chen et al., 2002; see also Section X.D). Whether
boron addition takes place immediately after DPD synthesis in the
cytoplasm, the periplasm, or extracellularly is not known (Chen et al.,
2002). In this context, it is important to note that DPD purification by
Duerre et al. (1971) was achieved by chromatography on Dowex 1-X8
resin with a sodium borate concentration gradient as the eluting agent
(according to Duerre and Walker, 1977). Thus, the mere presence of
borate was obviously not sufficient to convert the reactive DPD quanti-
tatively to other products either by reacting directly with its diol

FIG. 3. Furanosyl borate diester and the hydrogen bond network that stabilizes it in the
LuxP binding site. O–O or O–N distances for potential hydrogen bonds are shown in

ångstroms. Reproduced from Chen et al. (2002).
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structure or by shifting the equilibrium of the DPD cyclization reaction
through ester formation with pro-AI-2.

The data presented by Chen et al. (2002) also suggest that the furano-
syl borate diester is, if not the only, then at least the most potent mol-
ecule with AI-2 activity. Other pro-AI-2 derivatives could be formed,
depending on the environmental conditions, and serve as signal
molecules (Chen et al., 2002). Indeed, the discovery of MHF in metha-
nol extracts of LuxS in vitro reaction mixtures (Winzer et al., 2002a)
was not unexpected, given the fact that DPD is a known precursor. At
least under in vitro conditions, where the boric acid concentration is
limiting, most of the DPD formed may convert spontaneously to
MHF. Another possibility is that MHF formation from DPD (or pro-
AI-2) was favored during the purification procedure, which involved
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FIG. 4. Scheme to show the proposed chemical conversion of DPD to AI-2. Although
some conversions between the intermediates shown may occur in multiple steps, the

main steps are likely to be cyclization of 4,5-dihydroxy-2,3-pentanedione to form

2,4-dihydroxy-2-methyl-3(2H)furanone followed by either dehydration to MHF or

formation of the furanosyl borate diester (AI-2) predicted by Chen et al. (2002). It is
possible that AI-2 and MHF are also interconverted. The relative stability of the

intermediates in vivo is uncertain, as is the availability of boric acid and thus the position

of the equilibrium in any of the intermediate steps. Adapted from Winzer et al. (2002b).
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concentration and removal of water through evaporation under
vacuum and resuspension of the resulting residue in methanol before
GC-MS analysis. The weak activity of MHF may result from poor inter-
action with LuxP. Alternatively, in watery solutions, MHF may be
in equilibrium with pro-AI-2 or with other compounds exhibiting
‘‘AI-2 activity.’’ The chemistry of DPD in biological systems certainly
requires further attention.

D. AI-2: A COLLECTIVE TERM?

If the availability of boric acid is a limiting factor for AI-2 formation
in V. harveyi BB170 cultures, this should also apply to the formation of
synthetic AI-2 under defined conditions in a test tube. LuxS in vitro
reaction mixtures should only contain trace amounts of boron (origi-
nating from the glassware used to store the reagents and also depending
on the purity of the chemicals added) in contrast to DPD, which is
derived from the ribosyl-moiety of SRH and therefore present in milli-
molar concentrations. Under these conditions, only a fraction of DPD
can be converted to the furanosyl borate diester. Nevertheless, addition
of 20 �M ‘‘synthetic AI-2’’ was reported to induce light production
approximately 7000-fold (Chen et al., 2002; this concentration was
calculated by assuming a 1:1 ratio between homocysteine and AI-2 for-
mation). It is possible that a low concentration of boric acid still allows
sufficient quantities of highly active AI-2 to be formed (either directly
in the reaction mixture or after its addition to the bioassay) to fully
induce light production. However, an alternative explanation would
be that pro-AI-2 itself, or derivatives other than AI-2, interact with
LuxP, but with low affinity. Addition of the LuxS in vitro reaction mix-
ture (consisting mainly of pro-AI-2) would then shift the equilibrium
toward the LuxP-pro-AI-2 complex, resulting in induction of biolumi-
nescence. Addition of boric acid would give rise to the formation of
furanosyl borate diester, which has a much higher affinity for LuxP
and therefore saturates the available binding sites at a lower concentra-
tion than pro-AI-2. Therefore, strong induction of bioluminescence
would occur in the presence of boric acid, even at low cell densities,
when only small amounts of pro-AI-2 have accumulated. According
to this view, the term ‘‘AI-2 activity’’ describes the collective activity
of at least two different molecules, which are capable of stimulating
bioluminescence via binding to LuxP.

Regardless, whether pro-AI-2 can bind to LuxP or not, the activity
of the quorum-sensing system 2 in V. harveyi (and perhaps other Vibrio
Spp. containing a highly conserved LuxP homologue) is clearly
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influenced by the concentration of boric acid. Thus, in the natural
environment, this system could serve as a boric acid sensor (see
Section X.D).

V. LuxS: Crystal Structure and Enzymatic Properties

A. LUXS IS IDENTICAL TO THE RIBOSYLHOMOCYSTEINE CLEAVAGE ENZYME

The enzymatic cleavage of SRH into homocysteine and a carbohy-
drate-like compound was first described for E. coli in the 1960s, and
the enzyme responsible was termed the SRH-cleavage enzyme (Duerre
and Miller, 1966; Miller and Duerre, 1968). Although absent from eu-
karyotes, the reaction was later confirmed for other bacteria (Walker
and Duerre, 1975; Shimizu et al., 1984). Duerre et al. (1971) identified
the carbohydrate-like compound as DPD, a known precursor in MHF
formation (Nedvidek et al., 1992). MHF was shown to be present in
methanol extracts of the LuxS in vitro reaction (Winzer et al., 2002a),
and it is therefore reasonable to assume that LuxS is identical to the
SRH-cleavage enzyme (Lewis et al., 2001; Ruzheinikov et al., 2001;
Winzer et al., 2002a). DPD formation in the LuxS reaction has recently
been demonstrated by Zhu et al., 2003. This designation is also in agree-
ment with the observation that E. coli grown in the presence of radiol-
abled SRH (3H incorporated either into the homocysteine or the ribose
moiety) converted significant amounts of SRH-derived homocysteine
into protein methionine, but did not use the ribose moiety to the same
extent (Duerre and Bowden, 1964), probably because under the condi-
tions used it was excluded from the cell in the form of AI-2 (or another
DPD derivative).

None of the recently purified LuxS proteins have been characterized
biochemically in great detail. Although a recent biochemical analysis
of LuxSBs is now available, see Zhu et al., 2003. However, some in-
formation is available for the SRH cleavage enzyme, which will be
presented.

B. BIOCHEMICAL PROPERTIES OF THE SRH CLEAVAGE ENZYME

Initially, the SRH cleavage enzyme was characterized using cell lys-
ates which had been subjected to Sephadex G-25 chromatography to
remove low molecular weight compounds (Duerre and Miller, 1966).
The enzymatic activity in this preparation was found to be unstable
in solutions of low ionic strength, during dialysis, and in the presence
of low protein concentrations. The enzyme was also reported to be

304 WINZER et al.



more stable and to show higher activities in Tris buffer compared with
phosphate buffer. The optimal substrate concentration for homocys-
teine formation is around 2 mM. As with more recent studies using
purified LuxS, no cofactor requirement was noted. For further studies,
the enzyme was partially purified (15-fold) in four steps (Miller and
Duerre, 1968). However, the resulting preparation was found to be
extremely unstable. Therefore, characterization was carried out after
the third purification step (approximately 8-fold purification). In this
preparation, the enzyme was most stable at around pH 7.5 and at
protein concentration above 5 mg/ml. At a pH below 7, the enzyme
was inactivated immediately. A rapid loss of activity was also ob-
served when the enzyme was incubated at pH values above 8.2. In
the in vitro reaction, the highest enzymatic activities were observed
between pH 7.9 and 8.1 and no activity was measurable at pH values
below 7.0 and above 8.6. For SRH a Km value of 1.94 � 10�3 M was
reported. A linear relationship between the disappearance of the
substrate and appearance of homocysteine indicated stoichiometric
cleavage of SRH.

C. IDENTIFICATION OF DPD

Originally, the cleavage of SRH had been assumed to yield homocys-
teine and ribose (Duerre and Miller, 1966; this is the only reason why
an enzyme assumed to catalyze the respective reaction is still listed
in some databases under EC 3.2.1.148). However, when SRH (labeled
with tritium in its ribosyl moiety) was incubated with the partially
purified enzyme, no ribose was recovered. Instead, the radioactivity
was associated with 2,4-dinitrophenylhydrazine–positive material,
which could be separated from the other compounds in the reaction
mixture by chromatography on Dowex 1-X8 using a sodium borate
gradient. When ribose alone was incubated with the enzyme prepa-
ration, this material was not formed, indicating that ribose was not a
free intermediate of the reaction. The 2,4-dinitrophenylhydrazine–
positive material did not give the typical reaction for pentoses in the or-
cinol test and also did not react as a typical ketopentose in the
cysteine–carbazole assay for keto sugars.

After purification of sufficient quantities, the unknown compound
was chemically analyzed in more detail (Duerre et al., 1971). The
reaction with 2,4-dinitrophenylhydrazine had already indicated the
presence of a free aldehyde or ketone and Rothlin modification of
the iodoform test as well as the proton magnetic resonance (PMR) spec-
trum of the uncrystallized compound indicated amethyl ketonemoiety.
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Elemental analysis and mass spectrometry revealed a molecular for-
mula of C17H18O6N6 for the pure 2-nitrophenyl-hydrazine derivative,
while theUV spectrum showed it to be an osazone. Breakdownproducts
in the mass spectrum also suggested the presence of a methyl group and
two hydroxyl groups. Furthermore, the PMR spectrum of the osazone
also indicated the presence of methyl group and a—CH2OH group.
Thus, the osazone was characterized as pentane-1,2-diol-3,4-bis(o-
nitrophenylhydrazone), suggesting that the ribosyl moiety of SRH is
converted to 4,5-dihydroxy-2,3-pentanedione (DPD).

D. LUXS CRYSTAL STRUCTURE

1. Overview

After the identification of LuxS as the ‘‘AI-2-synthase,’’ efforts have
been undertaken to understand its structure and catalytic mechanism,
not least because of the prospect to develop antibacterial agents which
interfere with AI-2 production. Presently, the structures of four differ-
ent LuxS homologues have been resolved by x-ray crystallography
at resolutions varying from 1.2 to 2.4 Å. All of these proteins were
overproduced in E. coli before purification and crystallization. The
LuxS proteins of D. radiodurans (LuxSDr), H. influenzae (LuxSHi),
and H. pylori (LuxSHp) contained an additional C-terminal histidine
tag (Lewis et al., 2001), which was not removed prior to crystal-
lization, whereas the protein of B. subtilis (LuxSBs), was purified in
two independent studies without the use of affinity tags (Hilgers and
Ludwig, 2001; Das et al., 2001; Ruzheinikov et al., 2001).

The overall folding pattern of the different LuxS homologues is very
similar. The proteins from all four species were found to be homodi-
meric enzymes which contain two Zn2þ atoms in their catalytic sites
and a novel alpha–beta fold.

2. Overall structure

Each LuxS subunit is made of a single polypeptide chain folded into
a domain essentially consisting of a four-stranded antiparallel � sheet
flanked on one side by three �-helices and on the other by a short 310
helix, which is formed by four residues of the N-terminus (Fig. 5, see
color insert). The primary differences between the four LuxS homo-
logues are located in the N- and C-terminal regions and include a 310
helical extension in the third �-helix of LuxSHp, and three additional
310 helices as well as a fifth strand in the beta sheet of LuxSHi (Lewis
et al., 2001). For LuxSBs, a short additional helix (4 residues) close to
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the C-terminus has been described by Hilgers and Ludwig (2001) but
was not observed by Ruzheinikov et al. (2001).

In the crystal, LuxS is present as a symmetric homodimer. Dynamic
light-scattering studies, cross-linking, and gel filtration experiments in-
dicate that this is also true in solution (Das et al., 2001; Hilgers and
Ludwig, 2001; Lewis et al., 2001; Hardie et al., 2003). The dimer inter-
face is extensive—it buries nearly a quarter of the solvent-accessible
surface area of each monomer—and involves a complex network of
hydrogen bonding, ionic interactions, and hydrophobic contacts. The
central part of the interface is formed by the open faces of the �-sheets
of the twomonomers, which pack together in a face-to-face arrangement
(Lewis et al., 2001; Hilgers and Ludwig, 2001; Ruzheinikov et al., 2001).
As a consequence of dimerization, two deep and symmetry-related
pockets are formed, which contain the active sites of the enzyme.

The LuxS fold appears to be novel, as structural similarity searches
using the DALI server or the TOPS algorithm failed to identify proteins
with significant overall similarity (Lewis et al., 2001; Hilgers and
Ludwig, 2001; Ruzheinikov et al., 2001).

3. LuxS Is a Zinc-containing Metalloenzyme

All LuxS homologues crystallized so far contain two Zn2þ ions
per dimer, which are buried deeply at the bottom of the tunnel-like
pockets formed between the two subunits. A recent study by Zhu
et al. (2003), suggests that the native LuxSBS contains Fe2þ and
not Zn2þ, which may account for the rapid loss of activity observed.
Each ion is coordinated with tetrahedral geometry through ion–dipole

FIG. 5. Structure of B. subtilis LuxS. The dimer of LuxS is shown in two orientations,
viewed down the two-fold axis (left) and perpendicular to the two-fold axis (right). The

helices are labeledand sheet strands arenumberedaccording to their order in the sequence.

Zn is represented as a large sphere, and the protein ligands, His-54, His-58, and Cys-126,

are drawn in ball-and-stick mode. Reproduced from Hilgers and Ludwig, 2001.
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interactions with three amino acid side chains and one water molecule,
an arrangement that suggests an enzymatic role for this metal. The co-
ordinating side chains, two conserved histidine residues and one con-
served cysteine (His-54, His-58, and Cys-126 in LuxSBs) are derived
from a single monomer and bind Zn2þ via their Ne and S� atoms, re-
spectively. The histidine side chains are located in the central region
of � helix 1, whereas the cysteine residue is located in the loop be-
tween the � helices 2 and 3.

Interestingly, Hilgers and Ludwig (2001) and Ruzheinikov et al.
(2001) independently reported the presence of an oxidized cysteine
residue in close proximity to the Zn atom in LuxSBs. This residue
(Cys84), which is conserved among the LuxS homologues, derives from
the second subunit of the dimer. The electron density map clearly indi-
cated the presence of three additional atoms bound to the sulfur, sug-
gesting its complete oxidization to cysteine sulfenate. Two conserved
neighboring residues (His11 and Arg39) provide a favorable environ-
ment for the negative charge of this residue. However, oxidation of
the corresponding cysteine was not reported by Lewis et al. (2001) for
LuxSDr, LuxSHi, or LuxSHp and it is presently not known whether
this modification in LuxSBs is an artefact or plays an important role
in substrate binding and catalysis of SRH cleavage.

4. The Active Site of LuxS

Ruzheinikov et al. (2001) co-crystallized LuxSBs in the presence of
either SRH (0.1 mM) or homocysteine (5 mM) and the resulting binary
complexes were resolved at a resolution of 2.2 and 2.3 Å, respectively.
SRH was found to bind in the deep pockets formed between the sub-
units, with the ribose moiety being located adjacent to Zn2þ. Residues
known to be conserved in LuxS proteins are clustered tightly around
this region.

The homocysteine moiety of SRH is bound in an extended confor-
mation, with its �-amino and carboxy groups stabilized through hydro-
gen bonds with five neighboring residues (Arg65, Asp78, Ile79, and
Ser80, as well as Lys35 of the second subunit). Its ribose moiety
appears to be in the c20-endo conformation. The O2 and O3 hydroxyl
groups of this moiety are involved in a long ion–dipole interaction with
Zn2þ and also appear to be stabilized by hydrogen bonds with the
oxygen atoms of the cysteine sulfenate described earlier. O1 of the
ribose hydroxyl group is probably in the �-conformation, stabilized
by hydrogen bonds to a serine (Ser6) of the second subunit. The sulfur
atom of SRH makes van der Waals contacts with two side chains,
phenylalanine (Phe7) and alanine (Ala61), respectively. Thus, amino
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acid residues from both subunits contribute to substrate binding. Of the
12 residues that make interactions of less than 3.5 Å with SRH, only
one is not conserved (Ruzheinikov et al., 2001).

Overall, the binding of homocysteine to the active site is very similar
to that of SRH. Amino and carboxyl groups are in equivalent positions
and the position of the � carbon of homocysteine is identical to that of
SRH. Although there appear to be some minor differences in the po-
sition of the side chains, the position of sulfur atoms is approximately
the same for both complexes.

Interestingly, there is strong evidence for the presence of a second
homocysteine molecule, which is present in both the SRH–LuxS
and the homocysteine–LuxS binary complexes. This molecule appears
to be covalently bound to a cysteine residue (Cys41) via a disulfide
bond. Furthermore, weak electron density associated with another
cysteine (Cys22) suggested that this residue is, at least partially, linked
with a third homocysteine molecule in a homocysteine–LuxS complex.
Since neither of these cysteine residues is conserved among LuxS
homologues, these modifications may have no functional significance.

Interestingly, Lewis et al. (2001) obtained LuxSHp, LuxSHi, and
LuxSDr crystals with methionine incorporated into the active site of
the proteins. This amino acid had been added as an oxidative sink
during protein purification. Methionine is not a substrate for LuxS,
but its structural similarity to homocysteine has probably allowed the
formation of the respective binary complexes. Again, similar inter-
actions to those described for homocysteine and SRH were observed
between the protein and the amino and carboxyl groups of methionine.

There appears to be no major conformational rearrangement of the
LuxSBs protein on SRH binding (Ruzheinikov et al., 2001). However,
the substrate binding site appears to be buried in the free enzyme
and the SRH–LuxSBs binary complex. The walls of the tunnel-like bind-
ing pockets are formed, in part, by the residues 125 to 129 and residues
at the N-terminus of the symmetry-related subunit. In the ‘‘closed con-
formation’’ of the free enzyme and the SRH–LuxSBs binary complex,
the tight packing of these residues seems to prevent SRH from entering
or leaving the active site (Ruzheinikov et al., 2001; Hilgers and Ludwig,
2001). However, the LuxSBs dimer does not appear to be a static
structure, because in the homocysteine–LuxSBs binary complex the N-
terminal residues are disordered and the residues 125 to 129 lie in a
region with high B-factors, which is indicative of high mobility. Thus,
the tight grip on the homocysteine moiety may be released and the
N-terminal region may function as a flexible gate that permits access of
the substrate and exit of the products (Ruzheinikov et al., 2001; Hilgers
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and Ludwig, 2001). It is possible that the deeply buried active site pro-
vides a closed environment to retain the reactive DPD product. Overpro-
duced and purified LuxS protein is still associated with a compound
that exhibits activity in the A1-2 bioassay (unpublished data, this la-
boratory), as is LuxP (Chen et al., 2002). The structure of LuxSDr was
reported to be unaltered upon methionine binding (Lewis et al., 2001).

5. The Catalytic Site of LuxS Resembles Those of
Zinc-dependent Hydrolases

LuxS is assumed to catalyze the cleavage of SRH to homocysteine
and DPD. This reaction is remarkable because it does not involve net
hydrolysis—in contrast to the reaction catalyzed by SAH hydrolase,
which yields homocysteine and adenosine from SAH in many prokary-
otes and most eukaryotes (Walker and Duerre, 1975; Shimizu et al.,
1984). Nevertheless, the metal binding site of LuxS resembles the
active site of some zinc-dependent hydrolases (Hilgers and Ludwig,
2001). These hydrolases form a subgroup within the group of class IV
mononuclear zinc proteins, a class which is defined by the presence
of Zn2þ tetrahedrally coordinated with two histidine residues, a water
molecule, and a glutamate (Karlin and Zhu, 1997). The sequences that
bind the metal ion in LuxS are related to those found in thermolysin
and other zinc-dependent hydrolases. These hydrolases are character-
ized by the classic zinc protease-binding motif HEXXH. However, in
LuxS this motif is inverted (HXXEH). Despite the large differences
in the overall fold, the metal–ligand clusters of LuxS and thermolysin
can be superimposed, which, intriguingly, also aligns the absolutely
conserved glutamate residue of theHXXEHmotif of LuxSBs (Glu57)with
a catalytic glutamate residue contained in the HEXXH motif of thermo-
lysin (Hilgers and Ludwig, 2001). In thermolysin, this glutamate residue
accepts a proton from the Zn2þ-bound water, thereby generating a hy-
droxide ion that initiates hydrolysis of the substrate through nucleo-
philic attack (this glutamate residue is different from the glutamate
residue that coordinates the zinc atom). However, LuxS differs from
thermolysin and other zinc-dependent proteases in that it employs cyst-
eine 126 rather than a glutamate as a ligand for Zn2þ. Furthermore, the
overall architecture of the active site is markedly different. According
to Hilgers and Ludwig (2001), only three other crystal structures are
presently known to posses a ligand cluster composed of two histidine
residues, a water molecule, and a cysteine residue, namely, T7 lyso-
zyme, peptide deformylase, and threonyl-tRNA synthetase. Structural
similarities between the latter and the active site of LuxS have also been
pointed out by Lewis et al. (2001). T7 lysozyme andpeptide deformylase
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are both hydrolases (amidases) and their metal clusters are involved in
catalysis, but that of threonyl-tRNA synthetase is implicated in amino
acid recognition. Peptide deformylase also contains an HEXXH motif.
Whether the cleavage of SRH involves a hydrolytic step as suggested
by thenature of itsmetal center and theHXXEHmotif remains to be seen.

VI. The Metabolic Role of LuxS

In most publications to date, LuxS is assumed to be dedicated to AI-2
production and cell-to-cell communication, and further physiological
functions have rarely been taken into consideration. Only a few reports
have pointed out that LuxS plays a role in a recycling pathway linked
to methionine metabolism, which may, in fact, be its most important
function in many organisms (Winans, 2002; Winzer et al., 2002a,b).
Indeed, when Miller and Duerre (1968) first analyzed this enzyme in
E. coli more than three decades ago, it was in the context of SAH deg-
radation and methionine biosynthesis. It is now clear that LuxS fulfills
a role in a metabolic cycle termed the ‘‘activated methyl cycle,’’ which
is described in the following section.

A. THE ACTIVATED METHYL CYCLE

The activated methyl cycle generates methyl groups with a high
transfer potential. Methyl groups enter the cycle in the conversion of
homocysteine to methionine. The groups are then made highly reactive
through the generation of SAM, which is used to methylate a wide
variety of acceptors. Finally, homocysteine is regenerated (Fig. 2).

SAM is produced from methionine and ATP in a reaction catalyzed
by SAM synthetase which involves the transfer of an adenosyl group to
the sulfur atom of methionine. The methyl group of the methionine
moiety is activated by the resulting positive charge on the adjacent
sulfur atom, which enables it to be transferred to a large number of dif-
ferent substrates, including DNA and RNA, as well as proteins and
various metabolites. These reactions, which are carried out by SAM-
dependent methyltransferases, also create SAH as a co-product. SAH
is further metabolized for two different reasons. First, accumulation
of SAH is likely to be toxic, as it has been shown to function as a potent
feedback inhibitor of the SAM-dependent methyltransferase reactions
(Deguchi andBarchas, 1971;Hildesheim et al., 1973;Duerre andWalker,
1977; Crooks et al., 1984; Bechthold and Floss, 1994). Furthermore, it is
advantageous for the cell to recycle the ‘‘building blocks’’ of SAH.
Interestingly, two variants of the activated methyl cycle exist.
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Organisms SAH

hydrolase

Pfs LuxS

Eukarya1)

Archaea

Bacteria

α Proteobacteria:Agrobacterium, Bradyrhizobium,

Brucella, Caulobacter,Mesorhizobium,

Magnetospirillum, Sinorhizobium

Novosphingobium,Rhodobacter,

Rhodopseudomonas, Rhodospirillum,

Roseobacter

Rickettsia

β Proteobacteria: Alcaligenes, Neisseria

Bordetella, Burkholderia,

Nitrosomonas, Ralstonia

γ Proteobacteria: Citrobacter, Escherichia,

Enterobacter, Haemophilus,

Pasteurella, Proteus, Salmonella,

Shewanella, Shigella, Vibrio, Yersinia

Acinetobacter, Azotobacter,

Microbulbifer,Pseudomonas 2),

Xanthomonas, Xylella

Buchnera,Wiggleworthia

δ Proteobacteria: Desulfovibrio

Geobacter

ε Proteobacteria: Helicobacter, Campylobacter

Proteobacteria 3):Magnetococcus

Aquificae: Aquifex

Bacteroidetes: Bacteroides

Cytophaga

Porphyromonas

Chlamydiae: Chlamydia, Chlamydophila

Chlorobia: Chlorobium

Chloroflexi: Chloroflexus

Cyanobacteria: Synechococcus

Nostoc, Prochlorococcus,

Synechocystis,

Thermosynechococcus

Deinococci: Deinococcus

Fusobacteria: Fusobacterium

Thermotogae: Thermotoga

Spirochaetes: Treponema

Borrelia

Leptospira

Bacilli: Bacillus, Enterococcus,

Lactobacillus, Lactococcus,

Leuconostoc, Listeria,

Oceanobacillus, Oenococcus,

Staphylococcus, Streptococcus

Clostridia: Clostridium 4)

Desulfitobacterium

Thermoanaerobacter

Actinobacteria: Bifidobacterium

Corynebacterium, Mycobacterium 5),

Arthrobacter, Micrococcus,

Micromonospora, Nocardia,

Nonomuraea, Streptosporangium,

Streptomyces 6), Thermobifida

Tropheryma

 Mycoplasma 7), Ureaplasma
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Eukaryotes, archaebacteria, and some eubacteria remove SAH in a sin-
gle step catalyzed by SAH hydrolase, producing adenosine and homo-
cysteine (Fig. 6). Other eubacteria employ Pfs and the SRH cleavage
enzyme (LuxS) for the conversion of SAH to homocysteine, adenine,
and DPD (Walker and Duerre, 1975; Shimizu et al., 1984; Winzer
et al., 2002a). Homocysteine is then converted back to methionine,
which is then available for further rounds of the cycle.

The importance of SAH conversion is demonstrated by the fact that
the genomes of most organisms analyzed to date contain homologues
for one of the two pathways (Fig. 6). Exceptions include some obli-
gately host-associated bacteria (see following). This suggests that the
ability to metabolize SAH is an important capacity, which contributes
to the overall fitness of an organism in its natural habitat. It is also
remarkable that the vast majority of bacteria do not contain both a
SAH hydrolase and a LuxS homologue (Bifidobacterium longum is
presently the only known exception). Organisms apparently do not
gain a competitive advantage by acquiring the capacity for parallel
use of both SAH-degrading pathways. This is consistent with the idea
that together with Pfs, LuxS fulfills primarily a metabolic function
which is analogous to that of the SAH hydrolase reaction.

FIG. 6. Comparison of the distribution of LuxS, Pfs, and SAH hydrolase among

different organisms. SAHhydrolase catalyzes the conversion of SAH to homocysteine and
adenosine in a single step while Pfs (MTA/SAH-ase) acts together with LuxS (SRH

cleavage enzyme) to generate homocysteine, adenine, and 4,5-dihydroxy-2,3-pentane-

dione. Most organisms contain one of these pathways, however, there are a few which

contain onlypfs since this enzyme is important for the detoxification of SAHandMTA (see
Fig. 7), or lack all components. Members of the latter two groups are often host associated.

The figure is based on biochemical evidence (Walker and Duerre, 1975; Shimizu et al.,
1984) and the presence of putative homologues identified by genome analysis. It is not

known whether identified homologues are functional, particularly pfs homologues, since
some are truncated (e.g., Ureaplasma urealyticum) or considerably longer (e.g.,

Caulobacter cresentus and Bradyrhizobium japonicum). Only genomes completed by

April 2003 have been considered. Positive results are marked with black boxes. Updated

from Winzer et al. (2002a). 1) A putative pfs homologue is present in the Entamoeba
histolytica genome and possibly other eukaryotic genomes. 2)Pseudomonas putidaKT2440

genome sequence contains a putative Pfs homologue rather than SAH hydrolase; however,

biochemical evidence suggests the contrary for Ps. putida IF012996. 3) Magnetococcus sp.
MC-1 is an unclassified proteobacterium. 4) Clostridium thermocellum contains an SAH

hydrolase gene, unlike other members of this genus which use the Pfs/LuxS pathway.

Clostrium tetani E88 possesses a pfs homologue but does not appear to contain luxS. 5) No

pfs homologue has been identified inMycobacterium leprae. 6) Although not annotated as
pfs, Streptomyces coelicolor A3(2) has a gene with low similarity to E. coli pfs. However,

Streptomyces hydroscopicus does not exhibit Pfs activity. 7) Mycoplasma penetrans and

Mycoplasma pulmonis are the only members of this genus to contain a pfs homologue

currently.
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The location of luxS in the genome of some bacteria also points
toward a function in the activated methyl cycle (Fig. 7, see color insert).
As described earlier, luxS forms a putative operon with pfs and the
SAM synthetase genemetK in B. burgdorferi. In C. difficile, luxS is sep-
arated from the putative cobalamin-dependent methionine synthase
gene metH by only one open reading frame. Furthermore, pfs and luxS
are linked in the periodontal pathogens P. gingivalis and Prevotella
intermedia, and in some lactic acid bacteria luxS is linked to putative
metE genes (encoding a probable cobalamin-independent methionine
synthase).2

There is also in vivo evidence that the flux of metabolites through the
activated methyl cycle determines the rate of AI-2 formation. Intracel-
lular SAM levels can be manipulated with the help of specific
enzymes. Production of the bacteriophage T3 SAM hydrolase, which
catalyzes the conversion of SAM to methylthioadenosine and homoser-
ine, leads to a significant reduction of the SAM pool in E. coli (Posnick
and Samson, 1999). When the corresponding gene was expressed in
E. coli MG1655, a significant reduction of AI-2 levels in the culture
supernatant was observed (Winzer et al., 2002a). Conversely, overex-
pression of a SAM synthetase gene, which is known to increase the
intracellular SAM concentration in E. coli (Hughes et al., 1987; Posnick
and Samson, 1999), also increased AI-2 levels (Winzer et al., 2002a).

The possibility remains that SRH is also formed via a different
pathway, thus partially uncoupling DPD formation from the activated
methyl cycle. However, this does not seem to be the case, at least in
E. coli and Neisseria meningitidis, where the culture supernatants of
pfs mutants have been shown to be devoid of AI-2 (unpublished data
this laboratory; Winzer et al., 2002c).

Why some bacteria employ two enzymatic steps to achievewhat other
organisms can accomplish in a single step is intriguing. It has been
suggested by Schauder et al. (2001) that the Pfs/LuxS pathway is used
because in addition to recycling and detoxification, it also leads to the
production of the signal molecule AI-2. However, an alternative expla-
nation is that DPD or one of its derivatives fulfills other functions not
necessarily connected with cell-to-cell communication (see Section
X). Furthermore, the SAH hydrolase reaction and the Pfs/LuxS pathway
are not entirely equivalent. The former reaction is reversible and the

2 In some bacteria, the gene encoding SAH hydrolase is also located next to genes

required for the activated methyl cycle, notably metF and metK. MetF encodes the 5,10-

methylenetetrahydrofolate reductase, which catalyzes the formation of the methyl donor
required for methionine synthesis.
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chemical equilibrium lies far in the direction of condensation (Duerre
and Walker, 1977). Thus, efficient S-adenosylhomocysteine hydrolysis
relies on the efficient removal of the products homocysteine and
adenosine. In contrast, SAH is metabolized irreversibly in the two-step
reaction catalyzed by Pfs and LuxS. The use of either one of these
pathways could therefore have further metabolic implications.

B. THE ACTIVATED METHYL CYCLE AND SULFUR METABOLISM

Phenotypes linked to luxS inactivation (Section IX.B) have often
been attributed to a defect in cell-to-cell communication. However, it
is important to point out that some of these phenotypes could also
have their origin in metabolic changes caused by the disruption of
the activated methyl cycle. In this section, we will briefly discuss the
contribution of this cycle to bacterial fitness, as well as potential
metabolic effects of pfs and luxS inactivation.

The disruption of a metabolic pathway which serves to recycle a
metabolite will increase the need for the uptake of this compound
from the surroundingmedium, or, if not available, de novo biosynthesis.
Accordingly, in the absence of luxS or pfs, bacteria will have to increase
either methionine uptake or synthesis to maintain optimal growth. In
the presence of nonlimiting external concentrations of methionine,
cysteine, or other suitable sulfur sources, this is not likely to causemajor
problems. However, under limiting conditions, growth is likely to be
affected. De novo synthesis of methionine (Fig. 7A), particularly from
unreduced sulfur sources such as sulfate, is energetically expensive.
Bacteria that are capable of recycling methionine efficiently will have
an advantage in a competitive environment because they can use
limited resources more economically. Metabolic cycles in general have
probably evolved for this very reason (Baldwin and Krebs, 1981). On the
other hand, obligately host-associated bacteriawith small genomes have
often discarded certain metabolic genes because they can rely on the
consistent availability of important intermediates in the host cytoplasm
or tissue. It is not a coincidence that many bacteria presently known to
possess an incomplete activated methyl cycle, such as most members
of the genera Mycoplasma, Ureaplasma, Chlamydia, Chlamydophila,
Rickettsia, Buchnera, Tropheryma, Treponema, and Wigglesworthia,
belong to this group of organisms.3

3 Some free-living organisms with sizable genomes may also possess an incomplete

activated methyl cycle, e.g., Ps. putida, Clostridium tetani, and Thermonanaerobacter
tengcongensis.
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MetC

MetE

MetK

PfsLuxS

MetH

MTAMTR
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luxSpfs Porphyromonas gingivalis

luxSpfs Prevotella intermedia

Borrelia burgdorferimetK luxSpfs1 metG pfs2

Clostridium perfringenscysK luxSmetB

Helicobacter pyloricysK luxSmetB

cysKluxS metB Oceanobacillus iheyensis

Enterococcus faeciumcysK luxSmetB

cysKluxSmetB Clostridium botulinum
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Geobacillus stearothermophiluscysK metBorf2)
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Escherichia coli K12luxSgshA btuFpfs

luxSgshA Salmonella enterica subspeciesbtuFpfs

luxSgshA Yersinia pestis, Yersinia enterocolyticabtuFpfs
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Vibrio choleraeluxSgshA cbiBpfs
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The impact of pfs or luxS disruption on methionine metabolism
has not been studied and, therefore, there is only little evidence that
some of the phenotypes observed in the respective mutants are caused
either directly or indirectly by perturbing metabolism. In summary,

FIG. 7. Sulfur amino acid metabolism in bacteria (A) and proximity of luxS and pfs to
the genes involved (B). (A) illustrates the de novo synthesis of cysteine and methionine

with sulfate as the principal source of sulfur. After uptake, sulfate is reduced to sulfide,

and the sulfur incorporated into cysteine. The latter reaction is catalyzed by CysK. In

many bacteria, cysteine is also used for methionine de novo synthesis. Cysteine reacts
with O-succinylhomoserine to form cystathionine, which is then cleaved to yield

homocysteine. These reactions are catalyzed by MetB and MetC, respectively. MetB can

also catalyze the direct formation of homocysteine from O-succinylhomoserine and
sulfide. The conversion of homocysteine to methionine is catalyzed by either MetE or

MetH (see Fig. 2 for more details; not all bacteria contain both enzymes). These reactions

are also part of the activated methyl cycle. The function of this cycle is the generation of

the methyl group donor SAM and the regeneration of methionine from SAH (see Fig. 2).
In addition to its function as a methyl donor, SAM is also required for the synthesis of

spermidine. After the decarboxylation of SAM, an aminopropyl group is transferred to

putrescine, resulting in the formation of spermidine and methylthioadenosine (MTA).

The second function of Pfs is to convert MTA to methylthioribose (MTR) and adenine.
The further metabolism of MTR is not known in E. coli, but in Klebsiella pneumoniae and
B. subtilis MTR is converted back to methionine. For a review of methionine and sulfur

metabolism, seeGreene (1996),Kredich (1996), andSekowska et al. (2002). The colors used
to mark individual enzymes in (A) are also used to indicate their encoding genes in (B).

(A) is simplified and does not show the reverse transulfurylation pathway present in some

bacteria (leading from methionnine and homocysteine to cysteine) or the utilization of

alternative organic and anorganic sulfur sources. The reaction catalyzed by MetY (see
following text) and the synthesis ofN5-methyltetrahydrofolate derivatives required for the

methylation of homocysteine are also not shown. Some bacteria use O-acetylhomoserine

instead of O-succinylhomoserine in the MetB reaction. (B). Note that in a considerable

number of bacteria, luxS and pfs are located next to genes involved in cysteine and
methionine de novo synthesis (particularly cysK and metB), methionine recycling (the

activated methyl cycle), or genes directly or indirectly linked to these pathways. Note,

however, that not all bacteria shown in this figure contain a complete activated methyl

cycle. The listed genes encode the following enzymes: cysK:O-acetylserine (thiol)-lyase-A;
metA: homoserine O-succinyltransferase; metB: cystathionine-�-synthase; metC:
cystathionine-�-lyase; metE: cobalamin-independent methionine synthase; metG:
methionyl-tRNA synthetase; metH: cobalamin (vitamin B12) -dependent methionine
synthase; metK: SAM synthetase; metY: O-acetylhomoserine (thiol) lyase (also named

cysD, catalyzing the reaction ofO-acetylhomoserinewith eithermethaethiol orH2S to form

methionine or homocysteine, respectively). This should not be confused with themetY of

E. coli and Salmonella coding for methionine tRNA; gshA: �-glutamylcysteine synthetase;
btuF: periplasmic cobalamin (vitamin B12) binding protein (cobalamin is required as a

cofactor by MetH and other enzymes); cbiB (cobD): involved in cobalamin synthesis. The

genome of Borrelia burgdorferi contains two pfs homologues, both located next to genes

involved inmethioninemetabolism. The term ‘‘metE-like’’ indicates a group of geneswich
exhibit similarity tometEbut are significantly smaller.orf 1) andorf 3)possessno significant
similarity to known genes; orf 2) shows similarity to methyl transferases.
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disruption of the cycle could (i) lead to the accumulation of toxic inter-
mediates, (ii) reduce the methionine pool, and (iii) cause additional ex-
penditure of energy due to increased methionine de novo synthesis. As
a consequence, other metabolic conversions could be influenced,
resulting in further phenotypical changes.

C. METABOLIC EFFECTS OF pfs INACTIVATION

In vitro, SAH has been shown to inhibit methyltransferase reactions,
but presently it is not clear whether the concentrations in pfs mutants
are sufficiently high to influence SAH levels in vivo. Nevertheless,
E. coli pfs mutants are known to be strongly impaired in growth
(Cadieux et al., 2002). On LB medium, the colonies of pfsmutants were
much smaller than those of the parent strains. Growth was even more
strongly reduced on minimal medium supplemented with methionine
and was undetectable in its absence. Interestingly, growth on minimal
medium could not be further improved through the addition of prod-
ucts of SAM metabolism (such as spermidine), nucleosides, or a mix-
ture of all amino acids but was restored almost to wild-type levels by
biotin at concentrations as low as 1 ng/ml. This is remarkable in two
respects. First, the fact that methionine allowed weak growth on min-
imal medium supports the idea that disruption of the activated methyl
cycle depletes the methionine pool. Second, the restoration of growth
in the presence of biotin may indicate that in pfs mutants the SAH
concentration indeed increases to a level where it inhibits enzymatic
reactions in vivo. SAM is required for biotin synthesis as a substrate
in the 7,8-diaminopelargonic acid synthase reaction, although, in this
case, not as a methyl but as an amino group donor (Sekowska et al.,
2000). Two SAM molecules are also required in the biotin synthase
reaction (for 50-deoxyadenosyl radical formation; Shaw et al., 1998). It
is therefore tempting to speculate that these steps are inhibited in the
presence of high SAH concentrations. However, further analysis is
required since Pfs also catalyzes the degradation of MTA (Fig. 7A),
which itself is a powerful inhibitor of several enzymes, including
spermidine synthase and transmethylases4 (Pajula and Raina, 1979;
Raina et al., 1982; Riscoe et al., 1984).

In minimal medium, the methionine pool of pfs mutants could be
reduced either because SAH could not be recycled or because the
inhibition of SAM-dependent methylation led to artificially high

4 Note, however, that most studies were undertaken in eukaryotic systems.
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SAM levels, which inhibited methionine de novo synthesis. (After
overexpression of SAM synthetase, high SAM levels were thought to
cause partial methionine auxotrophy in B. subtilis and E. coli [Yocum
et al., 1996; Posnick and Samson, 1999]).

D. METABOLIC EFFECTS OF luxS INACTIVATION

In luxS mutants, toxic accumulation of SAH is not likely to occur
due to its rapid and irreversible conversion to SRH in the Pfs reaction.
It is not known, however, whether SRH itself has inhibitory effects on
other metabolic conversions at high concentrations. Metabolic changes
linked to luxS inactivation are likely to vary, depending on growth con-
ditions and the metabolic capabilities of the species in question. Some
bacteria, e.g., Klebsiella aerogenes, are capable of using methionine as
the sole source of sulfur, an ability which was lost by the E. coli/Sal-
monella lineage (Seiflein and Lawrence, 2001). In the presence of
methionine, K. aerogenes appears to use the reverse transulfurylation
pathway for the generation of cysteine, which involves the conversion
of homocysteine to cysteine via a cystathionine intermediate. Since the
activated methyl cycle is required for the conversion of methionine to
homocysteine, inactivation of luxS is predicted to affect the growth of
bacteria using the reverse transulfurylation pathway in habitats where
methionine represents a major sulfur source.

Methionine pool sizes in luxS mutants have not yet been deter-
mined. However, there is indirect evidence for homocysteine (and thus
methionine) depletion in S. typhimurium. Taga et al. (2001) reported
down-regulation of the metE gene in a S. typhimurium luxS mutant.
metE encodes the cobalamin-independent methionine synthase, which
is known to be positively regulated by MetR (Urbanowski et al., 1987).
Homocysteine is known to considerably enhance MetR stimulation of
metE expression in both S. typhimurium and E. coli (Cai et al., 1989;
Urbanowski and Stauffer, 1989), suggesting that its depletion was
responsible for the down-regulation of metE (Taga et al., 2001).

What are the potential consequences of homocysteine and methio-
nine pool reduction? Obviously, protein biosynthesis is likely to suffer,
resulting in reduced growth. Furthermore, methionine and SAM syn-
thesis are closely linked in many bacteria. For instance, in E. coli and
S. typhimurium, the genes of the methionine biosynthesis pathway
are repressed not by sensing high levels of methionine directly but by
the resulting increased formation of SAM, which acts as a co-repressor
of the regulator protein MetJ (Weissbach and Brot, 1991). A reduction
in methionine pool size is therefore also likely to influence numerous
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SAM-dependent processes. Apart from being the major methyl donor
in the cell, SAM provides amino, aminopropyl, aminobutyryl, adeno-
syl, and ribosyl moieties for a variety of physiologically important
conversions. Only a few of these will be discussed (see Sekowska
et al. (2000) for a comprehensive review, which also discusses other
aspects of sulfur metabolism in more detail).

In E. coli, reduction of SAM levels by T3 SAM hydrolase has been
shown to inhibit dam and dcm-dependent DNA methylation (Gefter
et al., 1966; Hughes et al., 1987; Collier et al., 1994; Posnick and
Samson, 1999; Macintyre et al., 2001). Under certain growth condi-
tions, this may have serious consequences, as dam-dependent methyl-
ation is required for such fundamental processes as the control of
chromosome replication and strand-specific mismatch repair. dam-
dependent methylation has also been shown to regulate numerous
genes in E. coli, S. typhimurium, and other bacteria (Low et al., 2001;
Oshima et al., 2002b). S. typhimurium dam mutants are avirulent
and in certain � Proteobacteria, another methyltransferase, CcrM, is es-
sential for viability (Reisenauer et al., 1999; Low et al., 2001). These
few examples should suffice to illustrate the importance of SAM-
dependent DNA methylation. However, whether luxS inactivation
reduces SAM concentrations sufficiently to influence these processes
significantly remains to be seen. Other important substrates for methyl-
ation include rRNA, tRNA, and ribosomal proteins (Holmes et al.,
1995; Björk, 1996; Arnold and Reilly, 1999; Caldas et al., 2000), all of
which are present in the cell in large numbers.

SAM is also a precursor in spermidine synthesis (reviewed in
Sekowska et al., 2000). This compound, together with Mg2þ and other
polyamines, such as putrescine, is one of the major polycations in the
bacterial cell. Spermidine can bind to polyanions such as nucleic acids,
nucleotides, and negatively charged proteins, thereby modulating their
function (Igarashi and Kashiwagi, 2000). For spermidine synthesis,
SAM is first decarboxylated. In the subsequent reaction, catalyzed by
spermidine synthase, an aminopropyl group is transferred to putre-
scine, resulting in the formation of spermidine and methylthioadeno-
sine (MTA). As described previously, the toxic MTA is converted to
methylthioribose (MTR) under the direction of Pfs. Many organisms re-
cycle MTR back to methionine, e.g., Klebsiella pneumoniae and B. sub-
tilis, but interestingly that is not the case in E. coli, which excretes MTR
into themedium. Expression of the T3 SAMhydrolase gene inE. colihas
been shown to impair the synthesis of spermidine (Hughes et al., 1987).

SAM provides an aminobutyryl group for N-acyl homoserine lactone
(AHL) synthesis. A reduction of the intracellular SAM concentration
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in luxSmutants could therefore indirectly effect AHL-based cell-to-cell
communication. Indeed, when Val and Cronan (1998) expressed the tral
gene from Agrobacterium tumefaciens in E. coli, they found that com-
paratively small changes in intracellular SAM levels, again achieved
by T3 SAM hydrolase gene expression, produced proportionally larger
changes in TraI-dependent AHL production. Furthermore, cycloleu-
cine, an inhibitor of SAM synthesis, was shown to reduce autoinducer
synthesis in Photobacterium fischeri (Hanzelka and Greenberg, 1996).

Finally, SAM also has a role as a free radical initiator. An increasing
number of SAM-dependent reactions have been found to involve a one-
electron reduction of this cofactor, resulting in its homolytic cleavage
to methionine and a 50-deoxyadenosyl radical. This radical plays a role
in a number of important reactions, including those catalyzed by biotin
and lipoate synthases, as well as anaerobic ribonucleotide reductase
and pyruvate formate lyase (Frey, 2001).

From the examples given, it is clear that the metabolism of SAM is
complex. It is therefore not surprising that a lack of SAM results in
growth and cell division defects (Hughes et al., 1987; Newman et al.,
1998; Posnick and Samson, 1999), which are more severe in minimal
medium (Posnick and Samson, 1999). In a nutrient-poor environment,
cells may have an increased requirement for SAM (because they cannot
acquire important building blocks from their surroundings) and at the
same time fewer resources to produce it.

In the context of this chapter, the most important and yet unsolved
question is whether luxS inactivation indeed causes a significant
change in the SAM pool under certain growth conditions. Intracellular
methionine and SAM concentrations have not yet been determined in
luxS mutants and may not differ substantially from those of the wild-
type in nutrient-rich environments. It will be interesting to determine
whether some of the phenotypes reported for luxS mutants depend
on the nutritional status of the cells and whether they can be restored
through the addition of methionine.

VII. The Location of luxS and pfs in Bacterial Genomes

It has been argued that the Pfs/LuxS pathway is primarily used for
the recycling of SAH, thus enabling the cells to make economic use of
methionine as a methyl donor (Winzer et al., 2002a). Interestingly, this
link with methionine metabolism is also reflected in the organization of
the pfs and luxS genes on some bacterial chromosomes (Fig. 7). Here,
luxS or pfs are often located next to genes involved in methionine
and cysteine de novo biosynthesis (cysteine provides the sulfur atom
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found in methionine). In H. pylori, Enterococcus faecium, Clostridium
perfringens, Clostridium botulinum, and the deep sea bacterium Ocea-
nobacillus iheyensis, luxS is located next to genes annotated as cysK
and metB, which encode O-acetylserine (thiol)-lyase-A and cystathio-
nine-�-synthase, respectively.5O-Acetylserine (thiol)-lyase-A catalyzes
the formation of cysteine from sulfide and O-acetylserine. Cystathio-
nine-�-synthase, in turn, uses cysteine and O-succinylserine to form
cystathionine, another intermediate in methionine formation (Fig. 7A).
Although it has only been shown for C. perfringens that luxS, cysK, and
metB form a transcriptional unit (Banu et al., 2000), such coordinated
expression makes sense. In the absence of exogenous cysteine or me-
thionine, cells have to synthesize these compounds de novo. At the same
time, it is particularly important tomake economic use of themethionine
already produced.

A similar gene arrangement is present in B. subtilis, Bacillus anthra-
cis, Bacillus cereus, and Geobacillus stearothermophilus, where pfs is
located upstream of cysK and a gene encoding a homologue of either
cystathionine-�-synthase or cystathionine-�-lyase.6 (Note: Most of the
genes linked to putative pfs and luxS homologues have been annotated
on the basis of sequence similarity only. In some cases, genes were
annotated asmetB but also show high similarity to experimentally con-
firmedmetC genes and vice versa. For example, the gene clustered with
pfs in B. subtilis has independently been annotated as cystathionine-
�-synthase or cystathionine-�-lyase due to the sequence similarity of
gene products; according to the criteria presented by Messerschmidt
et al. (2003), the genes next to pfs in Bacillus sp. should be annotated
as metB. Some of the bacteria mentioned, e.g., members of the genus
Bacillus and O. iheyensis, contain several potential metB or metC
homologues, but only one of these homologues is located next to luxS
or pfs.

The link of luxS to metK and metH in B. burgdorferi and C. difficile,
respectively, has already been noted (see Section VI. A). Even in some
lactic acid bacteria, which often have ‘‘degenerate’’ metabolic capabil-
ities, luxS is located next to genes with putative functions in methio-
nine metabolism. In Lactobacillus gasseri, a putative luxS homologue

5 In Oceanobacillus iheyensis, the gene downstream of luxS and cysK has been

annotated metC, but the conserved glutamate in position 321 (glutamate 325 is the
corresponding residue in E. coli MetB) indicates that the correct annotation is likely to be

metB (see Messerschmidt et al., 2003).
6 metB and metC, respectively, according to the E. coli nomenclature. The genes

originally annotated as B. subtilis metB and metC genes, encode homoserine
transsuccinylase and colabamin-independent methionine synthase, respectively.

322 WINZER et al.



is located downstream of a gene encoding a putative protein with
similarity to the cobalamin-independent methionine synthase (MetE)
and in Leuconostoc mesenteroides, luxS is part of a gene cluster
putatively encoding MetA (homoserine O-succinyltransferase), two
MetE-like proteins, as well as several enzymes of the transulfurylation
family with similarity to MetB, MetC, and O-acetylhomoserine (thiol)
lyase (the latter catalyzing the formation of homocysteine fromO-acetyl-
homoserine and sulfide or methionine from methanthiol, respectively).
However, for some bacteria, the discussed association between luxS,
pfs, and methionine de novo synthesis genes may reflect only their
evolutionary past rather than a present-day function, as sometimes the
activated methyl cycle appears to be incomplete (e.g., H. pylori, Stepto-
coccus pyogenes, C. perfringens, andP. gingivalis) or the putative homo-
logues are truncated and may be nonfunctional. Alternatively, the
produced homocysteine may serve different purposes.

Finally, almost all enterobacterial genomes presently analyzed are
similar in their luxS and pfs gene arrangements. In E. coli K12, pres-
ently analyzed Salmonella enterica serovars, Shigella flexneri, Yersinia
pestis, Yersinia enterocolitica, Proteus mirabilis, Erwinia chrysanthe-
mii, K. pneumoniae, and the related bacterium V. cholerae, luxS is
located downstream of the gshA gene, which encodes �-glutamylcys-
teine synthetase. This enzyme also uses cysteine as a substrate and
catalyzes the first step in glutathione biosynthesis. The isotripeptide
glutathione is the major intracellular thiol compound in E. coli and
many other Gram-negative bacteria (Fahey et al., 1978). Glutathione
can accumulate to high concentrations and is important for main-
taining the cytoplasm in a reduced state. It plays a role in osmoregula-
tion (McLaggan et al., 1990), protects against a number of toxic
compounds, and is part of the glutaredoxin system (Holmgren, 1989;
Carmel-Harel and Storz, 2000). Although luxS and gshA may not form
a single transcriptional unit, it is still intriguing that gshA is so consis-
tently located next to luxS in enterobacterial genomes— thus linking a
pathway that uses considerable amounts of cysteine to one that func-
tions to preserve it. It is also interesting that thiol compounds, at least
in vitro, have been shown to prevent the oxidative damage caused
by MHF (Hiramoto et al., 1996), one of the potential products of the
LuxS reaction.

The location of pfs is similarly maintained in enterobacterial ge-
nomes. In E. coli, S. enterica subspecies, Shi. flexneri, Y. pestis, Y. en-
terocolitica, P. mirabilis, E. chrysanthemii, and K. pneumoniae, pfs is
located upstream of btuF, which encodes the periplasmic cobalamin
(vitamin B12) binding protein (Van Bibber et al., 1999; Cadieux et al.,
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2002). In E. coli, the disruption of pfs with a kanamycin resistance
cassette had a polar effect on btuF function, suggesting that the two
genes form an operon (Cadieux et al., 2002). Again, such co-regulation
between methionine recycling and cobalamin uptake makes sense
from a metabolic perspective: cobalamin is a cofactor of the methio-
nine synthase MetH, which is over 100-fold more active than the
cobalamin-independent methionine synthase MetE (Greene, 1996).
However, there are many other cobalamin-dependent enzymes. There-
fore, it is intriguing that in V. cholerae, V. vulnificus, V. parahaemoly-
ticus, Shewanella putrefaciens, and Shewanella oneidensis, pfs is
located immediately upstream of a putative cobalamin biosynthesis
gene (cbiB/cobD).

VIII. Regulation of luxS Expression and AI-2 Production

The accumulation of AI-2 during growth and, in some cases, its sub-
sequent removal from the culture fluid has been well documented.
However, little is known about the regulation of the Pfs/LuxS pathway
itself and the parameters which govern export and uptake of AI-2.
Although metabolic flux through the activated methyl cycle is an abso-
lute requirement for AI-2 production, it is not necessarily always
linked with the exclusion of AI-2 from the cell. Therefore, the regula-
tion of pfs and luxS expression will be discussed, insofar as possible,
separately from AI-2 export and uptake.

A. OVERVIEW OF AI-2 PRODUCTION AND UPTAKE

Many bacteria are known to produce high levels of extracellular
AI-2 activity. However, others, e.g., S. aureus, Pasteurella trehalosi,
Actinobacillus pleuropneumoniae, and P. gingivalis, seem to produce
comparatively little, at least under the conditions tested (Chung et al.,
2001; Frias et al., 2001; Burgess et al., 2002; Doherty et al., 2002; Malott
and Lo, 2002). It is not yet clear whether this is due to culture condi-
tions, differences in AI-2 export, or the production of less active AI-2
derivatives.

AI-2 activity, which is often not detectable during the early exponen-
tial stage, accumulates during growth and usually reaches a maximal
level during mid- to late exponential phase (E. coli, S. typhimurium,
H. pylori, C. perfringens, Campylobacter jejuni, Streptococcus mu-
tans), the transition to stationary phase (N. meningitidis), or stationary
phase (S. pyogenes, Vibrio vulnificus). The accumulation of AI-2 in
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many bacterial cultures is transient because levels often decrease con-
siderably during late logarithmic growth or after entry into stationary
phase. Temporary accumulation of AI-2 has been observed in the cul-
ture supernatants of Actinobacillus actinomycetemcomitans, E. coli,
S. typhimurium, H. pylori, C. jejuni, S. pyogenes, S. aureus, N. menin-
gitidis, C. perfringens, Proteus mirabilis, P. gingivalis, and V. vulnificus
(Surette and Bassler, 1998; Forsyth and Cover, 2000; Joyce et al., 2000;
Chung et al., 2001; Fong et al., 2001, Lyon et al., 2001; McDougald et al.,
2001; Burgess et al., 2002; Doherty et al., 2002; Elvers and Park, 2002;
Ohtani et al., 2002; Schneider et al., 2002; Winzer et al., 2002d; Hardie
et al., 2003). However, AI-2 production and degradation in some
species depends on the growth conditions. For instance, AI-2 produc-
tion profiles of S. typhimurium and E. coli are dramatically influenced
by the presence of glucose. In LB medium, in the presence of 0.5% glu-
cose, significant amounts of AI-2 activity are still detectable after 8 h
of growth, whereas in the absence of glucose at the same timepoint,
no activity remains (Surette and Bassler, 1998). Furthermore, AI-2 ac-
cumulation by S. typhimurium and E. coli is strongly influenced
by additional parameters such as pH, temperature, and osmolarity
(Surette and Bassler, 1998; Surette and Bassler, 1999; DeLisa et al.,
2001a; Cloak et al., 2002). For C. jejuni, temporary accumulation of
AI-2 has been reported for some conditions, e.g., in milk or chicken
broth (Cloak et al., 2002), but not in Mueller-Hinton broth (Elvers and
Park, 2002). Similarly, P. gingivalis did not produce detectable levels of
AI-2 when grown in BHI medium but did in a defined medium
(Burgess et al., 2002).

It is also clear that extracellular AI-2 accumulation is not necessarily
coupled to the levels of LuxS protein. Although increased production
of LuxS protein was reported to increase extracellular AI-2 levels in
E. coli O157:H7 cultures, this was not the case for S. typhimurium
and E. coli K12 strains (Beeston and Surette, 2002; Burgess et al.,
2002; Hardie et al., 2003). Furthermore, LuxS protein levels are main-
tained or even increased in S. typhimurium and P. gingivalis when
cells enter stationary phase, despite decreasing levels of extracellular
AI-2 levels (Beeston and Surette, 2002; Burgess et al., 2002).

In some cases, the transient buildup of detectable AI-2 levels has
been observed for only a comparatively short period of time, e.g., in
S. typhimurium under glucose limitation (Surette and Bassler, 1999)
or in Proteus mirabilis during swarming on L agar (Schneider et al.,
2002). Although certain stimuli have been shown to influence extracel-
lular AI-2 activity, it is not clear whether this is achieved through
changes in production, export, degradation or different combinations
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of these activities. An ABC transporter system appears to be respon-
sible for AI-2 uptake in S. typhimurium (Taga et al., 2001) and homolo-
gous systems appear to be present in some but not all AI-2 producing
bacteria.

In the following sections, terms such as ‘‘increased AI-2 production’’
or ‘‘decreased AI-2 activity’’ will be used to mean that a net change in
extracellular activity (i.e., stimulation of bioluminescence) was ob-
served with the V. harveyi bioassay (see Section III.A). Again, one
should bear in mind that depending on bacterial species and growth
conditions, different structurally related DPD derivatives may be
formed, which could be responsible for this activity.

B. AI-2 PRODUCTION IN S. TYPHIMURIUM

In the absence of glucose or under glucose-limiting conditions
(0.1%), AI-2 activity in S. typhimurium supernatants is only detectable
for a short period of time during mid-exponential growth (Surette and
Bassler, 1998, 1999; Beeston and Surette, 2002). In the presence of non-
limiting amounts of glucose, AI-2 is not produced earlier but is made in
larger amounts and for a longer period of time, and peaks at the end
of exponential growth (0.5%; Surette and Bassler, 1998; Beeston
and Surette, 2002) or during entry into stationary phase (1%; Surette
and Bassler, 1999). Furthermore, AI-2 activity, although drastically
reduced, can still be detected after at least 20 h of growth.

Other carbohydrates produce similar effects. These include sugars or
sugar derivatives taken up by the phosphotransferase system (PTS),
such as fructose, mannitol, or glucosamine, as well as non-PTS sugars
such as galactose or arabinose. No significant effects were observed in
the presence of acetate, glycerol, citrate, and serine (Surette and
Bassler, 1998, 1999).

To study the influence of other environmental parameters on AI-2
production, S. typhimurium was first grown for 6 h in the presence of
0.5% glucose to generate cells actively producing the AI-2 molecule
and then resuspended in fresh LB under a number of different condi-
tions. At low osmolarity (hypotonic conditions), in the absence of glu-
cose, or at 43

�
C in the presence of glucose, no or only little net

production of AI-2 was observed after 2 h. However, the presence of
glucose, high osmolarity (hypertonic conditions), or at pH 5, significant
AI-2 accumulation occurred (Surette and Bassler, 1998).

Interestingly, the temporary accumulation of AI-2 in cultures limited
for glucose coincided with a transient drop in pH and the almost com-
plete consumption of glucose. At the same timepoint in the presence of
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1% glucose, glucose was only partially consumed and from that point
on, the continued drop in pH was mirrored by AI-2 accumulation.
Furthermore, when the pH of the culture was maintained at pH 7.2 in
the presence of glucose or at pH 5 to 5.2 in the absence of glucose, a
transient accumulation of AI-2 was observed. Surette and Bassler
(1999) concluded from these results that glucose metabolism and pH
independently induce AI-2 production in S. typhimurium. However,
in contrast to glucose-containing cultures without pH control (Surette
and Bassler, 1998), AI-2 peaks were reduced and no AI-2 activity was
detectable after 6 h of growth, suggesting that both glucose and a low
pH are required for maximal and extended AI-2 accumulation. A
possible link between these parameters is discussed in Section VIII.E.

C. MECHANISMS OF AI-2 DEGRADATION

The transient appearance of AI-2 in bacterial culture supernatants is
intriguing. Theoretically, there are several possibilities for the removal
of active AI-2. The molecule could be enzymatically degraded or modi-
fied, either in the supernatant, on the cell surface, or after reuptake into
the cytoplasm. Degradation could also occur nonenzymatically—AI-2
activity has been shown to be base labile but is stable under acidic
conditions (Surette and Bassler, 1998). Degradation of AI-2 could
serve different purposes. Some bacteria may need to ‘‘reset’’ their sig-
naling systems while others may use the molecule as a nutrient. For
S. typhimurium, there is now convincing evidence for at least one
uptake system that takes part in the removal of AI-2 from the culture
supernatant (Taga et al., 2001). Homologous systems are present in
E. coli and a number of other bacteria. It will be interesting to see
whether alternative systems have evolved in other organisms.

Surette and Bassler (1999) provided evidence for a cell-associated
system. They reported that AI-2 activity was stable for at least 24 h at
30

�
C in cell-free supernatant, even when culture fluids from actively

producing cells were mixed with culture supernatants where AI-2
activity had already started to decline. When cells actively producing
AI-2 were resuspended in either 0.4 M or 0.1 M NaCl, similar amounts
of AI-2 activity were generated during early timepoints. However, at
high osmolarity, AI-2 activity began to decline after 3 h whereas
at low osmolarity, all AI-2 activity was lost within 2 h. In contrast,
similarly processed cells which had already commenced AI-2 activity
removal rapidly reduced AI-2 activity even at high osmolarity. Inhi-
bition of protein biosynthesis by chloramphenicol prevented AI-2 ac-
tivity loss at high osmolarity and allowed only partial removal at
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low osmolarity. Taken together, these results indicated the presence of
a cell-associated and protein-based AI-2 turnover system, which is in-
duced at low osmolarity.

This system was identified by Taga et al. (2001), who screened a
library of transposon-generated transcriptional lacZ fusions for genes
differentially expressed in an S. typhimurium luxS mutant. With one
exception, all fusions resided within a single putative operon, which
was named the lsr (luxS-regulated) operon. This operon, lsrACDBFGE,
consists of seven genes and encodes a putative ABC transporter
(lsrACDB), two genes of unknown function (lsrF and lsrG), and a gene
with similarity to ribulose phosphate epimerase (lsrE). lsrA encodes
the putative ATPase of the ABC transporter, lsrB a putative sugar-
binding protein, and lsrC and lsrD appear to encode homologous
proteins probably forming the heterodimeric membrane channel of
the system. A similar operon, termed the b1513 operon, also exists in
E. coli but does not contain the lsrE gene.

The lacZ fusions obtained were not only downregulated in an
S. typhimuium luxS-negative backgound but also responded to the
addition of in vitro–synthesized AI-2. This response was not observed
with controls containing SRH, adenine, and homocysteine, indicating
that this operon was clearly regulated by AI-2 (or another DPD deriva-
tive). A putative DNA binding protein, LsrR, is also involved in the
regulation. LsrR is encoded by a gene located immediately upstream
of lsr but transcribed in the opposite direction. This protein shows
similarity to SorC, a regulator of sorbose metabolism in K. pneumoniae
(Wohrl et al., 1990). A deletion of lsrR resulted in the upregulation of
lsrC-lacZ transcription, in both wild-type and luxS mutants, indicating
that LsrR acts as a repressor of the lsr operon. This role was further con-
firmed through LsrR overproduction in a luxS-positive background,
which resulted in a drastic repression of lsrC-lacZ expression, indicat-
ing that the AI-2 levels produced were insufficient to relieve repression
under these conditions.

Thus, the lsr operon is clearly involved in the elimination of extra-
cellular AI-2. Various lsr-luxS double mutants were analyzed for their
capacity to degrade in vitro–synthesized AI-2. lsrA, lsrC, and lsrB
mutants were all unable to remove AI-2 from the culture supernatant,
whereas the mutation of lsrF and lsrE had no effect on AI-2 uptake
(Taga et al., 2001). Furthermore, deletion of the lsrR repressor gene
resulted in rapid and complete elimination of AI-2, probably because
in this strain the lsr operon is maximally expressed.

Based on these results, Taga et al. (2001) presented a model for the
regulation and function of the lsrR operon. According to this model,
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AI-2 is produced in the cytoplasm and released to the external environ-
ment via an unidentified route. Extracellular AI-2 is sensed by an un-
known mechanism, which signals the information to LsrR, resulting
in a relief of lsr operon repression. The lsr encoded ABC transporter
then imports AI-2 back into the cell. However, the authors point out
that AI-2 sensing could also occur in the cytoplasm. In that case, AI-2
has to be imported by an lsr-independent mechanism, as lsr mutants
impaired in uptake still induced the operon in the presence of AI-2.
Indeed, there is evidence for a second AI-2 removal system in S. typhi-
murium because AI-2 activity also decreased in cultures of lsrA, lsrB,
and lsrC mutants after long periods of incubation (Taga et al., 2001).

The subsequent fate of AI-2 in the cell is not known, but it appears
likely that it is converted back into a usable metabolite. After internal-
ization, no activity was detectable in cell lysates, indicating that it is
modified upon entry into the cell (Taga et al., 2001). The LsrE protein
could be involved in such a pathway. The very transient production of
extracellular AI-2 in the absence of glucose suggests that cells have the
metabolic capability to recycle this compound not only after reuptake
but also during other growth stages where no AI-2 export occurs.

LsrB has been suggested to function as the AI-2 binding protein of
S. typhimurium, to deliver AI-2 to the membrane components of the
Lsr transporter (Taga et al., 2001). AI-2 is derived from ribose and both
LsrB and LuxP share some similarity in their C-terminal domains with
the E. coli ribose binding protein RbsB and other periplasmic binding
proteins of the LacI/Rbs family. However, LsrB shares only very little
sequence similarity with LuxP and is, in fact, more similar to RbsB,
suggesting that the two proteins have evolved independently. None
of the residues known to interact with the furanosyl–borate diester in
LuxP are conserved in LsrB. It will be interesting to see whether LsrB
binds the furanosyl–borate diester or a different DPD derivative with
‘‘AI-2 activity’’ (see Section IV).

D. AI-2 PRODUCTION IN E. COLI

The stimulatory effect of glucose on AI-2 production by E. coli grown
in batch culture has already been described. Other carbohydrates, such
as mannose, fructose, and galactose, show similar effects, whereas TCA
cycle intermediates do not stimulate accumulation of AI-2 (Surette and
Bassler, 1998). Contradictory data have been published with regard to
glycerol (Surette and Bassler, 1998; Hardie et al., 2003) and it remains
to be seen whether these differences are strain dependent. The early in-
duction of AI-2 uptake in E. coli and S. typhimurium in the absence of
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certain carbohydrates suggests a regulatory mechanism that resembles
catabolite repression. However, neither uptake via the PTS system nor
CRP/cAMP is required: the presence of both PTS and non-PTS sugars is
known to delay AI-2-degradation and mutants defective in ptsI, ptsII,
ptsH, crp, or cya (encoding adenylate cyclase) are no different in this
respect (Hardie et al., 2003).

DeLisa et al. (2001a) used chemostat-cultivated E. coli K12 to moni-
tor AI-2 production in response to growth rate, intracellular stress, and
a variety of environmental stimuli. In contrast to batch cultures, where
parameters such as nutrient availability, dissolved oxygen, pH, or the
concentration of toxic products are changing continuously, chemostat
cultivation offers the advantage of a reproducible and well-defined
growth environment, where AI-2 production in response to distinct
environmental changes can be studied.

In this study, AI-2 production was found to be directly proportional
to the growth rate of the bacterial culture, at least between 0.45 and
1.1 h�1 in LB medium supplemented with 50 mM glucose. A similar
correlation between growth rate and AI-2 production was later de-
scribed for steady fed-batch cultures at high cell densities (DeLisa
et al., 2001b). It was also noted that glucose was not required for AI-2
production in E. coli, a result confirmed for batch cultures and growth
in defined minimal medium (DeLisa et al., 2001b). In the absence of
glucose, AI-2 production by chemostat-cultivated E. coli also increased
with increasing growth rate but at a lower overall level.

AI-2 levels in chemostat cultures also exhibited an interesting dy-
namic profile during upshifts and downshifts in the dilution rate,
resulting in a transient overshoot or sluggish lag, respectively, prior
to reaching the final steady level. Furthermore, in LB medium, a single
pulse of glucose resulted in a biphasic upshift of AI-2 levels. Again,
this response was greater at higher growth rates. After the pulse, AI-2
accumulated temporarily, declined to prestimulus levels, and then
peaked again at an even higher level. This second peak occurred when
the glucose concentration fell below 10 mM. This is interesting be-
cause batch culture experiments with S. typhimurium have also shown
that a transient increase in AI-2 levels coincides with glucose depletion
(Surette and Bassler, 1999). However, data by Beeston and Surette
(2002) for S. typhimurium have demonstrated that this transient peak
also occurs in the absence of glucose.

In addition to glucose, several other intra- and extracellular stimuli
were shown to perturb the AI-2 signal in chemostat cultures. A pulse
of Fe (III), high osmolarity (35 g/l NaCl), or a decreased culture redox
potential (1g/l DTT) was followed by an increase in AI-2 activity within
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the first hour. The activity remained elevated for another 2 to 3 h before
returning to the prestimulus level. A pulse of serine hydroxamate
(100 mg/l), known to induce the stringent response, resulted in rapid
fall in AI-2 activity. Interestingly, AI-2 levels remained low for at least
4 h, even after serine hydroxamate had been washed out of the reactor.

Other stimuli, some of which are known to induce �32 or �S-mediated
responses, gave rise to more complex responses. For example, heat
shock and ethanol (4%) reduced AI-2 levels. In both cases, this reduc-
tion was followed by an oscillatory response before steady state was
reestablished. For the heat-shocked culture, AI-2 production remained
low because the temperature was maintained at 42

�
C for the entire

length of the experiment. Exposure to sodium acetate reduced AI-2
production initially; subsequently, a rapid increase of AI-2 activity
followed and AI-2 levels remained slightly elevated for more than 1 h
before falling back below the prestimulus level.

A hydrogen peroxide pulse (2 mM) led to a rapid decrease in AI-2
activity over the first 30 min, but then activity increased again and
peaked at a level of 1.5-fold before returning to steady-state level. When
the oxygen concentration was increased for 4 h, AI-2 levels were
reduced for the entire length of the experiment. However, when the
additional oxygen supply was switched off after 2 h, AI-2 activity
increased, before settling back toward the steady state.

Finally, overproduction of a recombinant protein in response to a
pulse of IPTGwas shown to decrease AI-2 production initially, but then
AI-2 activity returned to steady-state level in a dampened oscillatory
manner. A reduction of AI-2 activity in response to protein overexpres-
sion has also been shown for batch cultures (DeLisa et al., 2001b).
Although the observed reduction was protein-specific, it was linearly
related to the relative accumulation of most proteins.

DeLisa et al. (2001a) hypothesized that the observed changes in AI-2
production were not specific to each individual stress but indicative of
a shift in metabolic activity (or state) of the cells caused by this stress.
More specifically, they suggested that it is this change in the metabolic
state, manifested as a change in growth rate but possibly including
other phenomena, which is responsible for variations in AI-2 produc-
tion. This hypothesis is not only in agreement with the observed corre-
lation between growth rate and AI-2 production, but it also explains the
downshift of AI-2 levels after addition of sodium acetate and serine
hydroxamate (DeLisa et al., 2001a) or during protein overexpression
(DeLisa et al., 2001b), conditions which are all known to decrease the
metabolic activity and/or capacity of E. coli cells. Furthermore, this
hypothesis is also compatible with the idea that AI-2 production
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is linked to the metabolic flux through the activated methyl cycle
(Winans, 2002; Winzer et al., 2002a,b). However, it is important to keep
in mind that changes in extracellular AI-2 accumulation are not nec-
essarily directly linked with metabolic activity but could also be
achieved through the regulation of export, uptake, or inactivation.
Indeed, there is evidence for the active removal of AI-2 from E. coli che-
mostat culture fluids, as AI-2 activity in response to inhibitory stimuli
decreased faster than predicted from the washout in the absence of
continued synthesis (DeLisa et al., 2001a).

As a final comment, it has also been suggested that AI-2 production
is indirectly coupled to membrane synthesis, and thus growth, because
most SAM is used for the synthesis of the choline moiety of phospho-
lipids (Winans, 2002). Generally, however, this does not seem to be
the case. While eukaryotic cells indeed require large amounts of SAM
for the synthesis of phosphatidylcholine, this compound is only
formed by a small number of bacteria and is not synthesized, for in-
stance, by E. coli, which, like most other bacteria, employs phosphati-
dylethanolamine as the major membrane-forming phospholipid.
Bacteria known to use SAM for the conversion of phosphatidylethanol-
amine into phosphatidylcholine include Sinorhizobium meliloti and
Agrobacterium tumefacines (Kaneshiro and Law, 1964; Goldfine,
1982; de Rudder et al., 1997), both of which do not possess a luxS gene.
Furthermore, some bacteria only utilize host-derived choline for phos-
pholipid synthesis (Lopez-Lara and Geiger, 2001). However, many bac-
teria require SAM for the synthesis of other lipid components such as
N-methylethanolamine (e.g., Proteus vulgaris) or cyclopropane rings
(Goldfine andEllis, 1964;Goldfine, 1972; Cronan et al., 1979). Likephos-
phatidylcholine, the proportion of the latter compounds is often signifi-
cantly increased when cells enter stationary phase (Goldfine, 1972;
Taylor and Cronan, 1976; Goldfine, 1982; Wang and Cronan, 1994),
which may contribute to the peak in AI-2 accumulation observed for
some bacteria during this stage of growth (see Section VIII. A). However,
this does not seem to be the case for E. coli grown in LBmediumwithout
glucose, where AI-2 levels decline after the mid-exponential phase but
cyclopropane fatty acid biosynthesis increases dramatically during
the transition into stationary phase (Wang and Cronan, 1994).

E. REGULATION OF PFS and LUXS GENES IN E. COLI and S. TYPHIMURIUM

Relatively little information is available on the regulation of pfs and
luxS in different bacteria and under different environment conditions.
A study by Beeston and Surette (2002) suggests that in S. typhimurium
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in the presence of glucose, pfs but not luxS transcription correlates
with AI-2 production. Expression of luxS and pfs was monitored using
reporter fusions and RT-PCR for bacteria grown in LB medium with or
without 0.5% glucose, conditions previously reported to produce
major differences in AI-2 activity (Surette and Bassler, 1999). Interest-
ingly, luxS was constitutively transcribed at approximately the same
level at all timepoints and no changes were observed in the presence
or absence of glucose. In contrast, glucose had a drastic effect on pfs
expression. In the absence of glucose, AI-2 levels peaked after 3 to
4 h and disappeared completely after 5 h, whereas pfs expression
levels, after a small initial increase, remained largely unchanged
during this period and only started to increase significantly after 5 h
(which incidently coincides with the transition into stationary phase).
In the presence of glucose, however, pfs expression peaked after 4 h
and then rapidly declined, a pattern which was reflected by the AI-2
levels in the culture supernatant. After 4 h, both pfs expression and
AI-2 accumulation were about three times higher in the presence of
glucose than in its absence. Furthermore, in the presence of other
mono-, di-, or trisaccharides as well as glycerol, a very similar pfs ex-
pression pattern to that observed in the presence of glucose was noted.
Again, pfs expression levels appeared to correlate with the accumula-
tion of AI-2. Overexpression of luxS did not affect AI-2 production,
and addition of exogenous AI-2 had no effect on pfs or luxS expression.
On the basis of these results, Beeston and Surette (2002) suggested that
the tight regulation of AI-2 production may be mainly at the level of pfs
transcription and that AI-2 production is therefore regulated by the
availability of SRH. However, seeming correlations between changes
in gene expression and metabolite levels should be interpreted with
caution. Depending on the stability of the enzyme in question, a de-
crease in gene expression is not necessarily correlated with a decrease
in the corresponding enzymatic activity. The availability of the Pfs sub-
strate, SAH, is another issue (Beeston and Surette, 2002; Winzer et al.,
2002a,b). In the presence of glucose, a decrease in pfs expression and
AI-2 levels coincides with the entry into stationary phase, where the
activated methyl cycle might be used to a much lesser extent. It is
therefore possible that the regulation of pfs does not serve to limit
AI-2 production but merely reflects the given metabolic requirement
for complete substrate conversion. Furthermore, Pfs activity must also
satisfy its role in MTA detoxification.

The addition of 50 mM acetate to E. coli cultures grown in buffered
LKB broth at pH 6.7 increases the steady-state level of the LuxS protein,
but addition of formate failed to show the same effect (Kirkpatrick et al.,
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2001). The LuxS protein was also elevated at low pH, probably because
fermentation products such as acetate can reenter the cells in their
membrane-permeable, protonated form and accumulate in the cyto-
plasm (Stancik et al., 2002). It has been suggested that in glucose-
containing medium, luxS transcription responds to the production of
acetate, which peaks in midlog phase and then declines due to reup-
take and degradation via the TCA cycle (Stancik et al., 2002). This is
an interesting hypothesis because certain environmental stresses, in-
cluding acetate accumulation, seem to perturb methionine biosyn-
thesis in E. coli. This results in a reduced growth rate due to partial
methionine auxotrophy (Roe et al., 2002). In the case of acetate, growth
inhibition can be relieved through the addition of methionine (Han
et al., 1993). Experimental evidence suggests that acetate accumulation
inhibits a biosynthetic step required for the conversion of homocys-
teine to methionine, resulting in the depletion of the methionine pool
and toxic accumulation of homocysteine (Roe et al., 2002). The transi-
ent reduction of AI-2 activity in response to sodium acetate in a con-
tinuous culture of E. coli (DeLisa et al., 2001a) may well have been
caused by a reduced flux through the activated methyl cycle due to me-
thionine pool depletion. It is tempting to speculate that cells respond
to methionine pool depletion by the upregulation of enzymes required
for salvage pathways such LuxS. As a further example, temperatures
above 40

�
C inhibit growth of E. coli and other enteric bacteria, at least

in minimal medium, and this inhibition can be overcome by the
addition of methionine (Ron and Davis, 1971; Ron, 1975). Indeed, the
requirement for methionine at elevated temperatures has been associ-
ated with a decrease in homoserine transuccinylase (MetA) activity
(the first step in methinonine biosynthesis; see Fig. 7A) due to MetA
aggregation (Ron and Shani, 1971; Ron, 1975; Biran et al., 2000; Gur
et al., 2002). Perhaps depletion of this amino acid contributes to the ob-
served reduction in AI-2 activity when E. coli cultures are grown at
42

�
C (DeLisa et al., 2001a) and S. typhimurium undergoes heat shock

(Surette and Bassler, 1999).
DeLisa et al. (2001a) reported that luxS transcript levels in response

to the recombinant protein overexpression were highly correlated with
those of stress and starvation-induced genes, namely, rpoS, groEL,
dnaK, grpE, clpP, ftsA, ftsJ, ftsQ, and recA. As an initial response, the
reduction of AI-2 and concomitant increase of luxS transcript levels
was reported. DeLisa et al. (2001a) suggested an overlap between
quorum-sensing and stress-related circuitries, but it is also possible
that luxS (like the other genes) responded to the metabolic and physio-
logical consequences of protein overexpression, such as amino acid
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pool depletion and protein misfolding. Methionine pool depletion, and
thus a reduction in the metabolic flux through the activated methyl
cycle as indicated by the reduction in AI-2 levels, could result in in-
creased expression of luxS and other genes involved in methionine
salvage pathways.

F. REGULATION OF AI-2 PRODUCTION IN THE GUT

Because of the genetic organization of pfs and btuF in enteric bacteria
(see Section VII), Beeston and Surette (2002) suggested that AI-2 pro-
duction may be tightly linked to cobalamin uptake in the intestinal
tract, a habitat where anaerobic conditions prevail and cobalamin is
readily available for colonizing or infecting bacteria. Many enterics,
but not E. coli, can also synthesize cobalamin de novo (Roth et al.,
1996) and, interestingly, in other facultative anaerobic � Proteobacteria
such as V. cholerae, S. putrefaciens, and S. oneidensis pfs is not linked
to btuF but to homologues of the cobalamin biosynthesis gene cobD
(see Section VII). The suggested coregulation of pfs and cobalamin
transport/synthesis genes is therefore more likely to reflect an in-
creased requirement for cobalamin and the recycling of methionine
under anaerobic conditions rather than a direct link between cobalamin
uptake and signal molecule generation. S. typhimurium, for instance,
synthesizes cobalamin only under anaerobic conditions (Roth et al.,
1996). Many of the known cobalamin-dependent reactions support
anaerobic fermentation of small molecules (Roth et al., 1996). Cobala-
min is also part of class II ribonucleotide reductases and methionine
synthesis by MetH. In E. coli and S. typhimurium, the cobalamin-
dependent methionine synthase MetH is probably only functional
during growth in the gut, where cobalamin represses the expression of
metE (Wu et al., 1992; Matthews, 1996). That said, the suggested coor-
dinated regulation of cobalamin acquisition and SAH catabolism in
enteric bacteria is intriguing and certainly argues in favor of increased
AI-2 production in the gut. There are other observations that suggest
that AI-2 production may be maximal in the intestinal lumen. For
example, it has been pointed out that this environment is rich in nutri-
ents (including carbohydrates) and high in osmolarity, conditions
known to favor extracellular AI-2 accumulation (Surette and Bassler,
1999; Beeston and Surette, 2002).

Furthermore, it might be interesting to determine whether for E. coli
and S. typhimurium there is a link between extracellular AI-2 accumu-
lation and the production of short-chain fatty acids (SCFAs) and ace-
tate in particular. Accumulation of these compounds can have severe
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physiological effects because SCFAs in their undissociated form
are membrane permeable and can reenter and, depending on the pH
gradient across the cytoplasmic membrane, accumulate within the
cell (Russell and Diez-Gonzalez, 1998). As was described in more detail
(Section VIII. D), the short-lived accumulation of AI-2 under glucose-
limiting conditions coincides not only with the depletion of glucose
but also with a temporary drop in pH (Surette and Bassler, 1998),
which, at least for E. coli, has been associated with the buildup of
acetate (Stancik et al., 2002). However, the inclusion of unlimited
glucose results in steady acidification without recovery (Surette and
Bassler, 1999; Stancik et al., 2002), resulting first in increased AI-2
accumulation and also a delayed degradation. This, together with the
fact that LuxS protein levels are increased at low pH and under acetate
stress, led to the suggestion that in the presence of glucose, the luxS
gene may respond to the production of acetate (Stancik et al., 2002).
To take this hypothesis a step further, is it possible that acetate
stress, rather than a drop in pH, is one of the signals that leads to
AI-2 accumulation? The fact that high concentrations of acetate
somewhat reduced the rate of AI-2 production in chemostat-grown
E. coli (DeLisa et al., 2001a) does not necessarily mitigate against this
suggestion.

High concentrations of SCFAs, fermentation products of the local mi-
croflora, are also present in the intestine (Cummings et al., 1987) and al-
though the pH of the gut lumen is nearly neutral, it is sufficiently low in
some parts (Cummings et al., 1987; Fallingborg, 1999), particularly on
the surface of the intestinal lining (Bugaut, 1987), to promote the accu-
mulation of SCFAs in bacteria unable to reduce their intracellular pH.
Other signals must exist, however, because temporary AI-2 production
is also observed for S. typhimurium grown at pH 7.4 (Surette and
Bassler, 1999), where reentry of acetate is not likely to be a major under-
taking due to the small pH gradient and a low amount of undissociated
acid.

G. REGULATION OF pfs AND luxS GENES IN OTHER BACTERIA

In P. gingivalis, luxS transcript levels were more than three times
higher in cells from the late log phase than in those from early log
phase (Chung et al., 2001). LuxS protein levels also increased through-
out growth (Burgess et al., 2002). The concentration of NaCl affected
luxS transcript levels significantly, whereas changes in pH (6.5 and
8.5) or temperature had no effect (Chung et al., 2001). Highest transcript
levels were observed in the presence of 80 mMNaCl. At a concentration
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of 160 and 240 mM NaCl, expression was significantly reduced and
absent, respectively.

In S. pyogenes, amino acid starvation, i.e., the absence of isoleucine
and valine, was reported to increase luxS transcript levels approx-
imately threefold (Steiner and Malke, 2001). This response, which is
relA-independent, makes sense from a metabolic perspective. As has
been mentioned, under conditions of starvation, cells may upregulate
recycling pathways such as the activated methyl cycle. In organisms
such as E. coli and S. typhimurium, the biosynthetic pathways leading
to isoleucine and methionine formation share a common precursor,
homoserine. However, S. pyogenes lacks many of the essential genes
required for methionine and isoleucine de novo biosynthesis including
metE andmetH, and consequently, the efficient generation of homocys-
teine cannot free up resources for isoleucine and methionine forma-
tion. Although upregulation of luxS appears to be part of a general
starvation response in this organism, its role under these conditions
remains unclear.

During long-term starvation, the activated methyl cycle, like other
metabolic processes, would be predicted to be downregulated. Indeed,
differential regulation of luxS was reported for B. burgdorferi inhabit-
ing the gut of ticks (Ixodes scapularis) which were either fed to
repletion on mice or left unfed (Narasimhan et al., 2002). In fed ticks,
a significant increase of luxS-specific transcripts was observed. Al-
though it was suggested that luxS may be part of a signaling circuit me-
diating responses to environmental stimuli, the observed changes in
transcription make more sense from a metabolic point of view. In the
presence of nutrients, the enzymes of the activated methyl cycle are
induced, because the bacteria require SAM for growth.

In S. aureus, the luxS gene is transcribed as a single transcriptional
unit from a �70-dependent promoter (Doherty et al., 2002). Transcript
levels are highest during exponential growth and decrease moderately
during the transition to stationary phase. In common with P. gingivalis
and S. typhimurium, overexpression of luxS in S. aureus does not
result in increased AI-2 production, again suggesting that the metabolic
flux through the activated methyl cycle is not limited by LuxS activity.
Furthermore, expression of the luxS gene is not influenced by the agr
quorum sensing system (Doherty et al., 2002). Walker and Duerre
(1975) reported only trace amounts of SRH-cleaving activity in S.
aureus cell-free extracts, which could explain the low amounts of AI-
2 produced by this organism. However, Doherty et al. (2002) found that
the specific activities of LuxS in cell extracts of S. aureus RN6390B and
E. coli MG1655 entering stationary phase were comparable.
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For C. perfringens (Banu et al., 2000; Ohtani et al., 2002), it has been
proposed that the operon containing luxS, metB, cysK, and a gene of
unknown function, ycgJ, is regulated by the VirR/VirS two-component
system, originally identified as a regulator of toxin, sialidase, protease,
and hemagglutinin production. Two different transcripts appear to be
present, a 4.9 kb transcript encoding the entire operon and a 2 kb tran-
script encoding cysK and luxS (Banu et al., 2000). The 4.9 kb transcript
was moderately increased (twofold) in a virR-negative background,
whereas the 2 kb transcript appeared to be virR independent. The
4.9 kb transcript was only detectable at the midexponential phase of
growth and disappeared at the late exponential phase. Whether the
twofold increase of the 4.9 kb transcript is a direct or indirect effect
of virR inactivation remains to be seen, especially since this is the first
example of negative regulation by the system, but it could represent a
mechanism to coordinate virulence factor production with metabolic
requirements during infection.

IX. Mechanisms of Bacterial Cell-to-Cell Communication

Section II describes the variety of bacterial cell–cell communication
(quorum-sensing) mechanisms discovered to date. Although LuxS
clearly has an important role within the activated methyl cycle (as dis-
cussed in detail in preceding sections), the molecule it generates (AI-2)
appears to function as a diffusible signal molecule in some bacteria.
Indeed, it was in this context that it was first discoved in V. harveyi
(Bassler et al., 1994). As such, AI-2-dependent quorum sensing would
be unique since it is shared by diverse gram-negative and gram-
positive bacteria. The role of AI-2 in cell-to-cell communication, par-
ticularly the regulation of bioluminescence in V. harveyi, is described
in detail in the following section.

A. QUORUM SENSING IN VIBRIO SPECIES: A ROLE FOR AI-2

1. Quorum Sensing in Vibrio harveyi and Vibrio cholerae

V. harveyi andV. cholerae both possess highly sophisticated quorum-
sensing systems. Information frommultiple channels is integrated with
the help of a complex phosphorelay system and determines, together
with other physiological and environmental parameters, the expres-
sion of specific target genes. Owing to the complexity of these systems,
a short general description will be given first in the relevant sections
(IX. A.2.a and IX. A.3.a), followed by a more detailed discussion of
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individual components. V. harveyi and V. cholerae are presently
the only species, where a role of AI-2 in quorum sensing has been
convincingly demonstrated.

2. The Quorum-Sensing System of V. harveyi

a. Overview. It has been known for a long time that the marine bacte-
rium V. harveyi (formerly Beneckea harveyi) regulates biolumines-
cence via the production of a ‘‘substance’’ that accumulates in the
medium and induces the production of luciferase (Greenberg et al.,
1979). It is now clear that the expression of the luxCDABEGH operon,
which encodes the enzymatic functions for light production, is con-
trolled in a complex manner involving not one but two different signal
molecules and two converging signal transduction pathways (Fig. 8).

The first signal molecule to be isolated was identified as N-(3-
hydroxybutyryl)-L-homoserine lactone (Cao and Meighen, 1989; 1993),
whereas the second molecule, autoinducer-2 (AI-2), appears to be a
furanosyl borate diester (Chen et al., 2002, see Section IV for details).
Synthesis of N-(3-hydroxybutyryl)-L-homoserine lactone (3OH-C4-
HSL also termed AI-1) is directed by the LuxM protein (originally
designated LuxLM by Bassler et al. (1993) but subsequently found to
be a single ORF (Milton et al., 2001) ). After its synthesis, AI-1 is re-
leased into the medium where it accumulates. In contrast to most of
the known AHL-based signaling systems, however, this molecule is
not recognized by an intracellular LuxR-type regulator, but a histidine
protein kinase, LuxN, which is located in the cell membrane (Bassler
et al., 1993).

The production of a second autoinducer, AI-2, became apparent after
Bassler et al. (1993) discovered that the addition of spent culture fluid
from a luxM mutant culture was still capable of inducing biolumines-
cence in a luxN mutant prematurely, whereas synthetic AI-1 failed to
show the same effect. Furthermore, the luxN mutant, although defec-
tive in AI-1 signal transduction, still produced light in a cell density-
dependent manner. Synthesis of AI-2 depends on the LuxS protein
(see Section III). It is presently not known how this comparatively polar
signal molecule is released into the medium but, in common with AI-1,
it accumulates during growth of a V. harveyi culture. AI-2 binds to a
periplasmic binding protein, LuxP, which then, in turn, is thought to
interact with a membrane-bound histidine protein kinase termed LuxQ
(Bassler et al., 1994; Chen et al., 2002).

LuxN and LuxQ belong to the family of so-called hybrid sensor ki-
nases because they contain a signaling domain as well as a receiver
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domain within a single polypeptide. Both kinases apparently autophos-
phorylate (Freeman and Bassler, 1999a,b; Freeman et al., 2000) in the
absence of signal molecule (low cell densities) but function as phos-
phatases at high signal molecule concentrations (high cell densities).
A model of quorum sensing in V. harveyi has been presented where, at
low cell densities the phosphate is transferred from the autophos-
phorylated LuxN and LuxQ proteins to a two-component phosphorelay
protein termed LuxU, which in turn phosphorylates the response regu-
lator protein LuxO (Freeman and Bassler, 1999a,b; Freeman et al.,

FIG. 8. Proposed quorum-sensing cascade of V. harveyi. Two parallel quorum-sensing
circuits regulate light production in V. harveyi. System 1 involves the LuxM-dependent

production of AI-1 (pentagons), which is sensed by the histidine kinase LuxN. In system

2, AI-2 (triangles) is produced by LuxS and binds to the periplasmic binding protein

LuxP. The LuxP–AI-2 complex then interacts with the histidine kinase LuxQ. In the
absence of AI-1 or AI-2, LuxN and LuxQ act as kinases which, after autophosphorylation,

transfer the phosphate (‘‘P’’ in a circle) to the phosphorelay protein LuxU. From here, the

phosphate is transferred to the transcriptional regulator LuxO. Phospho-LuxO is

hypothesized to activate the unidentified repressor (X), preventing action of the
transcriptional activator LuxRVh and switching off light production. LuxO also represses

luxRVh transcription (Miyamoto et al., 2003; not shown), possibly via the repressor X.

Repressor X has been postulated to directly influence luxCDABE expression, but it is also

possible that this effect is mediated by LuxRVh. In the presence of AI-1 and AI-2, LuxN
and LuxQ convert from kinases to phosphatases, leading to the dephosphorylation of

LuxO. Dephospho-LuxO is inactive, no expression of the repressor X occurs, and LuxRVh

activates transcription of the luciferase operon to generate light. Reproduced from Miller
et al. (2002).
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2000). Thus, the sensory inputs from LuxN/AI-1 and LuxQ/LuxP/AI-2
are integrated. LuxO in its phosphorylated form is known to repress
bioluminescence (Bassler et al., 1994; Freeman and Bassler, 1999a),
probably indirectly by activating the production of a repressor of the
luxCDABEGH operon. At a critical autoinducer concentration, the
binding of AI-1 and AI-2 to LuxN and LuxP, respectively, is thought
to lead to a conformational change of LuxN and LuxQ, converting these
proteins from kinases into phosphatases (Freeman et al., 2000). Conse-
quently, the flow of phosphates is reversed, now going from LuxO via
LuxU to LuxN and LuxQwhere dephosphorylation takes place. Dephos-
phorylated LuxO can no longer activate the transcription of the hypo-
thetical repressor gene and, eventually, luxCDABE is transcribed. Not
surprisingly, LuxO and, therefore, signal molecule accumulation also
controls other phenotypes in V. harveyi, such as siderophore produc-
tion and colony morphology (Lilley and Bassler, 2000), as well as genes
encoding putative type III secretion proteins and a metalloprotease
(Mok et al., 2003). luxCDABE is also controlled by an activator protein
termed LuxRVh (not to be confused with the LuxR protein of Photobac-
terium fischeri), a homologue of a family of proteins which includes:
HapR in V. cholerae, VanT in V. angularum, and LitR in V. fischeri.
luxRVh is also negatively regulated by LuxO (Miyamoto et al., 2003).

b. The phosphorelay system. It should be noted that the phosphoryl-
ation events described here have not yet been demonstrated directly,
but have been deduced from a series of elegant experiments including
the systematic exchange of amino acids in LuxN, LuxU, and LuxO.
Some of these changes were based on results obtained for similar stud-
ies with CheY, NtrC, and EnvZ, and resulted in the formation of mutant
proteins mimicking either the phosphorylated or dephosphorylated
form of the respective protein. These experiments have contributed
substantially to our understanding of the V. harveyi quorum-sensing
signal transduction cascade and will therefore be described in more
detail. No such experiments have been undertaken with LuxQ. How-
ever, this protein is thought to function in a manner analogous to LuxN
due to the phenotypes observed for luxQ, luxN, or luxNQ double
mutants (see Section X.A.4).

c. luxN. While a conserved histidine in the sensor kinase domain is
required solely for LuxN kinase activity, a conserved aspartate local-
ized in the response regulator domain is required for both kinase and
phosphatase activity (Freeman et al., 2000). LuxN kinase activity is
regulated by AI-1, whereas its phosphatase activity appears to be
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constitutive. The elimination of the proposed autophosphorylation site
(the histidine in position 471 [H471] was exchanged against glutamine
[H471Q]) resulted in constitutive light production, similar to the
phenotype of the wild-type in the presence of exogenous AI-1. The
phenotype associated with the H471Q mutation is consistent with a
loss of LuxN kinase activity but unaltered phosphatase activity. In
the E. coli sensor kinase EnvZ, all mutations of the equivalent con-
served histidine residue had been reported to eliminate kinase activity
but only some of these changes also affected phosphatase activity
(Hsing and Silhavy, 1997). Consequently, H471 was exchanged for a
number of other amino acids, but none of the resulting proteins was
altered in phosphatase activity (elimination of both kinase and phos-
phatase activity would have been expected to produce the phenotype
of a luxN deletion mutant).

Random mutagenesis of luxN created an allele where leucine in po-
sition 166 (L166) was exchanged for arginine (R) in the encoded protein
(L166R) (Freeman et al., 2000). This replacement resulted in a constitu-
tively dark strain, just like the phenotype observed with luxM muta-
tions. Because L166 is located within the domain of LuxN which
spans the membrane and periplasm, the amino acid exchange in this
position was interpreted to render the protein unable to respond to
the presence of AI-1, effectively locking it in the kinase mode. As
expected a strain containing a luxN gene with both mutations (L166R
and H471Q) exhibited constitutive bioluminescence: Although the
enzyme is locked in the kinase state, it cannot autophosphorylate but
still exhibits a constitutive phosphatase activity (which apparently is
strong enough to efficiently override LuxQ kinase activity).

Since none of the sensor kinase module mutations affected phos-
phatase activity, the location of this activity was speculated to be in
the response regulator domain. The predicted phosphorylation site of
this domain, an aspartate residue in position 771 (D771), was changed
into alanine (D771A). A strain producing this protein, just like a luxN
deletion mutant, showed cell density-dependent production of light
which could not be advanced by the addition of exogenous AI-1. This
phenotype is consistent with the loss of both kinase and phosphatase
activity. In order to demonstrate a function for D771 in the kinase reac-
tion, the luxN L166R mutation was combined with a luxN D771A
mutation. Since L166R locks luxN in the kinase mode, the ‘‘dark’’
phenotype conferred by this mutation should also depend on D771.
Indeed, it was found that a strain carrying this double mutation
produced wild-type levels of light, confirming that D771 is required
for the transfer of the phospho group to LuxU.
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Furthermore, an in-frame deletion mutant of luxN, expressing only
the response regulator domain, displayed maximal constitutive biolu-
minescence, a phenotype consistent with a lack of kinase activity and
the presence of constitutive phosphatase activity. D771 is required for
this activity, since its exchange against alanine in the expressed re-
sponse regulator domain resulted in cell density-dependent light pro-
duction, just as the corresponding mutation in the complete protein
or a complete luxN deletion.

d. luxU. LuxU is a small phosphorelay protein which appears to
receive phosphates from both LuxN and LuxQ and to transfer them
subsequently to LuxO (and vice versa). A histidine residue (His 58) is
essential for this transfer (Freeman and Bassler, 199b), because its ex-
change against alanine prevents the protein from becoming phophory-
lated and therefore confers, like the deletion of luxU, a constitutive
bioluminescent phenotype (LuxO remains unphosphorylated). The
same phenotype was also observed for a luxU–luxO double mutant.
Evidence for the position of LuxU in the signal transduction cascade
was obtained by combining a luxU deletion with alleles of either luxO
or luxN carrying defined point mutations. When the luxO allele D47E
(encoding a Phospho–LuxOmimic)was combinedwith a luxU deletion,
the resulting strain was constitutively dark, placing LuxU upstream of
LuxO in the signal transduction hierarchy. Moreover, a strain carrying
the luxN allele L166R (the encoded protein is locked in the kinase
state; see preceding section) showed a constitutively dark phenotype
(due to continuous phosphorylation of LuxO), but when combinedwith
a luxUdeletion the resulting strainwas constitutively bright, confirming
that LuxU works downstream of LuxN and—by analogy—LuxQ (Free-
man and Bassler, 1999b). It is, however, possible that LuxU is also phos-
phorylated by other sensors kinases, and it may be the point where other
environmental signal input converges. The role of LuxU and LuxO in
signal integration is further described in Section IX. A. 4.

e. luxO. Freeman and Bassler (1999a) constructed a set of luxO
alleles, which replaced the wild-type gene on the chromosome and en-
coded proteins mimicking either the unphosphorylated (constructs
D47A, D47N, K97A) or phosphorylated protein (D47E, F94W). Produc-
tion of proteins mimicking the unphosphorylated state of LuxO
resulted in constitutive light production, whereas production of Phos-
pho–LuxO mimics resulted in a dark phenotype, suggesting that an
unphosphorylated response regulator domain inhibits the activity of
the protein (DNA binding and activation of transcription of the
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putative lux operon repressor gene). This was further supported by the
observation that a strain containing a truncated luxO gene, which only
encoded the N-terminal DNA-binding domain, was dark at high cell
densities, probably because this domain was still capable of binding
to its DNA target site and activating repressor transcription.

f. The role of rpoN. Since LuxO is a NtrC homologue which contains
a conserved �54 (RpoN) activation domain, Lilley and Bassler (2000)
studied the role of RpoN in cell density-dependent regulation of biolu-
minescence. Indeed, it was confirmed that RpoN is required for the cell
density-dependent regulation: An rpoNmutant is constitutively bright,
just like a luxO mutant. Furthermore, when the rpoN mutation was
transferred into the constitutively dark LuxO mutant D47E, which is
locked in a form mimicking phosphorylated LuxO, the resulting double
mutant also exhibited constitutive light production, indicating that
LuxO does not act downstream of LuxN in the signal transduction hier-
archy. luxO–lacZ fusion analysis also demonstrated that RpoN is not re-
quired for luxO expression. Conversely, LuxO is not required for rpoN
expression because rpoN mutants are nonmotile in contrast to luxO
mutants. Taken together, these results confirmed that phosphorylated
LuxO is required to activate the RpoN-dependent transcription of a gene
encoding a repressor of luxCDABE.

Lilley and Bassler (2000) also showed that LuxO, and, therefore,
signal molecule accumulation, also controls other phenotypes in
V. harveyi, such as siderophore production, colony morphology, and
pellicle formation in liquid culture. The LuxO D47E mutation signifi-
cantly increased siderophore amounts in AB medium, but additional
mutation of rpoN was shown to reduce amounts to wild-type level.
The colonies of the D47E strain, as well as those of strain L166R, where
LuxN is locked in the kinase state, displayed a morphology similar to
the rugose morphology described for V. cholerae El Tor biotype hapR
mutants (see Section IX. A. 3) and the opaque morphology of V. para-
haemolyticus. The D47E and L166R strains also formed pellicles in
liquid culture.

g. luxRvh. The LuxRvh protein of V. harveyi is required for the expres-
sion of the luxCDABE operon (Showalter et al., 1990), but it is not a
member of the well-known family of LuxR-type proteins found in other
bacteria, such as P. fischeri or Pseudomonas aeruginosa. Instead, it
belongs to a family of proteins presently only described in members
of the genus Vibrio and closely related bacteria. Known examples
include HapR, SmcR, OpaR, LitR, and VanT, in V. cholerae, Vibrio
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vulnificus, Vibrio parahaenolyticus, P. fischeri, and Vibrio anguillar-
um, respectively. Alignments indicate that these proteins contain a
helix-turn-helix domain with high similarity to the helix-turn-helix
region typical for the TetR family of transcriptional regulators (Jobling
and Holmes, 1997; McDougald et al., 2000).

V. harveyi LuxRvh is known to interact directly with the operator
region of the lux operon (Swartzman et al., 1992; Miyamoto et al.,
1994) and it also directly regulates its own expression by functioning
as an autorepressor (Chatterjee et al., 1996). Interestingly, reporter gene
studies indicated that transcription of luxRVh can be stimulated, albeit
only two-fold, through the addition of exogenous AI-1, suggesting that
the AI-1 signal can also be transduced through LuxRvh. However, these
findings were made with two undefined mutants thought to be
impaired in AI-1 synthesis7 and response, respectively, and no stimu-
lation was observed for the wild-type (Miyamoto et al., 1996). The pre-
cise mechanism and the significance of these observations are not clear
and require further experimentation. A paper by Miyamoto et al. (2003)
suggests that LuxO negatively regulates luxRvh (a luxOmutant contains
three times more luxRvh mRNA at low cell density compared to the
wild-type and expression of a plasmid-borne copy of luxRVh in a luxO
mutant significantly stimulates bioluminescence).

Homologues of V. harveyi LuxRVh have been shown to control
a number of different phenotypes, including bioluminescence in
P. fischeri (Fidopiastis et al., 2002; LitR regulates transcription of the
P. fischeri luxR gene), metalloprotease production, pigment produc-
tion, and biofilm formation in V. anguillarum (Croxatto et al., 2002),
and a number of virulence genes in V. cholerae (see Section X. A. 3).
Miyamoto et al. (2003) suggest that LuxO-dependent control of luxRVh

homologues is a common regulatory component of quorum-sensing
systems in Vibrio sp.

h. Metabolic control of bioluminescence. Bioluminescence in V. har-
veyi is not only controlled by quorum sensing but is also linked to
the nutritional status of the cell (Nealson and Hastings, 1979;
Meighen, 1991). Chatterjee et al. (2002) demonstrated that the global
regulator CRP (cAMP receptor protein) is absolutely required for
luxCDABE expression, whereas the LysR-type regulator MetR plays a
more modulatory role. Bioluminescence of V. harveyiwas 1000-fold re-
duced in a crp mutant but 10-fold increased in a metR mutant. Both
proteins interact directly with the luxRVh and luxCDABE promoter.

7 This mutant is also deficient in AI-2 production (Bassler et al., 1997).
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Bioluminescence appears to be subject to catabolite repression, be-
cause the binding of CRP to the luxRVh and luxCDABE promoter re-
quires cAMP, and light production of V. harveyi is reduced in the
presence of glucose. Homocysteine, known to act as the MetR coregula-
tor in E. coli, reduced bioluminescence when added to the growth
medium. Thus, it appears that luxCDABE expression is also linked to
methionine metabolism.

3. The Quorum-Sensing System of Vibrio cholerae

a. Overview. The detection of an AI-2–like signal molecule in spent
culture supernatants of a number of V. cholerae strains (Bassler et al.,
1997) as well as the presence of putative homologues for all compo-
nents of the V. harveyi AI-2 signal transduction cascade in the
V. cholerae genome (luxS, luxP, luxQ, luxU, luxO) suggested that this
bacterium uses a quorum-sensing system similar to that of V. harveyi to
regulate target genes in a cell density-dependent manner. Indeed, gene
array studies by Zhu et al. (2002) indicated that the entire ToxR regulon
is repressed in a V. cholerae luxO mutant (E1 Tor biotype strain
C6706), and that this repression is mediated by the regulator HapR, a
homologue of LuxRVh, originally identified as a positive regulator of
the HA protease (Jobling and Holmes, 1997). Gene array analysis of
V. cholerae constitutively expressing hapR revealed a transcriptional
profile very similar to that of a luxO mutant, identifying HapR itself
as a negative regulator of virulence gene expression. Further experi-
ments by Zhu et al. (2002) suggested that HapR negatively regulates
tcpP, via direct inhibition of ahpA expression (Kovacikova and
Skorupski, 2002), thereby preventing the production of the positive
regulator ToxT, which is required for virulence gene expression (Fig. 9).

Zhu et al. (2002) demonstrated that LuxO represses hapR transcrip-
tion during early logarithmic growth, thereby allowing TcpP-depen-
dent virulence genes to be expressed. The authors also demonstrated
that LuxO and HapR are involved in the regulation of protease produc-
tion and biofilm formation. In addition, V. cholerae LuxO positively
regulates motility. In 2002, the unusually complex quorum-sensing
system of V. cholerae has been unraveled by Miller et al. Like V. har-
veyi, two parallel quorum-sensing systems converge to regulate specific
target genes in V. cholerae. Using the luxCDABE gene cluster of V. har-
veyi as a reporter, a new signal molecule of unknown structure, CAI-1,
was discovered which appears to interact with a hybrid sensor kinase
termed CqsS. A protein with similarity to aminotransferases, CqsA, is
required for CAI-1 production. CqsA, CqsS, and CAI-1 represent the first
quorum-sensing system of V. cholerae. The second system corresponds
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to the AI-2–based system of V. harveyi, consisting of the periplasmic
protein LuxP, the sensor kinase LuxQ, AI-2, and the AI-2 signal mol-
ecule generator LuxS. Analysis of various V. choleraemutants suggests
that CqsS and LuxQ, by analogy with V. harveyi, also act as kinases at
low cell density but switch to phosphatase activity upon the binding of
their cognate signal molecules at high cell density. Furthermore, the
sensory input from both systems is also integrated on the level of LuxU,
which mediates the exchange of phosphate groups between the sensor
kinases and the response regulator LuxO. However, in contrast to what
has been described for V. harveyi, a third signaling circuit, possibly re-
sponding to an intracellular signal, feeds into the V. cholerae system at
the level of LuxO, adding yet another layer of complexity (Fig 9A).

Phospho–LuxO, which is only present at low autoinducer concentra-
tions, negatively regulates the production of HapR, thereby allowing
TcpP-dependent virulence gene expression to take place. Thus, in con-
trast to many other plant or animal pathogens, quorum sensing in
V. cholerae serves to repress rather than activate virulence gene expres-
sion at high cell densities, at least in vitro (Miller et al., 2002; Zhu
et al., 2002).

b. Analysis of V. cholerae quorum-sensing using a luxCDABE
reporter. Although closely related to V. harveyi, the vast majority

FIG. 9 (continued)
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of V. cholerae strains are nonluminescent. Nevertheless, light produc-
tion has been reported for some nonpathogenic isolates, and some non-
luminescent strains contain remnants of luciferase genes (Palmer and
Colwell, 1991). This, and the presence of most of the components re-
quired for luxCDABE expression, makes the V. harveyi luciferase
operon an ideal reporter for the analysis of quorum-sensing–dependent
gene expression in V. cholerae. Indeed, the cosmid pBB1 which carries
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FIG. 9. (A) Proposed quorum-sensing cascade of V. cholerae. At least three sensory
circuits function in parallel in V. cholerae. System 1 is composed of the CqsA-dependent

autoinducer (CAI-1, pentagons) and its sensor, the histidine kinase CqsS. System 2 is

composed of the LuxS-dependent autoinducer (AI-2, triangles) and its sensor LuxPQ.
Information from both systems is channelled through LuxU to LuxO by phosphorelay

(‘‘P’’ in a circle) in a similar manner to that described for V. harveyi in Fig. 8. An

additional intracellular regulatory system (System 3) is thought to influence LuxO

phosphorylation. Phospho-LuxO is suggested to repress hapR expression by activating
the repressor (X). HapR then regulates the expression of genes including the virulence

regulon encoding cholera toxin. Reproduced from Miller et al. (2002). (B) Regulation of

V. cholerae virulence. Solid arrows denote positive effects while solid T-bars denote

negative effects. At low cell density, phospho-LuxO is active and induces motility in
addition to repressing hapR expression via activation of the repressor X. HapR represses

ahpA; thus, in the absence of HapR, AphA is made which together with AphB activates

tcpPH expression. In concert with ToxRS, TcpPH activates toxT, resulting in expression
of the virulence factors TCP and CT. Activation of toxT is also thought to be influenced

by environmental signals sensed by ToxRS or TcpPH. In contrast, at high cell density,

LuxO is dephosphorylated and inactive due to the accumulation of autoinducer signals.

This leads to hapR expression and, in turn, repression of tcpP alongside activation of
hapA, resulting in production of the Hap protease. (1) indicates that the system 3,

although reported to be intracellular, acts in a fashion similar to systems 1 and 2. Based

on information presented by Cotter and DiRita (2000), Kovacikova and Skorupski (2002),

Miller et al. (2002), and Zhu et al. (2002).
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the V. harveyi luxCDABE operon has proven an invaluable tool (Miller
et al., 2002). Initial experiments established that V. cholerae containing
this cosmid expresses this operon in a cell density-dependent manner,
as expected for a reporter controlled by quorum sensing. Furthermore,
V. cholerae luxO and hapR mutants display constitutively bright and
dark phenotypes, respectively, just as their corresponding V. harveyi
counterparts, demonstrating that the luxCDABE operon is controlled
by elements already known from the V. harveyi quorum-sensing
system.

The subsequent analysis of quorum sensing in V. cholerae by Miller
et al. (2002) involved the construction of various single, double, or
triple mutants as well as random mutagenesis. However, comparisons
of quorum sensing in V. harveyi and V. cholerae should consider the
possibility that differences in the way the lux operon is controlled in
both species may exist. Production of HapR, which activates the lux
operon, is negatively regulated by LuxO in V. cholerae. Given the fact
that phospho–LuxO acts as an activator of RpoN-dependent promoters
in V. harveyi (Lilley and Bassler, 2000), it can be postulated that V. cho-
lerae LuxO is required for the expression of an as yet unknown re-
pressor of hapR expression. Interestingly, LuxO-dependent regulation
of luxRVh has also been demonstrated for V. harveyi (Miyamoto
et al., 2003). However, whether this is a major regulatory mechanism
for luxCDABE expression in this organism remains unclear, given
that in the V. harveyi wild-type, addition of exogenous AI-1 has a dra-
matic effect on (LuxO-mediated) bioluminescence (Cao and Meighen,
1989; Bassler, 1999) but no effect on luxRVh transcription (Miyamoto
et al., 1996).

c. The V. cholerae quorum-sensing system 1. The V. cholerae genome
contains a putative hybrid sensor kinase gene, originally annotated
‘‘luxN’’ (Heidelberg et al., 2000; see supplementary data www.nature.-
com; www.tigr.org) but now renamed CqsS (Cholerae quorum-sensing
sensor; Miller et al., 2002). CqsS shows no similarity to the N-terminal
sensory domain of the V. harveyi LuxN protein. Furthermore, no luxM
homologue is present in the V. cholerae genome. This raised the ques-
tion whether CqsS senses a signal different from AI-1. The enzyme re-
sponsible for the production of this signal has been identified and
termed CqsA (Cholerae quorum-sensing autoinducer). Miller et al.
(2002) reasoned that if cqsS is involved in the quorum-sensing control
of the luxCDABE reporter, a luxS–cqsA double mutant should be dark,
because in the absence of autoinducers, both sensors, CqsS and LuxQ,
should remain in the kinase state, leading to the phosphorylation of
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LuxO and therefore repression of HapR. To isolate the postulated auto-
inducer synthase, the authors first mutagenized a V. cholerae luxS
mutant with Tn5 and then introduced the luxCDABE reporter operon.
Among the isolated dark strains, those responding to a diffusible com-
pound produced by the AI-2–negative parent strain were further ana-
lyzed and shown to contain transposon insertions within the cqsA
gene, originally annotated as VCA0523 in the V. cholerae genome data-
base (www.tigr.org). Interestingly, cqsA is located adjacent to cqsS but
transcribed in the opposite direction.

Cross-feeding experiments using cqsA–luxS and cqsA–luxQ double
mutants as sensors and culture supernatants from wild-type luxS and
cqsA mutants as a source for the signal molecules verified that cqsA
encodes an enzyme responsible for the production of a diffusible signal,
termed CAI-1 (Cholerae autoinducer 1). Interestingly, the cross-feeding
experiments also revealed that the response ofV. cholerae to CAI-1 is ap-
proximately 100 times stronger than toAI-2 (although this resultmay re-
flect the actual concentrations of CAI-1 and AI-2 in the culture fluid).
Analysis of cqsS and cqsA single anddoublemutants exhibited the same
phenotype as the corresponding V. harveyi mutants (luxM and luxN),
confirming that CqsS represents the CAI-1 sensor: Inactivation of cqsA
results in a constitutively dark phenotype, because in the absence of
CAI-1, CqsS is locked in the kinase state which overrides the phospha-
tase activity of system 2 (and also system 3; see Section IX.A.3.e) at high
cell densities. In contrast, a cqsS and also a cqsS–cqsA double mutant
display a cell density-dependent expression of the lux reporter, because
system 2 (and also system 3; see following) is still functional and light
production is not affected by signals from either CqsA or CqsS.

The chemical structure of CAI-1 is still unknown. Miller et al. (2002)
(and also the annotation of VCA0523 in the genome database) suggests
that CqsA acts as an aminotransferase. Aminotransferases (or transami-
nases) are enzymes which transfer amino groups from a donor, gener-
ally an amino acid, to an acceptor, generally a 2-oxo acid. However,
further analysis revealed that CqsA is more similar to �-oxoamine
synthases (Winzer et al., unpublished), a small group of PLP-depen-
dent enzymes that catalyze decarboxylative condensations of amino
acids and CoA-activated acyl moieties (Alexeev et al., 1998). Members
of this group share certain features with aminotransferases, particularly
with the subgroups (classes) I and II. Thus, it is not surprising that at-
tempts to synthesize CAI-1 in vitro using cell extracts and SAM as a
substrate have failed (Miller et al., 2002). Nevertheless, the reaction is
likely to require common precursors since expression of cqsA in E. coli
leads to the production of abundant CAI-1.
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d. Multiple signal transduction circuits. In addition to system 1,
Miller et al. (2002) also analyzed lux operon expression in V. cholerae
mutants of system 2, carrying defects in luxS, luxP, luxQ. As for V. har-
veyi, inactivation of luxP and luxQ in V. cholerae does not abolish cell
density–dependent regulation (i.e., system 1 is dominant). The same is
true for a luxS mutant. However, in comparison to the wild-type, light
production in luxQ and luxP mutants is induced at lower and higher
cell densities, respectively, suggesting that the relative ratio of kinase
and phosphatase activity has been altered.

LuxU is required for signal transduction from CqsS and LuxQ, since
the constitutive dark phenotype of cqsA–luxQ and csqS–luxP double
mutants changes to cell density–dependent light production in the re-
spective luxU triple mutants (luxU–cqsA–luxQ and luxU–cqsS–luxP,
respectively). CqsS and LuxQ, respectively, are locked in the kinase
mode in the cqsA–luxQ and cqsS–luxP double mutants, leading to the
constitutive phosphorylation of LuxO and thus repression of the lux
operon. However, the luxU mutation prevents LuxO phosphorylation
in the triple mutants. Furthermore, the cell density–dependent light
production observed for a single luxU mutant is nearly identical to
those observed with the triple mutants and as has been stated, a luxO
mutant is constitutively light. The cell density–dependent biolumines-
cence of luxU mutants therefore indicates that, in contrast to the situ-
ation in V. harveyi, at least one additional V. cholerae signaling
circuit regulates the luxCDABE reporter in a cell density–dependent
manner via LuxU-independent phophorylation of LuxO. Further evi-
dence for at least one more signaling system comes from system 1 and
system 2 double mutants. For instance, a cqsS–luxQ double mutant is
not constitutively bright as expected (due to the lack of LuxO phos-
phorylation) but still exhibits density-dependent light production.
Miller et al. (2002) hypothesized that the sensory input to system 3 in
V. cholerae is an intracellular signal (but see Section IX.A.3.e).

One aspect that requires more attention in the future is the inter-
action of LuxPwith LuxQ. A cqsS–luxP doublemutant is dark, probably
because LuxQ is locked in the kinase mode and therefore, in the ab-
sence of CqsS, overrides the influence of system 3 on LuxO. However,
a cqsS–luxS double mutant, which is expected to produce the same
phenotype, exhibits a phenotype very similar to that of the wild-type,
indicating that LuxQ kinase activity cannot override the input of
system 3 in this background. So it appears that the presence of LuxP,
even in the absence of AI-2, has some effect on LuxQ kinase activity. It
is therefore possible that LuxP recognizes ligands different from AI-2
(Fig. 9).
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e. Quorum sensing and virulence. Zhu et al. (2002) demonstrated that
LuxO-mediated repression of hapR is required for the expression of
TcpP-dependent virulence genes. Since the quorum-sensing systems
1 and 2 both influence the level of Phospho–LuxO, Miller et al. (2002)
determined the impact of these systems on the virulence of V. cholerae
in infant mouse colonization assays, as well as the in vitro production of
cholera toxin (CT) and toxin-coregulated pilus (TCP). Various mutants
carrying defects in either system 1 or system 2 or in both systems
showed no significant differences to the wild-type in these assays,
whereas a luxOmutant is significantly attenuated in its ability to colon-
ize infant mice and does not produce detectable levels of CT or TCP.
However, at least one system remains operational in the system 1 and
2 mutants and, therefore, it was argued that all three signaling circuits
must be inactivated in order to establish the luxO phenotype.

Interestingly, HapR-mediated repression of CT production was only
observed when hapR expression was (artificially) induced early during
growth (up to 2 h) but not after late induction (4 h and later) (Zhu et al.,
2002). As has been stated, the level of phospho–LuxO in vivo, and thus
the level of hapR repression, is mediated via all three identified signal
circuits, and as a result depends on the extracellular concentrations of
CAI-1 and AI-2, and possibly other external and internal parameters.
Therefore, it can be speculated that the timing of HapR production
in vivo may be an important factor in the modulation of virulence gene
expression.

Miller et al. (2002) suggested that the function of the V. cholerae
quorum-sensing system is to repress virulence gene expression at
high autoinducer concentrations. Indeed, the addition of spent cul-
ture fluid from the wild-type prevented the production of TCP and
CT by a cqsA–luxS mutant (which is defective for both autoinducers)
and reduced the expression of a tcp–lacZ fusion approximately 10-fold.
To provide further evidence that this repression was caused by
the autoinducers present in the wild-type culture fluid, the effect of
wild-type and cqsA–luxS supernatants was compared. tcp-lacZ ex-
pression in a cqsA–luxS mutant was approximately 4-fold reduced in
the presence of wild-type culture fluid, but this effect was not observed
in a cqsA–luxS–hapR-negative background. This further supports
the idea that the presence of autoinducers (and not other compounds
present in the culture fluid) represses virulence factor production me-
diated via HapR. However, the possibility remains that other mol-
ecules, the production of which depends on the presence of CAI-1 or
AI-2 (and which therefore are absent in a cqsA–luxS-negative back-
ground), are responsible for repressing virulence factor production
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via HapR. Pure preparations of CAI-1 and AI-2 are required to confirm
these findings.

These experiments were interpreted to support the hypothesis that
the sensory input to system 3 is an intracellular signal (Miller et al.,
2002). The level of tcp-lacZ expression in the presence of culture fluid
derived from a cqsA–luxS double mutant is the same in a cqsA–luxS
double mutant and a cqsA–luxS–hapR triple mutant. It has been argued
that if the system 3 signal was present in this supernatant, the double
mutant should have been downregulated in tcp-lacZ expression due
to the changes in LuxO phosphorylation state (compared with the
hapR-negative background, where tcp-lacZ expression is expected to
be maximal). However, this interpretation contradicts the idea that in
the absence of their cognate autoinducers, CqsS and LuxQ are both
locked in the kinase state, which should override any influence exerted
by system 3. Specifically, it has been demonstrated by Miller et al.
(2002) that a cqsA mutant containing the luxCDABE reporter is dark,
which means that even system 2 and system 3 together are not strong
enough to override the effects of constitutive LuxN kinase activity.
Therefore, the absence of a third extracellular signal molecule cannot
be ruled out.

4. Signal Integration and AI-2 Function

What is the advantage of using two different diffusible quorum-
sensing signalmolecules and converging signal transduction pathways?
It has been suggested that accumulation of AI-1 enables V. harveyi to
‘‘count’’ its own numbers, whereas AI-2, a molecule known to be
produced by many other bacteria, may be employed for interspecies
communication (Bassler, 1999; Bassler, 2002). The same function has
been proposed for CA-1 and AI-2 produced by V. cholerae (Miller et al.,
2002). For instance, by monitoring intra- and interspecies signals, bac-
teria may be able to ‘‘estimate’’ its proportion in a mixed population
(Bassler et al., 1997). However, since the signal transduction pathways
of V. harveyi and V. cholerae converge, the inputs from both autoin-
ducers are integrated and, at the level of LuxO, information about their
individual concentrations is lost (with the possible exception
of extreme conditions; see following). In other words, although both
autoinducers contribute to LuxO dephosphorylation, their relative con-
tributions are not known to the cell at this level and, therefore, specific
responses to a given concentration of either one of the two autoindu-
cers cannot be mediated via LuxO. However, the possibility remains
that LuxN and/or LuxQ specifically interact with other phosphorelay
systems.
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Mok et al. (2003) have recently suggested that ‘‘the V. harveyi
quorum sensing circuit may function as a ‘coincidence detector’8 that
discriminates between conditions in which both autoinducers are
present and all other conditions.’’ The authors used random lacZ inser-
tions in a V. harveyi luxS mutant to identify genes which are regulated
by AI-2. A metalloprotease gene was found to be positively regulated
by AI-2, whereas nine other genes, including several putative type III
secretion genes, were repressed. Interestingly, all these genes were also
controlled by AI-1, and the regulation was mediated via LuxO. Using
various ratios of AI-1– and AI-2–containing culture supernatants,
obtained from luxS and luxLM mutants, respectively, Mok et al.
(2003) demonstrated that both autoinducers act synergistically: In a
luxLM–luxS double mutant, strong activation of metalloprotease tran-
scription and bioluminescence as well as significant inhibition of the
other responsive genes only occurred if both autoinducers were added
together. In the presence of just one of the two autoinducers, only com-
paratively small effects were observed, although the influence of AI-1
on metalloprotease and bioluminescence expression was stronger than
that of AI-2. When culture supernatants containing either AI-1 or AI-2
were mixed in various ratios, significant changes in transcription
were observed for ratios ranging from 9:1 to 1:9. Finally, synthetic
AI-1 and in vitro synthesized AI-2 were used to mimic autoinducer
concentrations equal or higher to those achieved in wild-type cultures.
Again, individually, each autoinducer had only a small effect on gene
expression, whereas in combination strong changes were observed.
Interestingly, one exception was the effect of AI-1 on bioluminescence,
which was induced to 33% of the maximal level in the presence of
synthetic AI-1 alone, but only to 0.01% in the presence of in vitro–
synthesized AI-2. In conclusion, Mok et al. (2003) suggested that the
V. harveyi quorum-sensing system can discriminate between no auto-
inducer, AI-1 only, AI-2 only, and AI-1 plus AI-2 together, and that
these four conditions must be represented by four widely separated
levels of phosphorylated LuxO. However, the authors pointed out that
not all four test conditions are necessarily meaningful and that V.
harveyi may use its quorum sensing system only to distinguishing the
‘‘coincidence state’’ (both autoinducers present, luxO completely de-
phosphorylated) from all other conditions, where the cells still contain
an active fraction of phosphorylated LuxP.

So how do these observations affect the concept of AI-2–dependent
cross-species communication? The data presented by Mok et al.

8 An analogy to those described for neural networks.

354 WINZER et al.



(2003) clearly demonstrate that the organism can still respond to
changes in the ratio of AI-1 and AI-2. For instance, transcriptional acti-
vation of the metalloprotease-lacZ fusion increased from 1 unit in the
presence of AI-1 alone to 5 units in the presence of a 9:1 ratio of super-
natants containing only AI-1 and AI-2, respectively, before reaching a
plateau of 10 units at a 7:3 ratio. However, similar levels of gene expres-
sion can result from different ratios (e.g., activation of the metallopro-
tease-lacZ fusion was approximately half-maximal when AI-1– and
AI-2–containing supernatants were either mixed in a 9:1 or a 1:9 ratio),
supporting the idea that this is the consequence of comparable LuxO
phosphorylation and that information on the individual concentration
of AI-1 and AI-2 is lost at this level. AI-2–based interspecies communi-
cation could therefore be limited to conditions where the required
minimal AI-2 concentration to reach the coincidence state (or maximal
expression/repression within this state) is present.

It is also interesting that in the case of the bioluminescence, high ex-
pression levels (33%)were already reached if AI-1was present, whereas
AI-2 failed to show the same effect. Earlier work from Bonnie Bassler’s
laboratory had already indicated that in V. harveyi, timing and potency
of the quorum-sensing system 1 and 2 are likely to be different, and
several observations suggested that LuxN/AI-1 exert a much greater
effect on the phosphorylation level of LuxO and thus bioluminescence
than LuxQ-LuxP-AI-2 (Freeman and Bassler 1999b; Freeman et al.,
2000). For example, a luxN mutant which is ‘‘locked’’ in the phospha-
tase state exhibits constitutive light production, apparently by overrid-
ing LuxQ kinase activity completely. Similarly, a luxN mutant locked
in the kinase conformation is constitutively dark because LuxN kinase
activity efficiently overrides LuxQ phosphatase activity. Furthermore,
a luxQ deletion mutant exhibits light production at a lower population
density when compared with the wild-type, whereas a luxN deletion
mutant requires a higher cell density. This indicates that under the con-
ditions used, LuxN and LuxQ switch from kinase to phosphatase activ-
ity at different cell densities. Hence, it is possible that in the natural
habitat of V. harveyi, expression of bioluminescence and other quorum-
sensing regulated phenotypes, although mainly determined by AI-1,
may be modulated by the variable AI-2 concentration produced by a
consortium of bacteria. A similar situation is present in V. cholerae,
where the dominance of system 1 has also been demonstrated (Miller
et al., 2002), and CAI-1 appears to be 100 times more potent than AI-2
in activation of hapR-dependent luxCDABE expression. However, it
must be kept in mind that these conclusions are based on the analysis
of mutants, where, due to the inactivation or modification of either
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one of the sensor kinases, the signal transduction process has been per-
turbed. Although these data imply a major role for system 1 at least for
the expression of bioluminescence, AI-2may play amore important role
in the natural habitats of V. harveyi and V. cholerae. At least for V. har-
veyi, it has been shown that addition of boric acid leads to a significant
increase in bioluminescence (Chen et al., 2002). This effect is depen-
dent on the presence of luxS and luxP, suggesting that increased forma-
tion of AI-2 (a furanosylborate diester) is responsible for luxCDABE
activation (see Section IV. C for more details). Thus, it is possible that
in the presence of borate, which is present at high concentrations in sea-
water, the AI-2 system is far more potent than under standard laboratory
conditions. An alternative interpretation, namely, that the AI-2 system
acts as a ‘‘borate sensor,’’ will be discussed in Section X.D.

The concentration of autoinducer is just one of many signals that a
bacterium receives in a given environment and it makes sense for the
cells to integrate all relevant information before initiating a specific
response (Withers et al., 2001). Although the autoinducer concentra-
tion may signal an appropriate cell density, other environmental pa-
rameters, such as temperature and pH, osmolarity as well as the
nutritional status have to be considered. The quorum-sensing regulated
phenotypes of V. harveyi and V. cholerae are no exception. As has been
described, the expression of luxCDABE in V. harveyi is influenced by
physiological parameters, in particular, the nutritional status of the cell,
as represented by cAMP levels and methionine metabolism. In V. cho-
lerae, a third system influences the LuxO phosphorylation status. If this
system is indeed dependent on an intracellular signal as suggested by
Miller et al. (2002), it may convey similar information. In addition,
CRP/cAMP is known to negatively regulate the genes encoding CT and
TCP (Skorupski andTaylor, 1997; Kovacikova and Skorupski, 2001) and
the ToxR–ToxS and the TcpP–TcpH signaling circuits (Fig. 9B) are
thought to detect and respond to environmental stimuli (Cotter and
DiRita, 2000). Nevertheless, it is noteworthy that bioluminescence in
V. harveyi can be induced prematurely through the addition of exoge-
nous autoinducer,whereas this is not possible for somequorumsensing-
regulated genes in other bacteria, e.g., P. aeruginosa, which are strictly
controlled in growth phase-dependent fashion (Diggle et al., 2002).

5. The Quorum-Sensing Systems of Vibrio vulnificus and
Vibrio parahemolyticus

AI-2 production in V. vulnificus has been observed in LB medium,
minimal medium, at room temperature or 37�C (McDougald et al.,
2001). AI-2 activity in the culture supernatant is maximal when cells
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enter the stationary phase. Addition of glucose inhibits accumulation
of AI-2 activity, whereas production is stimulated under conditions
of starvation.

The genome sequences of V. vulnificus and Vibrio parahemolyticus
have recently become available (http://genome.nhri.org.tw/VV/in-
dex.html and http://www.gen-info. osaka-u.ac.jp). They contain homo-
logues of all genes known to be required for AI-2 signal transduction,
(organized as in V. harveyi and V. choleraewith luxP upstream of luxQ,
and the phosphorelay protein luxU downstream of luxO). This suggests
that AI-2 may play a role in V. vulnificus quorum sensing and possibly
cross-species communication with other members of the genus Vibrio.
Indeed, Kim et al. (2003) demonstrated that V. vulnificus luxS mutants
are attenuated in mice and that the luxS/AI-2 system appears to play a
role in virulence gene regulation.

B. AI-2–DEPENDENT SIGNALING IN OTHER BACTERIA

Evidence that AI-2–based quorum sensing is not restricted to
members of the genus Vibrio has been provided by a number of publica-
tions. In most of these studies, potential target genes or phenotypes
regulated by AI-2 have been identified either through the analysis of
luxS mutants or after the incubation of cells with conditioned medium
(CM) either containing or lacking AI-2 activity. In principle, these are
valid approacheswhich have been used successfully in the past to iden-
tify components of various quorum-sensing systems. In the case of AI-2,
however, these procedures are complicated by the fact that inactivation
of luxS will not only abolish the production of a potential signal mol-
ecule, but also, depending on growth condition and species tested,
influence the metabolism of key intermediates to a greater or lesser
extent. As a consequence, gene expression and culture fluid compos-
ition are likely to change, a complication which should be kept in mind
when assessing the data presented below (Winzer et al., 2002b). Final
proof for a cell-to-cell signaling system always requires the use of a
purified, defined signal molecule, as well as the identification of its re-
ceptor and the events that link signal perception with gene expression.
For most bacteria where a role of AI-2 in cell-to-cell signaling has been
proposed, none of these requirements has yet been satisfied.

1. Enteric Bacteria

a. Enterohemorrhagic and enteropathogenic E. coli. AI-2–based sig-
naling has been reported by Sperandio et al. (1999) to control gene ex-
pression in enterohemorrhagic (EHEC) and enteropathogenic (EPEC)
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E. coli. In these organisms, the LEE pathogenicity island is required for
the formation of the ‘‘attaching and effacing’’ (A/E) lesions on gut
enterocytes. The LEE pathogenicity island consists of five major
operons encoding a type III secretion system, intimin adhesin, intimin
receptor (tir), as well as other secreted proteins and proteins of regula-
tory function. Evidence provided by Sperandio et al. (1999) suggests
that the LEE1, LEE2, LEE3, and tir operons are directly or indirectly
activated when AI-2 accumulates in the culture supernatant. lacZ
reporter fusions were created for all five operons and introduced either
as single chromosomal copies into the E. coli K12 strain TE2680 or on
multicopy plasmids into EHEC 86-24h-11 and the E. coli K12 strain
MC4100. LEE1- and LEE2-lacZ fusions in all backgrounds were in-
duced between 2- to 4-fold after the addition of CM from E. coli
O157:H7 when compared with fresh LB medium. LEE3-lacZ was also
induced 2-fold in EHEC 86-24h-11. However, induction of LEE3-lacZ
and tir-LacZ in the E. coli K12 background was only observed in the
presence of heterologously produced Ler, a regulatory protein encoded
by the first gene of the LEE1 operon. These results suggested the pres-
ence of an inducing signal in the CM from E. coliO157:H7, which acted
directly on LEE1 and LEE2 but required Ler for the activation of LEE3
and tir. More importantly, induction of the LEE1- and LEE2-lacZ
fusions in the K12 background was not observed with CM from E. coli
DH5�, a strain that cannot produce AI-2 due to a frameshift in luxS
(Surette et al., 1999), but induction was observed when the same strain
expressed the luxS gene from EHEC 86-24h-11 and produced AI-2 ac-
tivity. These data suggested that AI-2 was responsible for the induction
of the lacZ fusions in the presence of CM. Furthermore, a luxS mutant
of the EPEC strain E2348/69 did not produce AI-2 activity and CM from
this strain, in contrast to that of the parent strain, did not activate the
LEE1 and LEE2 operons. Consistent with lacZ reporter results, this
strain also showed decreased levels of secreted protein.

In EPEC, ler is regulated by a protein termed Per (Mellies et al., 1999),
the gene coding for which was also shown to be 2-fold upregulated in
the presence of CM (Sperandio et al., 1999). In EHEC, a LysR-type regu-
lator termed QseA acts directly or indirectly on the distal of the two
LEE1 promoters (Sperandio et al., 2002a). In a luxS mutant, qseA tran-
script levels were 23-fold reduced in comparison to the parent strain,
whereas a qseA-lacZ fusion showed the same trend but was only 3.5-
fold downregulated (the discrepancy in the levels was attributed to
multicopy effects). These fusions were 2- and 2.5-fold activated by
CM from parent strain and complemented luxS mutant, respectively,
but not by CM derived from the luxS mutant, again suggesting that
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AI-2 may be responsible for this activation. A similar system appears to
operate in EPEC, because a qseA mutation in this background like its
EHEC counterpart was drastically reduced in the secretion of Tir,
EspA, and EspB, and showed reduced transcription of chromosomal
LEE1 and LEE2-lacZ fusions (Sperandio et al., 2002a).

The data summarized here are all consistent with a role of AI-2 in LEE
operon activation. It is important to note, however, that the experiments
by Sperandio et al. (1999) also demonstrated the significant influence of
CM composition: while the V. harveyi BB170 bioassay indicated that
CM from E. coliMC4100 contained nearly four times more AI-2 activity
than that of E. coli DH5� expressing the O157:H7 luxS gene, the latter
was still more effective in the stimulation of a single chromosomal
LEE1-lacZ fusion in TE2680 (Sperandio et al, 2001).

It has also been suggested that AI-2–based quorum sensing is in-
volved not only in type III secretion but acts as a global regulatory
mechanism in EHEC O157:H7 (Sperandio et al., 2001). A comparison
of RNA profiles from this strain and its isogenic luxS mutant by gene
array analysis revealed that 404 transcripts, representing approxi-
mately 10% of the genes on the array, were changed at least 5-fold in
their levels. Fifty-eight percent of these genes were upregulated in the
wild-type and 42%were downregulated (Sperandio et al., 2001). Seven
hundred and thirty-six genes were changed at least 2-fold in their
expression. Also, because an E. coli K12 gene array which lacks
1.34 Mb of DNA found in EHEC was used for this study, many more
genes might be affected.

As might be anticipated for changes on this scale, many of the differ-
entially expressed genes are known to fulfill important functions, for
instance, in growth and the regulation of cell division, SOS response,
motility, or metabolism. However, for the vast majority of the observed
changes, it is not clear whether they originated from a metabolic or a
signaling defect. Sperandio et al. (2001) pointed out that their gene
array study was not a definite analysis of quorum sensing in E. coli, be-
cause the data were obtained from a single analysis at a single timepoint
in the growth phase and only for a single set of conditions. Instead, the
results were used to identify a set of promising candidate genes, which
were further analyzed through the application of independent tech-
niques, such as the use of lacZ-fusions, Northern and Western blots, or
phenotypic assays, which were generally in agreement with the gene
array experiment. Furthermore, complementation of the chromosomal
luxSmutation by a plasmid-borne copy of the gene restored the charac-
teristics of the parent strain to a greater or lesser degree, indicating that
the observed changes were not caused by second site mutations.
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Several genes involved in cell division such as ftsQ or ftsE were
upregulated in the luxS mutant, whereas minE (involved in cell di-
vision topology) and sulA (a cell division inhibitor) were significantly
downregulated (13- and 25-fold, respectively). Together with the ob-
served upregulation of genes important for cell growth, e.g., several
genes encoding ribosomal proteins, this could explain the increased
growth rate of the EHEC luxS mutant in DMEM medium (the same
medium was used for the gene array analysis). The luxS mutant had an
average generation time of only 32 min, whereas the parent strain and
the complemented luxSmutant grewmuch slower, showing generation
times of 55 min and 101 min, respectively. Interestingly, the growth
rate of the luxS mutant was significantly reduced in the presence of
CM from the parent strain but not the mutant, suggesting that AI-2
was responsible for this effect. The very slow growth observed for
the complemented mutant was explained by AI-2 overproduction in
the presence of multicopy luxS (Sperandio et al., 2001). However,
overproduction of LuxS does not increase AI-2 levels significantly in
S. typhimurium (Beeston and Surette, 2002) or E. coli stains MG1655
or DH5� (Hardie et al., 2003).

The gene array data also indicated that genes required for the SOS
response were drastically downregulated in the luxSmutant (e.g., recA,
uvrA, and sulA). In agreement with this observation, Sperandio et al.
(2001) found that the H-19B phage encoded stx2 toxin, known to be
induced together with the late genes of the phage upon stimulation of
the SOS response, was downregulated in a luxS mutant.

The effect of luxS mutation on motility was also examined in more
detail, as the gene array data indicated that the expression of genes
required for flagellar biosynthesis and chemotaxis were downregulated
in the EHEC luxS mutant. In E. coli and S. typhimurium, the genes
required for flagella synthesis are transcribed in hierarchical order,
and accordingly, genes have been grouped into three major classes.
Northern blots for fliA and fliF and lacZ fusions with promoter regions
of flhD (class I), fliA (class II), fliC (class III), and motA (class III)
confirmed the observed downregulation, which, when tested for the
lacZ fusions, was reversed in the presence of plasmid-borne luxS.

In the EHEC luxSmutant, addition of AI-2 containing CM from wild-
type, but not AI-2 free CM of the mutant, stimulated motA–lacZ tran-
scription. A similar result was obtained with motility plates, where
both wild-type and complemented luxS mutant formed small halos
on DMEM semi-solid plates, whereas no halo was detectable for the
luxS mutant. However, while the incorporation of CM from the luxS
mutant was reported to have no effect (although the respective figure
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shows that it increased the halo size of the complemented mutant),
addition of CM from the wild-type resulted in a large halo of a similar
size for both wild-type and mutant and promoted only a very small
halo with the complemented mutant. Sperandio et al. (2001) suggested
that AI-2 present in wild-type CM, together with the overproduction of
AI-2 by the complemented mutant, might have reduced growth by this
strain even further. In agreement with transcriptional data and the mo-
tility plate assays, the luxS mutant produced less flagellin and fewer
flagella and also showed a reduced swimming speed, probably because
it tumbles more often. Similar data were obtained in a later study for an
EPEC luxS mutant, which was unable to swim and produce flagella
when grown in DMEM medium (Giron et al., 2002). However, motility
was restored in the presence of CM derived from the wild-type grown
in DMEM. Furthermore, the luxSmutant was motile when grown in LB
medium.

A two-component system termed QseBC (originally termed YgiYX),
which is present in both EHEC and E. coli K12, appears to mediate
the luxS-dependent regulation of motility (Sperandio, 2002b). qseB en-
codes a putative response regulator and qseC the corresponding sensor
kinase. A qseB–lacZ fusion was downregulated in the luxS mutant in
comparison to the EHEC 86–24 parent and the complemented strain,
but only 2.5-fold in contrast to the 17-fold reduction observed for the
transcripts in the gene array study. This was attributed to the presence
of qseB–lacZ on a multicopy plasmid. Again, CM from the wild-type
stimulated the expression of this fusion but less than 2-fold, whereas
CM from the luxS mutant had no effect. CM from the complemented
mutant, reported to contain more AI-2 (2-fold), stimulated the fusion
7-fold. Sperandio et al. (2002b) concluded that the reporter was acti-
vated by AI-2. A qseC mutant expressed considerably less flagellin,
formed smaller halos on motility plates, and was drastically downregu-
lated in flhD-, fliA-, fliC-, and motA-lacZ expression. Thus, a EHEC
qseC mutant has similar characteristics with regard to flagellar gene ex-
pression and motility as the EHEC luxS mutant. However, the motility
defect of the luxS mutant could be restored by the addition of CM from
the parent strain, which was not the case with a qseCmutant and it was
therefore concluded that the latter cannot respond to AI-2 (Sperandio
et al., 2002b). Further experiments demonstrated that QseBC also acti-
vates the flagella regulon in the E. coli K12 strain MC1000, and that this
regulation, at least for fliA, is dependent on the presence of functional
FIhDC. However, in a study by Oshima et al. (2002a) where all two-
component systems of E. coli K12 were individually inactivated and
the resulting mutants analyzed for changes in their transcript profiles,

LUXS AND AUTOINDUCER-2 361



a deletion of this system was not reported to alter expression of motil-
ity-related genes significantly (see also supplementary data at http://
ecoli.aist-nara.ac.jp/xp_analysis/2_components).

Since the EHEC qseCmutation had no effect on the secretion of EspA
and EspB via the type III secretion system encoded by the LEE patho-
genicity island, and qseBC overexpression did not affect the transcrip-
tion of the LEE operons, it was concluded that either QseC is one of
several AI-2 sensors and dedicated to the regulation of flagellar genes
only, or, alternatively, that the qseBC system itself is regulated by a
master system in response to AI-2. Both scenarios are possible. How-
ever, from the data presented so far, it can only be concluded that a
factor which is present in CM of the wild-type, but missing (or reduced)
in the CM of a luxS mutant, induces the qseBC system. Whether this
factor turns out to be AI-2 remains to be established. Alternatively,
an inhibitory factor could be present in CM from luxS mutants. These
considerations also apply to all other results obtained with CM.
Indeed, a recent study by Sperandio et al. (2003) demonstrates that in
vitro synthesized AI-2 does not activate motility and type III secretion;
they also speculate that an unknown autoinducer, AI-3, the production
of which also depends on luxS, is responsible for the activation seen in
previous studies.

b. E. coli K12. DeLisa et al. (2001c) used a different approach to iden-
tify AI-2–regulated genes in E. coli K12. In their study, a luxS mutant
was grown to an OD600 of 1, the culture split evenly, and the cells re-
suspended in CM prepared from either wild-type or luxS mutant and
thus either containing or lacking AI-2 activity. Differences in the tran-
script profile after 20 min of incubation were then analyzed using DNA
microarrays. In total, 242 genes (5.6%) of the genome were at least 2.3-
fold upregulated (154 genes) or downregulated (88 genes) in the pres-
ence of wild-type-derived CM. Twenty-three genes were upregulated
more than 5-fold, notably frwC (33-fold; similar to enzyme II compo-
nent of the fructose PTS) and two other genes of unknown function,
yeiK (25.4-fold) and yidS (21.3-fold). On the other hand, 25 genes were
more than 5-fold repressed, including thiH (19.2-fold; involved in thia-
min synthesis), b2650 (27.8-fold), and b2247 (15.2-fold). Many genes
involved in cell division, DNA processing, and morphological pro-
cesses were differentially expressed. Other changes included genes
known or suggested to be involved in regulatory processes. For in-
stance, ygeV, encoding a putative NtrC-like protein with similarity to
LuxO, was upregulated in the presence of wild-type CM (3.6-fold), as
well as yhbH, encoding a putative �54 modulating protein (2.5-fold).
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DeLisa et al. (2001c) therefore postulated that E. coli may employ �54

during quorum sensing in a fashion analogous to that of V. harveyi.
In a previous study, DeLisa et al. (2001a) had suggested that a LuxR-

type regulator, SdiA, activated the p2 promoter of the ftsQAZ cell
division gene cluster in response to AI-2 contained in CM from the
wild-type. However, in the gene array study, sdiA, ftsQ, ftsA, and ftsZ
were relatively unchanged. The latter results are in agreement with
data for E. coli and S. typhimurium provided by Surette and Bassler
(1999), who had demonstrated that under the conditions used, AI-2
was not involved in the modulation of SdiA activity in these organ-
isms. DeLisa et al. (2001a, 2001c) suggested that these contradictions
may be explained by the fact that, under physiological conditions,
ftsQAZ expression is influenced by the overlapping regulation from
the RpoS-dependent p1 promoter.

Surprisingly, the b1513 operon, which encodes the E. coli equivalent
of the AI-2 uptake system Lsr in S. typhimurium (Taga et al., 2001), was
not induced in the presence of AI-2 (see supplementary data for DeLisa
et al. (2001c) provided at http://www.umbi.umd. edu/�cab/bentley/
AI-2_array.html). This could indicate that either the incubation
with AI-2 had not been long enough to activate transcription signifi-
cantly or that the cells, which had been grown in the presence of glu-
cose, were not in the required physiological state to permit induction
of this system. Furthermore, many of the most drastic changes observed
for EHEC luxS mutants, notably effects on sdiA, minE, sulA, and genes
encoding ribosomal proteins, were not observed by DeLisa et al.
(2001c; supplementary data). Similarly, the vast majority of motility-
related genes in E. coli K12 were not significantly affected or showed
the opposite trend to that previously reported. Whether these differ-
ences can be attributed to differences in the quorum-sensing system
of both strains, the growth conditions (DMEM versus LB glucose) and
thus the physiological state of the cells, or the metabolic effects of luxS
inactivation remains to be seen. In common with the analysis pre-
sented by Sperandio et al. (2001), this study only analyzed a single
timepoint during growth in a single set of growth conditions. Addition
of CM to a luxS mutant, in contrast with the direct comparison of
parent strain and mutant, reduced but not completely eliminated the
possibility that some of the observed changes were caused by the meta-
bolic consequences of luxS inactivation rather than AI-2 signaling. The
CM of wildtype and luxS mutant may well differ in more than just the
presence or absence of AI-2, given that the expression of several hun-
dred genes, including many with metabolic functions, was apparently
modulated in both studies.
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c. S. typhimurium. AI-2 production by S. typhimurium has already
been described in detail in Section VIII. It has been suggested (Surette
and Bassler, 1999) that AI-2–based quorum sensing may be critical
when cells undergo the transition from the free-living to the host-asso-
ciated form, because certain conditions which are encountered by the
bacterium upon first interaction with host (high osmolarity, low pH,
certain nutrients) are known to favor the production of AI-2. However,
in a comprehensive screening study which involved 11,000 mutants,
the only genes differentially regulated in luxS mutant and wild-type
were found to be a putative AI-2 uptake system (described in Section
IX. C) and metE (Taga et al., 2001). This is puzzling, given the fact that
in both E. coli K12 and EHEC so many different phenotypes have been
attributed to the inactivation of luxS or the lack of AI-2. As explained
in more detail in Section VI, growth conditions are likely to influence
the phenotype of luxSmutants. It is possible that more luxS-dependent
phenotypes will be identified in a system that mimics the in vivo situ-
ation of animal and human hosts more closely.

A role for AI-2–based quorum sensing in biofilm formation has been
suggested by Prouty et al. (2002) who reported that a S. typhimurium
luxS::MudJ mutant was unable to form biofilms on gallstones within
14 days. Whether this was a result of metabolic or signaling defects
was not established. Furthermore, in S. typhimurium LuxS protein
levels were reduced in a slyA mutant in comparison with a slyA over-
expressing strain (Spory et al., 2002). The slyA gene is required for full
virulence of S. typhimurium, but in common with luxS, its inactivation
influences the level of several other metabolic enzymes and stress-
related proteins (Spory et al., 2002). It is therefore not clear whether
slyA is directly or indirectly involved in the regulation of AI-2–based
quorum sensing or whether it also plays a role in the coordination of
metabolism. Furthermore, a stationary phase culture of an S. typhimur-
ium luxS mutant was not affected in its ability to suppress the growth
of wild-type cells introduced after 24 h (Rychlik et al., 2002), indicat-
ing that AI-2-dependent signaling is not involved in the inhibition of
growth usually seen in stationary phase cultures of this organism.
However, earlier timepoints need to be analyzed before final conclu-
sions can be drawn, because the experiment was undertaken in LB
medium without glucose where no AI-2 activity remains after 24 h
(Beeston and Surette, 2002).

d. Shigella flexneri. Shi. flexneri efficiently invades host cells, and
after its escape from the phagolysosome, flourishes in the cytosol.
Day and Maurelli (2001) demonstrated that inactivation of luxS
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modulated expression of the virulence gene regulator virB but did not
attenuate virulence in the Sereny test, which assesses the ability of a
strain to induce keratoconjunctivitis in the guinea pig eye. VirB con-
trols the expression of the type III secretion operons mxi and spa as
well as the ipaA and ipaB genes, which encode proteins delivered by
the type III secretion system to the host cell surface. Expression of
spa47- and mxiA-lacZ fusions were not changed in the presence of
CM, but an ipaB fusion was about 2-fold upregulated in the presence
of CM derived from either Shi. flexneri or E. coli MC4100 stationary
phase cultures. A virB-lacZ fusion was also upregulated but only in
the presence of CM derived from late exponential cultures of Shi. flex-
neri or E. coli. This was attributed to the presence of an extracellular
factor believed to be AI-2, because virB-lacZ activation was not ob-
served with AI-2-free CM from either a Shi. flexneri luxS mutant or
E. coli DH5�. Furthermore, the expression of virB-lacZ in wild-type
and luxS mutant was essentially identical during early exponential
and stationary phase, but a peak in expression, observed for the wild-
type during the transition from late exponential to stationary phase,
was not observed in the mutant. Again, it remains to be seen whether
these changes can be attributed to AI-2. Day and Maurelli (2001) sug-
gested that AI-2–based quorum sensing may not be used to control
virulence gene expression in bacterial pathogens that colonize host
tissues not occupied by normal flora and therefore not containing AI-2.

e. Proteus vulgaris. In P. vulgaris, the accumulation of extracellular
AI-2 appears to be correlated with swarming (Schneider et al., 2002).
AI-2 activity at the edge of a swarming colony was close to the back-
ground level during the entire length of the experiment, apart from a
short window 3 h after inoculation where the activity increased dra-
matically. This peak in activity corresponded to the time at which the
cells started their swarming migration and may be growth-related,
since cell numbers increased more than 100-fold between inoculation
and the beginning of swarming migration. The subsequent fall in
activity, however, was not correlated with a reduction in cell density
and may have been caused by AI-2 degradation. After 5 h, when the
cells had completed one cycle of differentiation, migration, and con-
solidation, there was also a spatial difference in the low remaining
AI-2 activity on the swarm plate, which decreased from the center
toward the edge of the colony.

However, inactivation of luxS did not affect swimming motility,
chemotaxis, swarming motility, or the swarming colony pattern. Fur-
thermore, phenotypes such as growth rate or the production of urease,
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protease, and hemolysin remained unchanged in vitro. Consequently,
the authors studied mutant and wild-type under conditions that chal-
lenged the survival of the cells by comparing their pathogenicity in a
mouse model of urinary tract infection. The luxS mutant was not
attenuated and the authors concluded that AI-2–dependent signaling
was not required for urinary tract infection.

It has been argued in an earlier section that disruption of luxS is
expected to cause methionine deficiency in vivo under sulfur-restricted
conditions. If this is true for P. mirabilis, should it not have resulted
in attenuation in the in vivo model? Organic sulfur sources are
known to be present in urine (Lentner, 1981) and cysteine-dependent
strains of E. coli and Klebsiella sp. have been isolated from this envi-
ronment (McIver and Tapsall, 1990), suggesting that organic sulfur
compounds would not have been severely limited in the mouse model
used.

2. H. pylori and C. jejuni

Although it has been speculated that AI-2 may play a role in the regu-
lation of H. pylori gene expression, no phenotypes could be attributed
to luxS inactivation in the two independent studies by Forsyth and
Cover (2000) and Joyce et al. (2000). Both studies demonstrated that
H. pylori luxS mutants did not exhibit any growth defects under the
conditions tested. Furthermore, inactivation of luxS, which completely
abolished AI-2 production, did not affect the expression of known viru-
lence factors, such as vacA (encoding a vacuolating cytotoxin) which
peaks at the onset of stationary phase (Forsyth and Cover, 2000). There
was also no difference in urease activity, motility, Cag-induced IL-8
production by Hep-2 cells, or the ability of concentrated supernatants
to induce vacuoles in Hep-2 cells (Joyce et al., 2000). Furthermore, no
differences in the protein profiles of wild-type and mutant were detect-
able by 2-D gel analysis. It was suggested that H. pylori may produce
AI-2 solely to interfere with the communication of other bacteria
(Forsyth and Cover, 2000), or that, at least in vitro, the presence of other
converging signaling pathways similar to those of V. harveyi may have
masked any obvious phenotypes in a luxS mutant.

In Campylobacter jejuni, inactivation of luxS did not significantly
alter growth, the resistance to oxidative stress, or adherence and inva-
sion of Caco-2 cells (Elvers and Park, 2002). However, a luxS mutant
consistently produced smaller halos in semi-solid agar, suggesting that
motility was affected. However, no attempt was made to restore the
parental phenotype through the addition of CM or in vitro–synthesized
AI-2 (Elvers and Park, 2002).
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3. Periodontal Pathogens

Communication between oral bacteria has been considered essential
for initial colonization and the subsequent formation of mixed biofilms
on the tooth surface (see Kolenbrander et al. [2002] for a review). It is
therefore intriguing that AI-2 production has been demonstrated for
the periodontal pathogens Fusobacterium nucleatum and Prevotella
intermedia and for some but not all strains of Actinobacillus actinomy-
cetemcomitans and Porphyromonas gingivalis (Chung et al., 2001;
Fong et al., 2001; Frias et al., 2001; Burgess et al., 2002). Furthermore,
certain members of the genus Streptococcus which are predominant
early colonizers on the tooth surface are either known (Streptococcus
gordonii, Streptococcus mitis, Streptococcus mutans) or likely (e.g.,
Streptococcus oralis and Streptococcus sanguis) to possess luxS homo-
logues in their genome. For these reasons, it has been suggested that
AI-2 may mediate the communication between various members of
mixed oral biofims (Fong et al., 2001; Kolenbrander et al., 2002; McNab
et al., 2003). However, there is presently only limited evidence to sup-
port this idea. The strains of S. mitis, S. mutans, S. oralis, and S. san-
guis tested by Frias et al. (2001) did not produce detectable amounts of
AI-2, and the extracellular AI-2 levels produced by various F. nuclea-
tum strains differed dramatically (although this may have been a conse-
quence of the growth conditions, which were obviously quite different
from those encountered in vivo). Inactivation of luxS did not signifi-
cantly impair mono-species biofilm formation by S.mutans on a plastic
surface (Wen and Burne, 2002) but resulted in more granular biofims
on a glass surface (Merritt et al., 2003). Inactivation of luxS had no
effect on mono-species biofilms of S. gordonii (McNab et al., 2003)
and the formation of a mixed biofilm (in conjunction with S. gordonii)
was not affected in a P. gingivalis luxS mutant (Chung et al., 2001;
McNab et al., 2003). However, Blehart et al. (2003) recently reported
that a luxS mutant exhibited altered microcolony architecture within
S. gordonii biofilms formed in saliva. Interestingly, however, a S. gor-
donii luxS mutant was unable to form a mixed-species biofilm together
with a P. gingivalis luxS mutant (McNab et al., 2003). Since the pres-
ence of a functional luxS gene in either one of the two species resulted
in a normal mixed-species biofilm, it was suggested that ‘‘LuxS-based
signaling’’ is essential for the development of a mixed-species biofilm
containing these two species (McNab et al., 2003). This is indeed a pos-
sibility, but alternative functions of LuxS, or even AI-2, have to be
taken into account before final conclusions can be drawn. In S. gordo-
nii, inactivation of luxS does not affect the production of SspA and
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SspB adhesins (McNab et al., 2003), which are known to mediate
adhesion between S. gordonii and bacteria such as P. gingivalis and
Actinomyces naeslundii.

The function of luxS in P. gingivalis has been analyzed in more detail
in two independent studies by Chung et al. (2001) and Burgess et al.
(2002). Differential display analysis by Chung et al. (2001) indicated
that hemR (encoding a putative TonB-dependent outer membrane
receptor which is also known to be regulated by hemin) as well as the
genes encoding putative homologues of TonB and excinuclease ABC
(uvrB; Fong et al., 2001) were downregulated in a P. gingivalis luxS
mutant. This study also suggested the upregulation of rgpA, encoding
an arginine specific protease, and hasF (Fong et al., 2001), encoding a
putative outer membrane hemin acquisition protein. With the excep-
tion of rgpA, the differential regulation of these genes was confirmed
by RT-PCR. In an independent study by Burgess et al. (2002), however,
the upregulation of rgpA was not confirmed at the level of enzymatic
activity. Instead, a P. ginigivalis luxS mutant was found to produce
around 45% less Rgp protease and also 30% less Kgp protease than
the parent strain. The luxS mutant also exhibited a 4-fold reduced
hemaglutination titer. Nevertheless, wild-type and mutant were equal-
ly virulent in a murine soft tissue model (Burgess et al., 2002). In addi-
tion, luxS inactivation had no effect on the efficiency of gingival
epithelial cell invasion (Chung et al., 2001).

AI-2–dependent signaling has also been studied in A. actinomyce-
temcomitans (Fong et al., 2001). Early exponential phase cells of this
organism were incubated with either sterile medium or CM of the same
strain obtained at mid- to late exponential phase. In the presence of
CM, leukotoxicity of the cells was increased two- to three-fold, indicat-
ing the presence of an inducing factor. A similar increase was observed
using CM derived from E. coli DH5� expressing the A. actinomycetem-
comitans luxS gene when compared to CM derived from E. coli DH5�
containing an inactivated copy of the same gene. For the latter ex-
periment, the observed differences were also confirmed using anti-
leukotoxin antibodies. Furthermore, the transcript level of afuA,
encoding a periplasmic iron transport protein, was 8-fold increased
in the presence of CM from E. coli DH5� containing the luxS gene, but
no change was observed for cdtB, encoding the cytolethal distending
toxin protein B. The authors attributed the observed changes in gene
expression to the presence of AI-2 in CM of E. coli DH5� expressing
luxS.

Examination of an A. actinomycetemcomitans luxS mutant (Fong
et al., 2003) revealeda growthdefect inBHImedium,under iron-limiting
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conditions. Inactivation of luxS also influenced the expression of sev-
eral iron acquisition genes, including afuA, under iron-replete condi-
tions. AfuA and genes encoding putative homologues for ferritin
(ftnAB), ferric citrate transport as well as transferrin-, hemoglobin-,
and hemophore-binding proteins were downregulated, whereas two
genes for putative siderophore transport proteins were upregulated.
Where tested, these changes could be reversed through the introduc-
tion of a plasmid-borne copy of luxS. The authors suggested that
‘‘LuxS-dependent signaling’’ regulated the acquisition of iron by this
organism, which may be important for adaptation and subsequent
growth under iron limitation.

Fong et al. (2001) also examined the expression of uvrB and hasF in a
P. gingivalis luxSmutant after the addition of CM from E. coli DH5� ex-
pressing the A. actinomycetemcomitans luxS gene in comparison with
sterile medium. In the presence of CM, and thus AI-2, uvrB expression
was increased and hasF expression was turned off, whereas expression
of a control gene, fimA, remained unchanged. Again, these effects were
explained by the presence of ‘‘A. actinomycetemcomitans AI-2’’ in the
CM and it was speculated that the strong effect seen with hasF may
have arisen from a higher AI-2 concentration in E. coli–derived CM.
Fong et al. (2001) interpreted their results as evidence for interspecies
communication between A. actinomycetemcomitans and P. gingivalis
and possibly other bacteria in the oral cavity. In support of this, Chung
et al. (2001) and Fong et al. (2001) both reported the presence of
putative LuxO and LuxQ homologues in P. gingivalis and A. actinomy-
cetemcomitans, and discussed their possible involvement in AI-2
signal transduction. However, a closer look reveals that these so-called
‘‘LuxO’’ and ‘‘LuxQ homologues’’ are, in fact, more closely related to
other known �54-dependent regulators and to tripartite sensor kinases.
For example, the LuxQ homologue of P. gingivalis is more similar to the
styrene sensor kinase StyS in Pseudomonas sp, strain Y2, whereas the
respective homologue of A. actinomycetemcomitans, although sharing
significant similarity with LuxQ in the C-terminal region, is even more
similar to the aerobic respiration sensor-response protein ArcB of E. coli
or Haemophilus influenzae. Interestingly, in addition to LuxQ, several
ArcB-like proteins can be found in the V. fulnificus and V. cholerae
genomes. A mutant of the putative arcB homologue in A. actinomyce-
temcomitans, in common with the luxSAa mutant, has a growth defect
under iron-limiting conditions and shows reduced expression of afuA
and ftnAB (Fong et al., 2003). The authors suggested that ArcB may
function as a sensor for AI-2 and control the acquisition and storage
of iron in A. actinomycetemcomitans. In other organisms, the ArcA/
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ArcB two-component signal transduction system is an important regu-
lator of central metabolic functions, which are regulated in response to
oxygen availability (Lynch and Lin, 1996). Although a role of ArcB in
iron acquisition has not yet been described, iron transport is probably
regulated in response to oxygen concentration (Kammler et al., 1993),
which could explain the observed phenotype of the A. actinomycetem-
comitans arcB mutant. Presently, a role of this protein in AI-2 signal
transduction can neither be confirmed nor excluded.

4. Neisseria meningitidis

In Neisseria meningitidis, AI-2 accumulates during growth and
reaches maximal level during entry into stationary phase (Winzer
et al., 2002d). The luxS gene of two N. meningitidis serogroup B
strains, MC58 and B16B6, was deleted and the resulting mutants were
analyzed for their ability to cause bacteremic infection in infant rats
after intraperitoneal injection together with the wild-type in a 1:1 ratio.
For both strains, the inactivation of luxS resulted in attenuation. Wild-
type levels of virulence were restored after the introduction of an intact
luxS gene in single copy on a different part of the chromosome, indicat-
ing that attenuation was not caused by second-site mutation. However,
it is not clear from this study whether the reduction in virulence is
caused by a disruption of AI-2–based signaling, a reduction in general
fitness due to a metabolic defect, or a combination of the two. It can be
argued that AI-2 produced by the wild-type could have cross-fed the
luxS mutant in the mixed-inoculum experiments and that the impact
of AI-2–based signaling on meningococcal virulence may have been
underestimated in this study. However, recent unpublished data from
the authors’ laboratory point toward a reduction in fitness due to a
metabolic defect. While parent strains and mutants showed compar-
able growth in rich medium (Mueller-Hinton), a growth defect was ob-
served in defined medium which lacked methionine and was restricted
for cysteine. Wild-type levels of growth could be restored through the
addition of cysteine but not in vitro synthesized AI-2, which is consis-
tent with the idea that inactivation of luxS increases the need for
methionine biosynthesis, which in turn depends on the availability
of suitable sulfur sources (see Section VI.B). Indeed, access of N.
meningitidis to organic sulfur sources appears to be limited at some
stages during infection, as mutants containing defects in methionine
biosynthesis genes have been shown to be attenuated in the infant rat
model (Sun et al., 2000) and genes involved in the uptake of sulfate
and de novo synthesis of cysteine are upregulated upon interaction
with human epithelial cells (Grifantini et al., 2002). These results
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also demonstrate the importance of choosing the appropriate growth
conditions when analyzing the phenoytypes of luxS mutants in vitro.

A role of AI-2 in meningococcal cell-to-cell communication cannot,
however, be completely ruled out on the basis of these experiments.
Indeed, a study by Levin et al. (2002) suggested that AI-2 may regulate a
number of different target genes in N. menigitidis MC58. A luxS mutant
was grown inMuller-Hinton broth and its protein profile compared with
that of the parent strain by 2-D gel analysis. The levels of at least 11 pro-
teins were changed significantly, including BfrA (bacterioferritin A) and
PdxA (an NAD-dependent dehydrogenase involved in pyridoxal phos-
phate synthesis) which were both upregulated, and as a putative pepti-
dyl-formyl cis-trans isomerase (NMB0281), which was downregulated.
These changes were also confirmed at a transcriptional level by RT-PCR
and gene array analysis, showing 3.8- and 2.9-fold upregulation for bfrA
and pdxA, respectively, and 2.5-fold downregulation of NMB0281. In
most cases, the observed changes could be reversed by the presence of
50 �g/ml (0.44 mM) ‘‘synthetic AI-2’’ (MHF; Levin, personal communi-
cation). As discussed in more detail in Section IV, MHF is a compound
which exhibits AI-2 activity and is formed in vitro in the LuxS reaction
(Winzer et al., 2002a). It can fully activate bioluminescence in the V. har-
veyiBB170 assay at a concentration of 2 mM(seeWinzer et al., 2002a) but
also possesses toxic properties (Hiramoto et al., 1996) and inhibits the
AI-2 bioassay at high concentrations. The fact that MHF could reverse
the effects of luxS inactivation on a number of proteins is consistent with
a role in signaling, but the unusually high concentration as well as its
toxic properties may also affect gene expression in signaling-indepen-
dent manner. In an independent gene array study, no significant differ-
ences between a N. meningitidis luxS mutant and its parent strain
could be identified (Dove et al., 2003).

5. Other Gram-negative Bacteria

a. Borrelia burgdorferi. The spirochete Borrelia burgdorferi is the
causative agent of Lyme disease in humans. This Gram-negative bacte-
rium lives in the midgut of ticks but can be transmitted when the latter
feed on mammals.

AI-2 activity was not present in detectable amounts in the culture
supernatants of different B. burgdorferi strains, even when grown at
different pH values and temperatures, although the B. burgdorferi luxS
gene (luxSBg) was functional in E. coli DH5� (Stevenson and Babb,
2002; Hübner et al., 2003). It is possible that AI-2, like other substances
synthesized by this bacterium, is only produced under specific con-
ditions encountered in vivo but not in vitro. Nevertheless, addition of
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CM from E. coli DH5� expressing luxSBg, strongly affected the level of
several proteins in B. burgdorferi. At 34

�
C, at least 18 proteins were

upregulated and 7 proteins downregulated and most of these were
different from the proteins found to be altered at 23

�
C. Furthermore,

at 34
�
C, the levels of the complement factor H-binding proteins

ErpA/I/N were two-fold increased in the presence of CM from E. coli
DH5� expressing luxSBg, whereas the surface protein OspC (a transmis-
sion-associated protein) remained unchanged. Stevenson and Babb
(2002) concluded that B. burgdorferi responds to AI-2 in a tempera-
ture-dependent manner by modulating the production of specific
proteins.

Apart from the problems associated with the use of CM, this inter-
pretation is further complicated by the fact that after the addition of
CM, cells were grown for a further 2 (34

�
C.) or 3 days (23

�
C), which

was equivalent to 2 to 3 generations and no data were made available
to demonstrate the stability of AI-2 activity under these conditions. If
the response was indeed AI-2–dependent, the signal reception must
be fairly sensitive, as the CM from E. coli was diluted 1:100 in the B.
burgdorferi culture fluid.

b. Photorhabdus luminescens. The luminescent bacterium Photo-
rhabdus luminescens inhabits the intestine of a soil nematode from
where it is expelled when the nematode enters a susceptible insect.
Once they are released, the bacteria kill the insect and enhance the con-
ditions for nematode reproduction. It is believed that the production
of several antibiotics prevents contamination of the insect carcass
with other bacterial species, which is important for the successful
completion of the nematode life cycle.

Interestingly, the inactivation of luxS in P. luminescens upregulated
the production of a carbapenem-like antibiotic, which is effective
against several gram-negative bacteria (Derzelle et al., 2002). This
was indicated by the antibiosis zones produced by the luxS mutant,
which were consistently larger than those of the wild-type, suggesting
that it produced more antibiotic. Furthermore, the expression pattern
of the cpm gene cluster, which is required for the biosynthesis of
the carbapenem–like antibiotic, was altered. In the parent strain, cpm
transcript level peaked during midexponential phase and then de-
clined rapidly before entry into stationary phase. In the mutant, how-
ever, this decline was less pronounced and significant amounts of
cpm mRNA were still detectable during the early stationary phase.
Pigment production and the growth rate in Schneider medium was
not affected, although the growth of the mutant resumed with a short
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delay after inoculation into fresh medium. No attempts were made to
restore the wildtype pattern.

Derzelle et al. (2002) suggested that repression of antibiotic produc-
tion by quorum sensing may function to limit carbapenem biosynthesis
to logarithmic growth, which could help to prevent intoxication of
P. luminescens by its own antibiotic in the confined space of the insect
carcass. This pattern of antibiotic production is strikingly different
from that of E. carotovora, which employs AHL-based quorum sensing
to induce carbapenem production only at high cell densities although
both species contain homologous mechanisms of self-protection
against the antibiotic (Whitehead et al., 2002).

c. Pasteurellaceae. AI-2 production by A. actinomycetemcomi-
tans has already been described in Section IX.B.3. Other members of
this family, e.g., Manheimia hemolytica, Pasteurella multocida, Pas-
teurella trehalosi, Actinobacillus suis, and Actinobacillus pleuropneu-
moniae, also produce AI-2 but sometimes only at a very low level
(Malott and Lo, 2002). It is not clear whether the low activities are
due to limited export or the production of less active AI-2 derivatives.
Interestingly, the genome sequence of P. multocida (May et al., 2001;
GenBank accession number AE004439) suggests the presence of a puta-
tive ABC transporter system, which appears to be homologous to the
AI-2 transporter identified in S. typhimurium.

6. Gram-positive Bacteria

a. Streptococci. In S. pyogenes HSC5, AI-2 activity is undetectable
early during growth but then increases dramatically and reaches max-
imal levels after entry into stationary phase. AI-2 activity then falls rap-
idly (Lyon et al., 2001). Interestingly, a luxS mutant of this strain was
shown not to produce any AI-2 up to the point were the activity pro-
duced by the wild-type started to decline. Then, however, a small in-
crease in activity was observed, although maximal activities were still
100-fold lower than those produced by the wild-type. Because the
sequenced genomes of various S. pyogenes strains contain only one
luxS homologue, the reason for this AI-2 activity is not clear. Work
from the author’s laboratory has identified an alternative route of AI-2
formation via the spontaneous convertion of sugar phosphates, in par-
ticular ribulose-5-phosphate. It is also possible that other compounds
produced by the mutant had stimulatory effects, e.g., on growth and
thus bioluminescence, in the V. harveyi BB170 bioassay.

Inactivation of luxS in HSC5 had a strong effect on the production of
the virulence factor streptolysin S (SLS, a hemolysin), which in the
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wild-type is produced during the transition to stationary phase and
then rapidly decays. Although the pattern of temporary production
and decay was not altered, the luxS mutant produced highly elevated
SLS level (Lyon et al., 2001). In agreement with this observation, the
sagA gene (streptolysin-associated gene A) which is required for SLS
production, was more than 10-fold upregulated. Production of a second
hemolysin, streptolysin O, was not altered in the luxS mutant.

Lyon et al. (2001) also demonstrated that the luxS mutant was defec-
tive for secreted proteolytic activity. Activity of the secreted cysteine
protease SpeB appears abruptly during the late exponential phase
and, like SLS, declines several hours into stationary phase. However,
the luxS mutant produced only a 20-fold lower activity at the time
where SpeB production by the wild-type was maximal. This defect
occurred posttranslationally, possibly at the level of secretion and pro-
cessing of the protease precursor. The mutant secreted approximately
8-fold less protease polypeptide than the wild-type, whereas speB
transcript level were unaffected. All detectable protease secreted by
the mutant was present as the inactive precursor.

The luxS mutant also exhibited a medium-dependent growth defect.
In peptide-rich and carbohydrate-poor C medium, no difference in
growth was observed, whereas in Todd-Hewitt yeast extract medium,
the mutant showed a 30% reduction in the rate of growth, which was
not caused by the observed reduction in proteolytic activity.

Interestingly, an insertion element, IS1239, was identified immedi-
ately upstream of luxS in a strain characterized by low production of
SpeB activity. When this region was exchanged against the IS1239-free
but otherwise identical region of strain HSC5, SpeE activity increased
significantly and reached the level observed for S. pyogenes HSC5. The
molecular basis for the variable production of proteolytic activity
in many clinical isolates of S. pyogenes is not well understood, but dif-
ferential expression through the integration of an insertion element
next to luxS may represent at least one mechanism that can modulate
virulence during infection.

In contrast to many other species, inactivation of luxS in S. pyogenes
strongly influenced specific phenotypes. However, since the pheno-
types could not be restored by the addition of CM from wildtype cul-
tures (Lyon et al., 2001), the observed changes could not be attributed
to an AI-2 signaling defect.

In S. mutans, expression of luxS was detectable in early exponential
phase cells and was optimal in the mid-exponential phase of growth
(Wen and Burne, 2002). Maximal AI-2 levels were reported for mid-
to late logarithmic growth (Merritt et al., 2003). Inactivation of luxS
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did not affect growth in BHI or semi-defined BH medium and did not
significantly impair biofilm formation on plastic surfaces (Wen and
Burne, 2002). However, on glass slides biofilms were reported to be
more granular (Merritt et al., 2003).

The importance of luxS for mixed-species biofilms formed by S.
gordonii has already been discussed (see Section IX.B.3). Genes differ-
entially regulated in the luxSSg mutant and wild-type include
those with putative functions in metabolism (notably sugar metabol-
ism) and transport (McNab et al., 2003). For Strep. pneumoniae, muta-
tion of luxS reduced virulence in a mouse model but did not affect
colonization of the mouse nasopharynx (Stroeher et al., 2003).

b. Clostridium perfringens. The anaerobic pathogen C. perfringens is
known to produce extracellular virulence factors, several of which are
regulated by the VirR/VirS two-component system in response to an
unknown signal (Lyristis et al., 1994; Shimizu et al., 1994, Ba-Thein
et al., 1996). These include the alpha-, theta-, and kappa-toxins, which
are encoded by the plc, pfoA, and colA genes, respectively. Inactivation
of luxS resulted in an approximately two-fold reduction of alpha-,
theta-, and kappa-toxin levels in the culture supernatant after 5 h, al-
though growth characteristics in Gifu anaerobic medium was not
affected (Ohtani et al., 2002). Northern blot analysis indicated that
phoA transcript levels were also significantly reduced during mid-
exponential growth in the luxS mutant, whereas the plc and colA
transcripts levels remained largely unchanged.

The influence of CM from wild-type and mutant on toxin production
was analyzed to obtain evidence for their regulation by AI-2. luxS
mutants produced more alpha, theta-, and kappa-toxins when incu-
bated with CM from the wild-type when compared with incubation
with AI-2-free CM from the mutant itself. Under the same conditions,
phoA transcript levels increased four-fold, whereas colA or plc tran-
scription remained unchanged. A similar effect on phoA transcription
was observed in the presence of CM from E. coli DH5� expressing
either the C. perfringens ycgJ-metB-cysK-luxS gene cluster, or luxS
alone, when compared to CM from the same strain containing a control
plasmid. Ohtani et al. (2002) concluded that extracellular AI-2 posi-
tively regulates pfoA transcription and may have an effect on post-
transcriptional regulation of alpha- and kappa-toxins.

In C. perfringens, luxS is organized in an operon together with a gene
of unknown function, ycgJ, and the metabolic genes metB and cysK
(gene order: ycgJ-metB-cysK-luxS; Banu et al., 2000; see Section VII).
The importance ofmetB and cysK for cell-to-cell signaling was analyzed
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through the construction of a metB mutant, which, probably due to a
polar effect on luxS expression, was also impaired for AI-2 production
(Ohtani et al., 2002). Thismutant also showed drastically reduced phoA
transcript levels at themid-exponential growth phase. The introduction
of plasmid-borne copies of either luxS, ycg-luxS, or the complete operon
increased phoA levels 3.5-fold, whereas constructs containing other
genes of the operon but lacking luxS had no effect. However, even in
the presence of luxS, phoA levels were still drastically lower than those
of the wild-type. The reasons for the reduced phoA levels in the pres-
ence of luxS-containing plasmids was not further investigated, but the
supernatants of these strains also contained only 19 to 31% of the AI-2
activity found for the wild-type. The authors concluded that only luxS
(but notmetB or cysK) is important for the increase in phoA expression.

The relationship between VirR/VirS and the potential AI-2 signaling
system was also examined. No phoA transcripts, and only very little
plc and colA mRNA, was detected in a virR mutant, and this pattern,
which is far more dramatic than that observed after luxS inactivation,
did not alter in the presence of plasmid-borne copy of luxS. By con-
trast, when the virR gene was overexpressed in a luxS mutant, col,
plc, and particularly pfoA transcript level were enhanced to approxi-
mately wild-type levels. These data suggested that VirR/VirS is not
only required for the ‘‘luxS-mediated’’ regulation of toxins but, more
importantly, that it clearly has the ability to regulate toxins in the ab-
sence of AI-2 production. This is also in agreement with the earlier
finding by Banu et al. (2000) that VirR/VirS negatively regulates the
ycgJ-metB-cysK-luxS operon.

In contrast to many other bacteria, where toxin production occurs
mainly during stationary phase, C. perfingens is unique in that it se-
cretes toxins at low cell density but switches production off at later
stages. Ohtani et al. (2002) suggested that AI-2, which peaks during
the mid-exponential phase, may be responsible for pfoA activation at
this stage of growth whereas other mechanisms may be involved at
earlier stages. The question remains, however, whether it was really
the disruption of AI-2–based signaling which was responsible for the
observed changes in toxin production in the luxS mutant. The stimula-
tory effects of AI-2 containing CM from both C. perfringens and E. coli
support the author’s interpretation, as well as the observation that a re-
duction in phoA transcript levels after the introduction of a polar mu-
tation in metB could be partially restored by the introduction of luxS
but notmetB together with cysK. Reduced toxin production in response
to the disruption of the methionine and cysteine biosynthesis path-
ways should have been reversed in the presence metB and cysK.
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However, the small increase of phoA transcript levels and extracellular
AI-2 activity in the presence of a plasmid borne copy of luxS or even
the complete ycgJ-metB-cysK-luxS operon suggests that the metabolic
functions in the complemented strains had not been fully restored.

C. CONCLUSIONS

Several gram-negative and gram-positive bacteria contain luxS genes
and accumulate, often temporarily, AI-2 activity in their culture super-
natants. Inactivation of luxS is known to affect multiple phenotypes,
including growth, protein production and secretion, motility, iron ac-
quisition, or virulence in an animal model, depending on the species
and conditions tested. These changes are caused by either a lack of
AI-2 signaling activity or the disruption of the activated methyl cycle.
V. harveyi and V. cholerae are presently the only species shown to re-
spond to extracellular AI-2 by regulating specific target genes not related
to reuptake and degradation of the molecule. Other bacteria such as
E. coli may also respond to AI-2, but final proof requires the use of
purified AI-2 and the identification of a signal transduction pathway.

X. The Role of AI-2 in Interspecies Communication and

Alternative Functions

Given that AI-2 is produced by so many different bacteria, it is per-
haps not surprising that the molecule has given rise to much specula-
tion about its function (Bassler, 1999; Fuqua and Greenberg, 1998;
Coulthurst et al., 2002; Winans, 2002; Winzer et al., 2002a,b). Building
on suggestions first unveiled by Greenberg et al. (1979) regarding the
involvement of V. harveyi in bacterial cross-talk, the idea that AI-2
may serve as a signal in interspecies communication has been put
forward by Bonnie Bassler’s group and has certainly been influential,
inspiring much of the research presented in this chapter (Bassler
et al., 1999; Schauder and Bassler, 2001; Miller and Bassler, 2001;
Bassler, 2002; see also Section X.A.4).

A. A ROLE IN INTERSPECIES COMMUNICATION?

The production of AI-2 by so many different bacteria remains enig-
matic. True AI-2–based cross-species communication in natural habi-
tats, while an intriguing theoretical exercise, still awaits experimental
confirmation. Although certain scenarios can be envisaged where AI-2
is involved in bacterial crosstalk in nature, e.g., the communication
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between marine Vibrio species, it is not clear why so many different
bacteria in general need to communicate their metabolic situation or
other information to separate and probably competing species. The ex-
change of information could make sense in symbiotic relationships,
but, in that case, a specific signal which cannot be distorted or
‘‘bugged’’ by other bacteria would appear to be more reliable. It is
now clear that AI-2 production profiles can differ dramatically
among species, and some bacteria may degrade the molecule at the
same time others continue to produce it. Therefore, decoding the mes-
sage contained in the AI-2 level of a mixed population appears to be a
rather complex task. Thus, interspecies communication could occur
predominantly in situations where the number of different AI-2 produ-
cers is restricted and where other signal molecules or excreted metab-
olites reveal additional information about the presence or absence of
individual AI-2 producers or consumers and their physiological state.

B. A SIGNAL FOR METABOLIC ACTIVITY?

It has been suggested that in some species AI-2 is used to signal
metabolic activity (DeLisa et al, 2001b; Beeston and Surette, 2002),
the potential of a given environment for growth (Surette and Bassler,
1999), or the growth conditions of a population (Sperandio et al.,
2001) rather than simply cell density. These possibilities cannot be ex-
cluded, although many bacteria have developed highly sophisticated
mechanisms for sensing a multitude of environmental parameters dir-
ectly. Nevertheless, it could be useful for bacteria to coordinately
downregulate growth and prepare for starvation before nutrients
become severely limited (Withers and Nordström, 1998). In this situ-
ation, information on both size and metabolic state of a population
will become important. Other species-specific metabolites could be
used for this purpose, but in naturally occurring mixed populations,
AI-2 has the advantage that it may be produced bymore than one species
and that its formation is directly dependent on central metabolic
processes.

C. AI-2 AS A SECRETED METABOLITE

In many cases, AI-2 may simply represent a metabolic end product or
temporarily secreted metabolite which some bacteria, notably of the
genus Vibrio, have adopted for signaling purposes (Winans, 2002;
Winzer et al., 2002b). Nevertheless, it is still possible that some bacteria,
e.g., V. cholerae or EHEC, when infecting the gut, ‘‘listen in’’ and try to
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make sense of the information conveyed by ‘‘unsuspecting’’ noncom-
municating AI-2 producers. For EHEC, it has been suggested that AI-2
produced by the normal flora of the large intestine could activate the
LEE genes and allow intimin-mediated colonization to proceed (Speran-
dio et al., 1999). Another possibility is that some bacteria produce AI-2
solely for the purpose of interference with the communication of other
species (Forsyth and Cover, 2000). It has also been suggested that AI-2 is
excluded from the cell because it has toxic properties (Winzer et al.,
2002b). This suggestion was based on the properties of MHF (Hiramoto
et al., 1996), another derivative formed from the reactive DPD in vitro
(Winzer et al., 2002a). With the discovery of the relatively stable furano-
syl borate diester as the principal ligand of LuxP, this interpretation has
to be reexamined. Presently, it is not known whether additional toxic
DPD derivatives like MHF are formed in vivo. If toxic AI-2 precursors
do exist, their export under certain growth conditions could explain the
temporal and varying AI-2 activity observed in bacterial culture super-
natants. It is also possible that DPD serves as a precursor in an (as yet
unidentified) anabolic pathway and that AI-2 is a minor side product.

D. A ROLE IN BORON ACQUISITION OR BORIC ACID SENSING?

Coulthurst et al. (2002) suggested that AI-2 might act as a boron
transporter, employed for the uptake of boron under certain growth
and environmental conditions. This is an interesting idea worth pursu-
ing. Boron is essential for plants and diatoms and (at least) some
animals (for a review, see Brown et al., 2002). The element has been
shown to stimulate yeast growth (Bennett et al., 1999) and boron defi-
ciency under certain growth conditions affects nitrogen fixation in
some heterocyste-forming cyanobacteria, possibly because it is re-
quired for the structural integrity of the heterocyst envelope, the main
barrier against oxygen diffusion (reviewed by Cakmak and Römheld,
1997). In plant cell walls, rhamnogalacturonan-II is present predomi-
nantly as a dimeric molecule, where two monomers are cross-linked
through the formation of a tetrahedral borate–diol diester with two
apiosyl residues (Power and Woods, 1997). Boron also plays a role
in plant metabolism, although the mechanisms remain unclear, and
is likely to be important for membrane structure and function in
plants and animals (Brown et al., 2002). On the other hand, high
concentrations of boric acid have been shown to be toxic.

Is it possible that bacteria obtain boron by excreting pro-AI-2 (Fig. 3),
which then specifically reacts with boric acid and is taken up again in
the form of AI-2 (acting as a ‘‘borophore,’’ in analogy to iron uptake by
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siderophores)? In plants, where boron acquisition has been studied
most intensively, boron is absorbed mainly as undissociated boric
acid (H3BO3). Boric acid is a very weak acid with a pK of 9.1 and at a
physiological or acidic pH, very little is present in the form of the
borate anion (H4BO4

�) (Power and Woods, 1997). In plants, boric acid
can enter the cells via passive diffusion but there is also evidence for
active transport (at a concentration below 1 �M passive permeation is
considered inadequate to satisfy the boron requirements of plants)
(Dordas and Brown, 2000; Brown et al., 2002). Recently, an efflux-type
boron transporter (Bor1) which is required for xylem loading has been
discovered in Arabidopsis thaliana, and genes encoding similar pro-
teins are present in animals and in Saccharomyces cerevisiae (Takano
et al., 2002).

Apart from cyanobacteria, the boron requirements of other prokary-
otes have not been studied in detail and therefore it is not known
whether bacteria in general require boron for growth. Close homologues
of the A. thaliana Bor1 transporter are not present in the currently se-
quenced bacterial genomes, but alternative systems may exist. Boric
acid is known to react spontaneously with a variety of organic mono-,
di-, or polyhydroxy compounds, but the most stable (cyclic) borate
esters are formed with cis-diols on a furanoid ring, such as apiose and
ribose (Mazurek and Perlin, 1963). AI-2, which is derived from a ribosyl
moiety, may represent another example for a comparatively stable
borate diester (Chen et al., 2002). Whether AI-2 plays a role in boron
acquisition as suggested by Coulthurst et al. (2002) remains to be seen,
but the uptake of a stable borate ester rather than boric acid itself is
a possibility. AI-2 is not the only known boron compound formed by
bacteria. Boron-containing polyketide antibiotics have been isolated
from the culture fluids of Streptomyces antibioticus (boromycin; Hütter
et al., 1967; Dunitz et al., 1971), Streptomyces griseus SS120 (aplasmo-
mycin; Nakamura et al., 1977), the myxobacterium Sorangium cellulo-
sum (tartrolon B; Irschik et al., 1995; Schummer et al., 1996), and the
cyanobacteria Nostoc linckia and Nostoc spongiaeforme (borophycin;
Hemscheidt et al., 1994; Banker and Carmeli, 1998). In fact, boromycin
was the first defined biological boron compound to be described (Hütter
et al., 1967). Interestingly, desboroplasmomycin (the polyketide struc-
ture of aplasmomycin without the central boron atom) was easily con-
verted to aplasmomycin in the presence of boric acid at pH 6 or pH 8
(Chen et al., 1980). Furthermore, tartrolon A (tartolon B polyketide
lacking boron) was by far the predominant product when S. cellulosum
cultures were grown in a stainless steel bioreactor, whereas tartolon B
was the major product in glass flasks (Irschik et al., 1995). This suggests
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that tartrolon A was converted to tartolon B in the presence of contami-
nating boron compounds originating from the glassware. As discussed
in Section IV. C, it is possible that AI-2 is formed from pro-AI-2 nonen-
zymatically, depending on the presence and concentration of boric acid.
In this case, AI-2 may be looked upon as a molecule which modulates
the AI-1– and CAI-1–driven quorum-sensing systems of V. harveyi and
V. cholerae, respectively, in response to the extracellular concentration
of boric acid. Thus, the AI-2 systems in these organismsmay act as boric
acid sensors rather than cell density sensing systems.

However, AI-2–induced bioluminescence in conjunction with boric
acid may fulfill an important function in the ecology of V. harveyi
and other marine bacteria. V. harveyi, as well as other luminous bac-
teria, have been isolated in the free-living planktonic form from sea-
water but also in large numbers from the gut of fish (Reichelt and
Baumann, 1973; Hastings and Nealson, 1977; Ruby and Morin, 1979;
Ramesh et al., 1986; Ramesh and Venugopalan, 1988). V. harveyi is also
a pathogen of certain crustaceans. The enteric contents of animals are
one of the largest pools of organic matter available to marine bacteria,
but it appears that after their uptake, luminous bacteria inhabit the
gut of fish only transiently (Ruby and Morin, 1979; O’Brien and Size-
more, 1979). After ingestion, the bacteria move down the intestinal
tract together with digested food material and are finally expelled to-
gether with the fecal pellet. These fecal pellets start to bioluminesce
once they have left the anaerobic environment of gut (Ruby and Morin,
1979). As well as oxygen, bioluminescence requires the appropriate
autoinducer concentration for the induction of luciferase. In some
cases, the required autoinducer concentration may already be
reached in the gut, but feces-associated bacteria have also been shown
to proliferate extensively after excretion with a concomitant increase in
bioluminescence intensity (Ruby and Morin, 1979).

After the release of the fecal pellet, the high concentration of boric
acid (400 mM) present in seawater may particularly stimulate AI-2–
dependent induction of bioluminescence, by enhancing the conversion
of pro-AI-2 to AI-2 (see Section IV.C). This mechanism could ensure
that a high level of bioluminescence is maintained even at low autoin-
ducer concentrations, e.g., on the surface of fecal pellets, due to the
very tight binding of AI-2 to LuxP. It has been suggested that the biolu-
minescence of bacteria associated with fecal pellets might serve to at-
tract fish or other marine organisms to ensure the reuptake of bacteria
through consumption of these particles (Hastings and Nealson, 1977;
Ruby and Morin, 1979). Hastings and Nealson (1977) have pointed
out that this may also be beneficial for the fish, as V. harveyi and other
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luminous bacteria are capable of producing chitinases which may
facilitate the degradation of the exoskeletons of marine crustaceans.
AI-2–dependent activation of bioluminescence in the presence of high
boric acid concentrations may therefore represent an example for a con-
certed multispecies effort, where a number of different feces-associated
bacteria act together to ensure reuptake into the nutrient-rich resorvoir
of the fish gut.
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I. Preface and Introduction

‘‘NASA’s mission [is] to understand and protect our home planet; to ex-
plore the Universe and search for life; and to inspire the next generation
of explorers . . . as only NASA can.’’

—U.S. President’s Management Agenda, 2002
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A. THE SEARCH FOR LIFE IN THE UNIVERSE

This chapter will describe the current microbiological knowledge
base that supports the quest for life beyond Earth. The interests of re-
searchers funded by the National Aeronautics and Space Administra-
tion (NASA) and other Western sponsors—specifically, the European
and Russian space agencies—have converged on the search for life
beyond earth (Chyba, in press). The characteristics of current ‘‘terres-
trial’’ targets, which include the planets Mars and Venus as well as
the Jovian satellites Io, Ganymede, Europa, and possibly the Saturnian
satellites Titan and Enceladus, are described at the websites listed
in Table I. Additional relevant information is available elsewhere
(Bennett et al., 2003; National Research Council, 2002b). The agencies’
effort differs substantially from the older, more popularly familiar
‘‘search for extraterrestrial intelligence’’ (SETI) in that the goal is the
recognition, characterization, and identification of life forms in situ—
in the absence of hard evidence for the existence of extraterrestrial life.
Indeed, one of NASA’s current goals is the demonstration that such
life exists. The agency’s strategy may be explained via a systems
engineering approach (Table II).

This author has a background in general microbiology as well as the
physical and engineering sciences and has hands-on experience in the
development of biological processes formanagement of contaminated—
i.e., ‘‘extreme’’—environments. Involvement in both discovery-based
and hypothesis-driven experimentation, as well as in student educa-
tion, has coincided with an interest in astronomy and science fiction.
All of these threads will be examined here and will be applied to the
NASA mission ‘‘to improve life here, to extend life to there, and to
find life beyond’’ (http://www.nasa.gov). Activities beyond the agency
initiative will be described in brief.

The exploration of the cosmos by NASA encompasses the field
of astrobiology (http://astrobiology.arc.nasa.gov/). ‘‘Astrobiology’’ is
defined as ‘‘the study of the origin, distribution, and destiny of
life in the universe.’’ Indeed, there is now a NASA Astrobiology
Institute (NAI) encompassing several universities and research
centers, and charged with responsibility for research on the origin,
distribution, and future of life in the universe (http://nai.arc.nasa.-
gov/). NASA also has an Exobiology Program, whose mission is
slightly more goal-oriented, and which currently focuses on the
planet Mars:
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TABLE I

WEB-BASED INFORMATION SOURCES DESCRIBING CURRENT EXOBIOLOGICAL EXPLORATION TARGETS

Planetary

body Satellite Location of information on physical characteristics

Solar

system

http://nssdc.gsfc.nasa.gov/planetary/planetfact.html

http://solarsystem.nasa.gov/features/planets/
planet_profiles.html

Venus http://astrobiology.arc.nasa.gov/topics/
venus.html

http://nssdc.gsfc.nasa.gov/planetary /factsheet/

venusfact.html

Earth http://nssdc.gsfc.nasa.gov/planetary/factsheet/earthfact.html

http://nssdc.gsfc.nasa.gov/planetary /factsheet/
planet_table_ratio.html (planetary comparisons to Earth)

Moon http://nssdc.gsfc.nasa.gov/planetary/factsheet/moonfact.html

Mars http://cmex-www.arc.nasa.gov /SiteCat/sitecat2/mars.htm

Jupiter http://nssdc.gsfc.nasa.gov/planetary/factsheet/
galileanfact_table.html (Galilean satellites—Callisto, Io,

Europa, Ganymede)

http://nssdc.gsfc.nasa.gov/planetary/factsheet/
jupiterfact.html

http://solarsystem.nasa.gov/features/planets/jupiter/jupiter/html

Callisto http://galileo.jpl.nasa.gov/moons/callisto.html

Io http://solarsystem.nasa.gov/features/planets/jupiter/io.html

Europa http://galileo.jpl.nasa.gov/moons/europa.html

Ganymede http://galileo.jpl.nasa.gov/moons/ganymede.html

Saturn http://nssdc.gsfc.nasa.gov/planetary/factsheet/saturnfact.html

Enceladus http://nssdc.gsfc.nasa.gov/planetary/factsheet/

saturniansatfact.html

http://solarsystem.nasa.gov/features /planets/saturn/
enceladus.html

http://solarsystem.nasa.gov/features/planets/saturn/titan.html

Extrasolar

bodies

http://exoplanets.org /planet_table.shtml

http://jwst.gsfc.nasa.gov/science/exoplanets.htm

http://obswww.unige.ch/�udry/planet/planet.html

http://www.obspm.fr/encycl/catalog.html

http://www.esa.int.export/esaHS/ESA6FBPZ9NC_future.0.html

http://www.ciw.edu/boss/IAU/div3/wgesp/planets.shtml
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TABLE II

SYSTEMS ENGINEERING AS APPLIED TO THE SEARCH FOR EXTRATERRESTRIAL LIFE
a

1. State problem clearly (e.g., ‘‘How may we design a system that will detect and

identify life beyond Earth?’’)

a. Define operating environment(s)

b. Identify relevant constraints

i. Physical/chemical laws

ii. Mathematical probability

iii. Available resources

2. Identify useful components (i.e., contributing areas of expertise)

a. Life sciences including, but not limited to, microbiology

i. Microbiology (prokaryotic)

ii. Molecular biology (prokaryotic and eukaryotic)

iii. Cell biology (eukaryotic)

b. Planetary sciences

i. Hydrology

ii. Mineralogy

iii. Atmospheric sciences

c. Physical sciences

i. Chemistry

ii. Physics

iii. Astronomy

iv. Cosmology

d. Engineering science

e. Mathematics

3. Reuse existing knowledge, using Terran life as a model

a. Define relevant physical/chemical laws

b. Correlate laws with environment(s) under study

4. Design exploratory system

a. Establish logical basis for experimentation

b. Determine operational requirements for primary system

c. Develop interfaces with other necessary operating systems (Probes? Humans?)

d. Devise communications tools and/or sensors

e. Recognize necessary tradeoffs via modeling, simulation, and analysis

i. Conceptual approach

ii. System development

iii. Risk assessment and management protocols (outgoing/incoming)
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. . .to understand the origin, evolution, and distribution of life in the uni-
verse. Research is focused on tracing the pathways taken by the biogenic
elements, leading from the origin of the universe through the major epochs
in the evolution of living systems and their precursors. These epochs are 1)
The cosmic evolution of the biogenic compounds, 2) prebiotic evolution,
3) the early evolution of life, and 4) the evolution of advanced life. (http://
astrobiology.arc.nasa.gov/workshops/1996/palebluedot/abstracts/meyer
01.html; http://cmex-www.arc.nasa.gov/CMEX/data/SiteCat/sitecat2/exo-
biolo.htm; http://research.hq.nasa.gov/code s/nra/current/NRA-02-OSS-
01/appenA2 1 0.doc)

Within NASA, astrobiology includes studies of life in the universe,
including exobiology as well as issues surrounding the transport of ter-
restrial life to other planetary bodies. In contrast, exobiology (studies of
life beyond Earth) is synonymous with astrobiology outside the United
States.

The role of microbiology in exobiology research is paramount, in that
microorganisms essentially dominate the only planet now known to
harbor life (i.e., Earth). Indeed, it is estimated that the majority of bio-
mass (‘‘life’’) on Earth is bacterial and that this amount can be esti-
mated as a global microbial load of 1030 (Sherratt, 2001). This author
is not confident of the estimate, in that the mass of funguslike organ-
isms is soil is thought to outweigh that of bacteria; and that some of
these estimates predate our recognition of two prokaryotic domains,
Bacteria and Archaea (Woese et al., 1990). (After all, the archaea were
first considered to be unusual bacteria.) Perhaps more important, if
the domain Eukarya is considered by the NASA Exobiology Program
to be ‘‘advanced life’’ (including humans), the Theory of Serial Endo-
symbiosis dictates that prokaryotes coevolved to generate eukaryotes
(Margulis, 1993). Thus, prokaryotes are important to the evolution of
advanced life and are perhaps the product of ‘‘early evolution’’ as de-
scribed previously. Molecular biology has an equally important role
in the study of exobiology. Prokaryotic organisms have been postulated
to be the earliest life forms, viz. the biological maxims that individual
cells are the smallest units of life and that cells may differ greatly from
those of humans. This and other important advances in the microbio-
logical sciences—including molecular biology, a field that was organ-
ized in the mid-1970s—are described and attributed in Table III. This

aSystems engineering focuses on problem-solving methodology rather than on the actual solution

of those problems. The field encourages both basic and applied research—i.e., development of

mathematical models and algorithms, to be employed for the design and operation of novel tools and

methods—for solving multiple problems within complex and/or unfamiliar environments. Adapted

from a presentation by Harley McAdams, Stanford University. 2002. US-DOE Bioinformatics

Contractors’ Meeting. Washington, DC. 6–7 September 2000. http://devbio1.stanford.edu/usr/hm/.
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TABLE III

CORRELATED TIMELINE: THE HISTORY OF SCIENCE AND TECHNOLOGY IN SUPPORT OF THE SEARCH FOR

EXTRATERRESTRIAL LIFE, 1546–2001.

Event Microbiological Sciences Space Exploration

1546 Fracastoro, an Italian physician,

associates human disease with

‘‘invisible organisms,’’ and suggests

that humans are affected by as yet
unknown life forms

Copernicus, a Polish astronomer,

publishes treatise describing

heliocentric solar system and

suggests that Earth is not the
center of the universe

�1600 The brothers Janssen (professions un-

known; Netherlands) invent first
compound light microscope

1610 Galileo (astronomer and physicist;
Italy) improves telescope suffi-

ciently to gather data supporting

Copernicus’ theory

1632 Galileo publishes treatise describing

a heliocentric theory of Earth’s

solar system but is forced to recant

the following year

1664 Hooke (astronomer and physicist; Great

Britain) describes fungal structure
with aid of low-power light micro-

scope of his own design

1665 Hooke first describes biological
compartments as ‘‘cells’’

1668 Newton (physicist; Great Britain)

designs and builds the first reflect-
ing telescope, as first envisioned

by Gregory in 1663

1676 Van Leeuwenhoek (custodian and mi-

croscopist; Netherlands) improves

light microscope, and discovers

‘‘animalcules’’ (motile microorgan-
isms—eukaryotic protists)

1680 Hooke and Newton independently

calculate gravitational attractions
and suggest elliptical orbits for

planetary bodies

1683 Van Leeuwenhoek discovers

prokaryotes

1687 Newton publishes volume detailing
methods for launch of an artificial

satellite and establishes law of

universal gravitation

(Continued )
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1729 Bourget (profession unknown)

publishes letters making the distinc-

tion between organic and inorganic
growth

1742 Baker (profession unknown; Great

Britain) publishes manuscript intro-
ducing the construction and use of

the light microscope to the layman

Robins (mathematician; Great

Britain) founds science of
ballistics

1778 Volta (physicist; Italy) discovers ‘‘flam-

mable air’’ in marshes, a first indica-

tion that atmospheric composition

can be affected by microbial activity

1781 Herschel (astronomer; Germany)

discovers Uranus, the first

previously unknown planet

1793 Young (physicist and physician; Great

Britain) is first to apply engineering

concepts to a biological problem
(human vision)

1794 Chladni (physicist; Germany) proves
that meteors are extraterrestrial

1799–

1804

Cayley (aerodynamicist; Great Brit-

ain) designs first flying machine
with fixed wings, control surfaces

on the tail, and a means of propul-

sion; determines basic principles

of aerodynamics; becomes first
person to fly in a machine heavier

than air; and states essential prin-

ciples required for flight

1802 Lamarck and Trevierons (naturalists;

France) independently coin the term

‘‘biology’’

1825 Cuvier (paleontologist; France)

introduces ‘‘catastrophe theory,’’

suggesting that major chemical
and/or physical events have

caused the extinction of large

groups of species and have altered
Earth

TABLE III (Continued)

Event Microbiological Sciences Space Exploration

(Continued )
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1827 Brown (botanist; Great Britain), using a

microscope, discovers ‘‘Brownian

motion,’’ the first indication that
molecules really exist and interact

with cells

1831 Brown discovers the nucleus of
eukaryotic cells

1838 Schwann (physiologist; Germany)
and Scheiden (botanist; Germany)

publish work establishing cell as

smallest unit of life

Bessel (astronomer; Germany) is first
to measure distance to another

star, other than the Sun, by mea-

suring parallax of 61 Cygni

1851 Stokes (mathematician; Ireland)

describes motion of very small

particles through fluids, in

quantitative fashion

1855 Fick (physicist and physician;

Germany) describes laws of

sedimentation within fluids

1856 Mendel (monk and botanist; Austria)

initiates genetic experiments

1857 Pasteur (chemist; France)

demonstrates life in the absence

of oxygen, i.e., fermentation

1858 Virchow (pathologist; Germany)

declares that cells are only produced

by other cells—the theory of
biogenesis

1859 Darwin (naturalist; Great Britain)
publishes a theory of natural

selection, The Origin of Species

Arrhenius (physical chemist;
Sweden) suggests that microbial

life is distributed throughout the

universe: the ‘‘panspermia’’ theory

[a concept revisited by Oparin
(biochemist; Russia) in 1936]

1860 Mendel discovers the laws of heredity;

Pasteur disproves theory of sponta-
neous generation (i.e., that life arises

wholly from nonliving material)

1862 Pasteur announces germ theory

of disease

1863 Huggins (astronomer; Great Britain)
uses spectra of stars to show that

the same elements exist in the

stars as on Earth

TABLE III (Continued)

Event Microbiological Sciences Space Exploration
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1869 Miescher (biologist; Switzerland)

discovers nucleic acids (DNA, RNA);

Mendelye’ev (chemist; Russia) states
periodic law of the chemical

elements

1871–
1874

Lister (microbiologist and pathologist;
Great Britain) defines aseptic

techniques and establishes

concept of pure (axenic) culture

1876 Tyndall (microbiologist; Great Britain)

proves that microorganisms are

carried on dust

1878 Warrington (profession unknown;

Great Britain) shows that

microorganisms are basis of a global
nitrogen cycle and establishes

microorganisms as key players in

planetary chemistry

1881 Ganswindt (inventor, Germany)

calculates velocity needed to

escape Earth’s gravitational force,
i.e., the ‘‘escape velocity’’

1883 The brothers Tissandier (profession

unknown; France) launch first
airship powered with electric

engine

1884 Koch (physician; Germany) publishes
‘‘postulates’’ for infectious disease,

providing a model linking microor-

ganisms and humans; LeChâtelier
(chemical engineer; France) clarifies

principles underlying chemical

equlibrium

1887 Winogradsky (microbiologist; France)

initiates study of oxygenated respira-

tory substrates (used in the absence

of oxygen) and establishes concept
of anaerobic growth

1890 Winogradsky demonstrates
autotrophic growth (use of CO2 as

carbon source), first attack on the

‘‘viable-but-nonculturable’’ problem

1892 Ivanovski (botanist; Russia) isolates

plant virus: noncellular ‘‘life’’

TABLE III (Continued)
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1897 Thomson (physicist; Great Britain)

discovers the electron

Schwarz (profession unknown;

Germany) builds first rigid-hulled

airship, using an aluminum frame
and sheeting

1899 Beijerinck (microbiologist;

Netherlands) postulates that viruses
reproduce within (parasitize) cells

1903 Tsiolkovsky (aeronautical and astro-
nomical scientist; Russia) pro-

poses that liquid oxygen be used

for powering rocket engines for

space travel and use of multistage
rockets

1909 Garrod (physician; Great Britain)

posits that specific proteins corre-
spond to specific individual genes

1910 Rous (physician; United States)

discovers that viruses can cause
cancer in ‘‘higher’’ organisms

1912 Loeb (physiologist; Germany)publishes
The Mechanistic Conception of Life,
using chemistry and physics to ex-

plain the origin of life

Hess (profession unknown; Austria
and United States) discovers cos-

mic rays during a balloon ascent

1913–

1914

Bohrs (physicist; Netherlands) writes

trilogy on the constitution of atoms

and molecules; Rutherford

(physicist; Great Britain) discovers
the proton

Goddard (physicist; United States)

develops experimental rockets

1915–
1917

D’Herelle (microbiologist; France) and
Twort (bacteriologist; Great Britain)

independently publish description

of (bacterial) DNA viruses, extending

ecological concepts to the microbial
world

Einstein (physicist; Germany and
United States) completes his

theory of gravitation, known as the

general theory of relativity

1918 Shapley (astronomer; United States)

makes first accurate estimate of
the size of the Milky Way galaxy

and locates the solar system near

its outer edge

1924 Oberth (profession unknown; Ger-

many) gives first truly scientific

account of techniques for space
research

(Continued )
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1932 Piccard (physicist; Belgium)becomes

first human to enter the strato-

sphere, via a balloon

1933 Ruska and Ruedenberg (physicists;

Germany) independently build

first electron microscopes

1934 Von Braun (physicist; Germany and

United States) successfully
launches first rockets powered by

alcohol and liquid oxygen

1936 Bawden and Pirie (physical chemists;
Great Britain) describe an RNA virus

(tobacco mosaic)

1937 Chatton (microbiologist; France)
discriminates between prokaryotes

and eukaryotes; Krebs (biologist;

Germany and Great Britain) de-

scribes citric acid (respiratory) cycle

1941 Beadle and Tatum (biochemists;

United States) describe transmission
of hereditary characteristics, from

nucleic acids through proteins, thus

supporting Garrod’s hypothesis

1944 Avery, MacLeod, and McCarty

(biochemists; Canada and United

States) demonstrate that DNA carries

information in most organisms

Schrödinger (physicist; Austria) pub-

lishes agenda to define biology in

mechanistic terms: What is Life?

1951 McClintock (cytogeneticist; United

States) presents discovery of trans-
posable genetic elements in plants;

concept was extended to prokaryotes

by Jacob and Hedges in 1974

1952 Gale (chemical microbiologist; Great

Britain) posits ‘‘Theory of Microbial

Infallibility’’

1953 Crick (molecular biologist; Great Brit-

ain), Franklin (physical chemist;

Great Britain), Gosling (physical
chemist; Great Britain), Stokes

(mathematical physicist; Great Brit-

ain), Watson (biochemist; United

States), Wilkins (biophysicist; Great
Britain), and Wilson (biophysicist;

Great Britain) describe structure of

Miller (chemist; United States) and

Urey (astronomer and physical

chemist; United States) create bio-
molecules under conditions simu-

lating what was then postulated of

early Earth

TABLE III (Continued)

Event Microbiological Sciences Space Exploration

(Continued )

MICROBIOLOGY AND EXTRATERRESTRIAL LIFE 407



deoxyribonucleic acid (DNA), a de-

duction based on their three papers

that appeared simultaneously within
the same issue of Nature

1956 Anderson (microbiologist; United States) discoversDeinococcus radiodurans, an
extraordinarily radiation-resistant microorganism, in can of irradiated meat

1957 Soviet Union launches first artificial

satellite, with German technology;

‘‘space age’’ begins

1958 United States launches first artificial satellite, usingGerman technology; ‘‘space

race’’ begins; Lederberg (molecular biologist; United States) encourages U.S.
National Academy of Sciences to have NASA incorporate planetary protec-

tion, i.e., microbial management measures, into U.S. space missions;

International Council of Scientific Unions, now the International Council

for Science, establishes Committee on Space Research (COSPAR) during an
international meeting in London, U.K.

1960 Drake (astronomer; United States) develops algorithm to calculate the

probability of ‘‘complex’’ life in the universe

1961 Gagarin (cosmonaut; Soviet Union)

makes first orbital flight in space-
craft; Shepard (astronaut; United

States) makes first American

spaceflight

1962 United States launches first object

(space probe Mariner 2) to voyage

to another planet, Venus

1963 Sagan (astronomer; United States) detects adenosine triphosphate (ATP) in a

mixture of chemicals thought to be present early in Earth’s history

1967 Caskey, Marshall, and Nirenberg (bio-

chemists; United States) suggest that

the genetic code is a universal

system used by all life forms

1969 Armstrong (astronaut; United States)

first walks on moon

1971 First space station, Salyut I,

established by Soviet Union

1974 Jacob and Hedges (molecular

biologists; United States) discover

transposons, movable genetic

elements within bacteria

Soviet Union lands space probe on

Mars

1975 First cooperative space mission

(United States and Soviet Union)

launched

TABLE III (Continued)

Event Microbiological Sciences Space Exploration
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1976 First space probes, from United

States, soft-land on Mars and send

back direct pictures and other data

1977 Woese (molecular biologist; United

States) establishes Archaea as

distinct from Bacteria

1979 Ballard (oceanographer; United States)

and Grassie (biologist; United
States) discover submarine

ecosystem supported by microbial

chemical energy transformations

1981 Margulis (microbiologist; United

States) proposes Serial Endosymbio-

sis Theory of the origin of eukaryotic

cells

1982 Prusiner (physician; United States)

proposes existence of prions

(protein-based ‘‘life’’ forms)

1986 Soviet Union establishes first space

station

1987 Gantı́ (microbiologist; Hungary) de-

scribes organization of living systems

in engineering terms

Campbell, Walker, and Yang

(astronomers; United States)

announce discovery of extrasolar
planets

1991–

1992

Wolszczan and Frail (astrophyscists;

Switzerland) report discovery
of first extrasolar planets (PSR

1257+12 A,B,C,D)

1995 NASA establishes Astrobiology Institute in United States

1996 McKay (planetary scientist; United States) posits that meteorite ALH 84001

from Mars contains evidence of microbial life

1998 NASA names Nealson (microbiologist; United States) as head of domestic

Exobiology Branch

1999 Gold (astronomer; United States) suggests subsurface microbial systems as key

target for exobiological exploration (The Hot Deep Biosphere)

2000 Ward (geologist; United States) and Brownlee (astonomer; United States)

define ‘‘habitable’’ planetary bodies and suggest that microbial life is

common in the universe (Rare Earth)

2001 Horneck (biologist; Germany) and colleagues demonstrate that microbial cells

are unlikely to survive interstellar transport unless associated with

planetary ejecta and advance concept of ‘‘panlithospermia’’

Sources: Barnes-Svarney, P. (1995); Brock, T. D. (1999); Bunch, B., and Hellemans, A. (1993);

Hellemans, A., and Bunch, B. (1991); Stevenson, D. J. (2000).
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information is correlated with advances in flight and space exploration.
The table begins with the interesting coincidence that 1546 ushered in
the twin realizations that (1) life on Earth is not unique to humans (and
that invisible life forms may affect humans) and (2) humans, and their
lives, are not necessarily the focus of the universe.

What are the minimal criteria for life, where might it be found, and
how might it be recognized? This chapter analyzes the roles of micro-
biology and (to a lesser extent) molecular biology in answering the first
two questions by charting the contributions that microbiological re-
search has made to the search for life in nonterrestrial environments.
Prokaryotic microbiology encompasses the study of the simplest, but
possibly the most complex, cellular life forms—bacteria and archaeons.
Environmental prokaryotic microbiology has explored some of the ex-
treme (for humans) environments where these organisms live and has
measured their environmental impact thereon. The field has historic-
ally included study of not-quite-alive forms: viruses (of varying degrees
of complexity, including the presence or absence of a membranous en-
closure), viroids (naked RNA), and prions (apparently naked protein).
But these acellular almost-life forms—as well as naked DNA, the key
informational molecule for ‘‘advanced life’’—may well fall within the
province of molecular biology. Microbiology and molecular biology
are thus critical to understanding early events in prebiotic and biotic
evolution. This chapter also postulates a working definition for life,
to aid in recognizing its signature.

B. PREDICTIONS CONCERNING LIFE BEYOND EARTH

Human exploration of apparently empty space, for purposes of
discovery or exploitation, has required critical technological advances
(Table III). Before invention of the microscope and telescope,
humans could only philosophize about what they could not see; in fact,
a form of solipsism—‘‘what I can’t see isn’t there or at least it won’t
hurt me’’—pervaded. After introduction and popular usage of
these two instruments, two different self-referential thoughts arose.
The first anthropocentric thought was that ‘‘All life forms require what I
require,’’ where those requirementswere oxygen,moderate temperature
and pressure, and avoidance of hazardous and/or radioactive materials.
The second idea was that life forms would be macroscopic animals.
These conceptions still prevail among some nonmicrobiologists.

But this anthropocentrism regarding the search for extraterrestrial
life may be waning. In the first days of the space programs, the concern
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about humanoid ‘‘invaders’’ (little green men with advanced weapons)
has changed: first, to fears of bellicose, weird-looking animals with
equally dangerous weapons; then, to alarms about microbial pathogens
able to cause disease or to destroy materièl; and finally, to an appreci-
ation that the off-world creatures may simply be different and have no
specific feeling toward, or interest in, humans at all.

In the scientific domain, humans had first thought to search deliber-
ately for ‘‘intelligent’’ [animal?] life. The Search for Extraterrestrial In-
telligence (SETI) operated on the assumption that nonterrestrial life
forms would resemble humans intellectually and technologically, and
demanded the use of advanced technologies for communication (Clark,
2000). If one accepts a conservative calculation, there should be a min-
imum of 2400 ‘‘communicating civilizations’’ in the universe. How-
ever, in the nearly 50 years since the initiation of space flight and
SETI, there has been no good evidence for the existence of advanced
life forms, according to human criteria, elsewhere in the universe. It
is possible that humans are alone in the universe—if life is defined
solely as being humanoid with respect to scientific and technological
advances.

But if one accepts the following principles (Clark, 2000), it seems
statistically improbable that there is no life whatsoever beyond Earth:

. Principle of Uniformity of Nature: that the laws of nature are the
same throughout the universe

. Copernican Principle: that the Earth is not the center of the Uni-
verse

. Principle of Plenitude: that anything that can happen will happen.

And astrobiology researchers have described Earth as merely being
in ‘‘the right [cosmic] place at the right [cosmological] time’’ for the de-
velopment of ‘‘advanced life’’, ‘‘intelligence’’, and ‘‘communicating
civilizations’’ (Ward and Brownlee, 2000). [The use of quotation marks
is deliberate; the biophysicochemical definition of each of these terms
is open to debate.] The authors maintain instead that there is life on
other planetary bodies but that this life is more likely than not to be mi-
crobial; hence, the importance of microbiology to NASA. [Note: the
interplanetary exchange of solid material, possibly including microor-
ganisms, has been described (Gladman et al., 1996). The current contro-
versy over Martian meteorite ALH84001 hinges on that argument.] The
reader should note that such predictions are couched in probabilistic
and not absolute terms.
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C. GOAL STATEMENT

This chapter builds upon the conceptual framework outlined above—
that there probably is extraterrestrial life and it is probably microbial in
nature—to describe the basis for a search for extraterrestrial life. It is
possible that this extraterrestrial life will be more advanced, i.e., nucle-
ated, macroscopic, and/or multicellular. A focus on prokaryotic life
would be valid because (1) prokaryotes are thought to be subunits of
advanced life forms, probably as former endosymbionts that have
become organelles and (2) advanced life forms live in necessary symbi-
osis with microorganisms, which support metabolic function. This
chapter does not address symbiotic issues in any detail, except to note
microbes’ role in establishing functional ecosystems. The focus here
will be on prokaryotes—Bacteria and Archaea—and portions thereof.
Endosymbiotic possibilities, and hence Eukarya, are beyond our scope
except for mention of unicellular fungi (yeasts). Molecular biological
issues will be entertained only for purposes of defining life.

II. How Has Microbiology Contributed to a Definition of Extracellular Life?

A. CLARIFICATION OF THE BASIC UNIT of LIFE on EARTH

1. Life’s Spatiotemporal Characteristics

Life, as exhibited by any organism, is a dynamic process. The basic
attributes of living things—growth, feeding (including excretion and
elimination), enlargement, reproduction (including limited change
over generations), and death—are easily visualized in a manageable
timeframe by study of prokaryotes. Moreover, these qualities are read-
ily measurable; life forms can be readily distinguished from nonliving
things, such as crystals or bubbles. The dynamic state is evident, in that
the rates at which changes are made are greater than those associated
with nonlife: in other words, the kinetics of biotic activities are more
rapid than are those of abiotic events. The living thing is in a state of
disequilibrium and can respond to changes and perturbations in its en-
vironment. In some cases the response is death—the attainment of
thermodynamic equilibrium.Microbiological studies have documented
these phenomena in real time and allowed their characterization.

2. Development of a Cell-based Model for ‘‘Natural’’ Phenomena

Humans are known to ascribe significant events and conditions to a
vaguely defined ‘‘Mother Nature’’ or to a higher power. Table III chron-
icles microbiological advances that clarified the basis of certain of these
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phenomena. This timetable necessarily correlates microbiological
progress with advances in imaging technologies.

Van Leeuwenhoek’s experiments had demonstrated the presence
of ubiquitous, tiny life forms. But the simplest assay, before sophisti-
cated technical equipment was available, for microbial activity is
pathogenesis—a term that encompasses the creation of disease in
higher organisms (humans as well as macroscopic plants and animals).
Indeed, it was this activity that brought microorganisms to prominence
as a subject of study, in part, through establishment of Koch’s postu-
lates. At the beginning of the twentieth century, it was shown that
cellular organisms were themselves susceptible to pathogenesis by
acellular microbial forms. These final ecological observations closely
preceded the distinction between prokaryotes and eukaryotes (Chat-
ton) and the identification of the genetic, or informational, materials
in cellular and acellular life forms (various twentieth-century workers).
A current ecological thesis holds that microorganisms are responsible
for what are not yet recognized as infectious chronic diseases (Ewald,
1996). In the context of this chapter, it is ironic that a microbiological
theory on the source of human disease first coincided with an
astronomical theory regarding man’s place in the universe.

In studies reaching as far back as the eighteenth century, it was
shown that microorganisms could alter the gaseous (Volta’s observa-
tions) or mineral (Winogradsky’s work) composition of a given niche.
This work, as well as a growing realization that microorganisms are re-
sponsible for the cycling of key elements in Earth’s environment, led to
identification of energetic metabolism that is not related to oxygen.
[‘‘Oxygen,’’ as the etymological root of oxidation, causes an unfortu-
nate confusion of the latter term with oxygenation. The critical concept
in element cycling is ‘‘redox,’’ or oxidation-reduction.] Microorgan-
isms, by oxidizing and reducing elements to which they were exposed,
could change the chemistry of their environment. Cumulative micro-
bial activities over time apparently contributed to today’s atmosphere
and geochemistry.

Investigations like those described here have encouraged careful
microbial analysis. Various researchers, whose identities are lost to
time, slowly revealed that microbial biomass is based on primarily
carbon, plus hydrogen, as scaffolding elements, and that hydrogen,
oxygen, nitrogen, sulfur, and phosphorus are also important biomass
components. It is generally accepted that elemental analysis of micro-
bial biomass, normalized to nitrogen content, is C4H7O1.5N (bacteria)
and C9H15O4N (fungi). These values may be compared to that for
humans: C7.2H72O21N. The composition of soil organic matter, which
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includes residues of microorganisms, plants, animals, and other
macroorganisms, is C10H13O5N. The concentrations of sulfur and phos-
phorus in biomass are negligible. There are available methods and
data for calculating the elemental compositions of microorganisms
(http://www.chemeng.drexel.edu/web_books/EngBio/Hidden/react/
Ch2/2_1.htm) and humans (http://fig.cox.miami.edu/�cmallery/150/
life/elements.htm)

3. Prokaryotes as a Model for Life: A Reductionist Argument

Ever since Schwann and Schleiden (Hellemans and Bunch, 1991) es-
tablished the concept of the cell as basic unit of life, organisms that
consist of one cell have been considered, in a way, a basic form of life.
Cells (with notable exceptions such as certain animal eggs) tend to be
smaller than the human eye can resolve—a value traditionally taken
as 0.2 mm. Prokaryotes tend to be approximately one micron (1 �m or
0.001 mm) in their longest dimension, although visible bacteria (Epis-
cularium and Thiomargarita spp.) are known (Angert, Clements, and
Pace, 1993; Clements and Bullivant, 1991; Shulz et al., 1999). However,
current controversies whirl around the question, ‘‘what is the smallest
detectable living thing?’’ (National Research Council, 1999). The
answer necessarily depends on the limits of current technologies.

A symbiotic archaean has been identified that is just 400 nm (0.4 mm
or 0.0004 mm) in diameter and lives on the surface of another slightly
larger archaeum (Huber et al., 2002). This recent description appears to
set a lower boundary for dependent prokaryotic life, at least in concep-
tual terms. That report is moreover consistent with understanding of
mollicutes (e.g., mycoplasmas, eukaryotic symbionts), which can be
as little as 100 nm in length. Smaller nanometer-sized structures called
nan(n)obacteria, or ‘‘nanobes,’’ have been described but have not yet
been demonstrated to be living (Uwins et al., 1998).

Acellular symbiotic entities—where the symbiosis involves a para-
sitic, sometimes pathogenic, lifestyle—are well known. Viruses, con-
sisting of DNA or RNA contained within a protein coat and/or lipid
envelope, are submicroscopic and range from 20 to 200 nm in
size. Even smaller lifelike forms—prions, viroids, or various poorly de-
fined viruslike oddities (‘‘virinos’’)—are the size of a macromolecule.
But acellular forms are not capable of independent propagation. Simi-
larly, macromolecular biomass such as plasmids, cosmids, transpo-
sons, and ribozymes, whose manipulation and assay require cells, are
considered neither living nor nonliving. The cell is the basic unit of life
as understood by humans.
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Cells are defined as being truly autopoietic (i.e., autonomous and
self-maintaining) and to be separated from their environment by some
sort of envelope. That environment must also include macromolecular
assemblages necessary for acquisition of mass, conversion of energy,
and processing of information—the three integral and integrative cap-
abilities of life on Earth, as described by microbiologists. But under-
lying these capabilities are principles delineated within the fields of
mathematics (topology, geometry, and probability); chemistry, whether
physical, inorganic, or organic; and physics.

Current biological, chemical, and physical understanding of life
demands that the cell envelope include a semipermeable membrane
that allows constant communication with, and exploitation of, the en-
vironment (Fox, 1973; Morowitz et al., 1988). An elastic, but relatively
rigid, external wall with many of the same characteristics would also
be needed to protect the membrane contents from the effects of turgor
(hydrostatic pressure) (Koch andSilver, 2003). Activities essential to life
must occurwithin or adjacent to the space defined by the envelope. Spe-
cific approaches to matter and energy acquisition can be combined
independently. Cell shape may be spherical or cylindrical, to allow for
an optimal ratio of volume to surface area even during growth (exten-
sion). The reaction matrix for biological activities is water; indeed, this
solvent accounts for up to 90% of cell biomass (and hence cell volume).
Cells live in hydric or humid microenvironments which may consist of
only a monolayer of liquid water. Biochemical reactions, whether intra-
cellular or extracellular, occur in the aqueous phase; the laws of solution
chemistry insofar as they concern kinetics and thermodynamics apply.
Concepts underlying equilibrium and hydrodynamics are also relevant.
Life appears to be powered by electromagnetic conversions related to ir-
radiation or redox but may acknowledge gravitational forces. Physico-
chemical discontinuities (e.g., interfaces) and other inhomogeneities
may stimulate specific biological behaviors. Life responds to gradients.

This understanding is based on all current data from the one planet-
ary system known to harbor life: Earth. This document will character-
ize unicellular Earth-based life but will extrapolate from current
understanding to enable humans to recognize life—even ‘‘xeno-life’’
elsewhere. The definition of cellular terrestrial life provided in the pre-
ceding paragraphs relies heavily on physical and chemical laws. This
definition further suggests that life can someday be expressed in the
form of a universal mathematical model that integrates biological
tenets with their cosmological realities. Such a model would accommo-
date the cosmic abundance of elements (www.humboldt.edu/�gdg1/
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cosmicab.html), ambient conditions on specific planetary bodies,
and proven biological factors [evolution, including randomness,
biochemical (genetic) blueprinting, and natural selection; and ecology
(Leadbetter and Poindexter, 1985; Madigan et al., 1997). But the
immediate challenge is to identify life as we know it beyond Earth.

Earthlike life can be detected by its biosignatures (http://
nai.arc.nasa.gov/institute/lead_teams_details.cfm?ID=6; Cady, 2001;
Crawford et al., 2001; Des Marais et al., 2002; Gorbushina et al., 2002).
A systems engineering approach to the search for extraterrestrial life
(Table II) may prove to be a good model for a systems approach to biol-
ogy, as suggested by Gantı́ and Schrödinger in the recent past and that
is currently under development (Drossel, 1999; Ideker et al., 2001).
Still, an interim generic model for defining life, on the level of a single
microorganism, is provided in Table IV. A primer on microbial struc-
ture and function is provided next.

4. Biochemical and Biophysical Attributes of Microorganisms

Prokaryotes are bounded by a semipermeable cytoplasmic mem-
brane consisting of a lipid bilayer structure that is impregnated with
functional proteins. The lipids define the cell margin, and the proteins
aid in import and excretion of material. Water and certain dissolved
ions, however, pass freely through the membrane. Membrane lipids
are phosphorylated (i.e., are phospholipids) and thus polar; however,
the membrane interior is hydrophobic. Archaeal lipids contain fatty
alcohols; bacterial lipids, like those of eukaryotes, contain fatty acids.
The cell envelope may extend beyond the cytoplasmic membrane to
include a peptidoglycan cell wall that may itself be coated with
lipids. Peptidoglycan is composed of specific amino acids and amino-
monosaccharides. Certain archaeans have a pseudopeptidoglycan cell
wall instead; others have walls composed of polysaccharide, glycopro-
tein, or protein. [The prebiotic composition of the cell wall is currently
under study (Dworkin et al., 2001; Martin and Russell, 2002).]

The ‘‘gram-positive’’ prokaryotes, so called because of their staining
characteristics in the laboratory, have acidic phosphopolysaccharides
(teichoic or lipoteichoic acids) attached to their cell wall. These organ-
isms have a negative surface charge. ‘‘Gram-negative’’ prokaryotes pos-
sess a second, outer lipopolysaccharide membrane. There is some
evidence that gram-positive organisms have outer membranes as well.
The periplasmic space, between the two membranes, contains lipopro-
teins and enzymes. Bacteria and archaea can be distinguished on a
basis of their distinctive membrane lipids, as can different groups
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within these domains. Although most amino acids within microbial
proteins possess the L configuration upon optical analysis, cell surface
proteins may contain D-amino acid residues.

The cytoplasm of prokaryotes is an organized, rather viscous gel that
contains most of the metabolic machinery that supports life. This ma-
chinery includes various polysaccharides and proteins, the latter of
which are enzymes that carry out necessary matter interconversions
and energy harvesting. Information, however, seems to be stored pri-
marily in polymers that contain nucleic acids: DNA and RNA. The rela-
tively recent identification of prions as pathogenic agents, when
coupled with traditional understanding of the conformation of enzyme
active sites, suggests that significant information is stored within pro-
teins as well. In both cases (nucleic acid and protein), the critical
aspect of information storage appears to be not the two-dimensional se-
quence of monomers, but instead the three-dimensional structure. It is
this structure that confers information-managing activity. Some degen-
eracy in biological systems has been detected with respect to catalysis
(by ribozymes, or RNA sequences) as well (Edelman and Gally, 2001;
Ideker et al., 2001). This phenomenon, of using completely different
tools to accomplish the same task, differs clearly from redundancy,
and possibly can best be explored through study of manmade informa-
tion systems. Nucleic acid analysis is routinely used to distinguish
among different microorganisms; protein profiles are somewhat less
revealing—suggesting a basis for nucleic acids as primary informa-
tional molecules. However, those seeking to identify extraterrestrial
life must appreciate that DNA/RNA are not the only keys to
information storage.

B. BRIDGE BETWEEN THE PHYSICAL, LIFE, AND SOCIAL SCIENCES

1. Microbiology as a Manifestation of Physical Laws

The study of microbial systems, from the individual through
the community levels, has illustrated aspects of cosmology that can ac-
tually be expressed in mathematical terms. Cosmological analysis
indicates that hydrogen is quite plentiful in the universe. Physical
understanding explains that hydrogen is the building block of matter
and that the abundance of most elements decreases exponentially
with atomic number. Conversely, chemical experimentation has shown
that the electromagnetic reactivity of elements decreases with
atomic number. The three principles stated earlier (Section 1.2), when
applied to biology, are consistent with life existing in the universe as
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TABLE IV

LIFE—A GENERALIZED WORKING DEFINITION
a

Life is a transient condition that treads close to the bounds of the second law of

thermodynamics. In kinetic terms, life is a state of dynamic disequilibrium that obeys

the laws of physics and chemistry, reflects the tenets of cosmology and the planetary

sciences, and makes manifest the concepts of ecology and evolution. The behavior of
individual life forms may ultimately be described in mathematical terms that

integrate these subject fields but recognize the existence of chaotic and/or stochastic

processes. The behavior of the aggregate, however, might be made more predictable
through understanding of ecological relations and evolutionary processes. But life of

individual units, as we know it, cannot be sustained in the absence of other life forms

and their collective action. Nor can life be sustained in the absence of an external

source of energy, via chemical physics, which is well known; irradiation via
photosynthesis, which is also well understood, or cosmic rays (Bernstein et al., 2001;
Blankenship, manuscript in preparation); or possibly radiolysis (Fredrickson and

Onstott, 1997; Onstott et al., manuscript in preparation).

Biomass may currently be described as a complex, locally ordered assemblage of
macromolecules contained within one or more semipermeable envelopes. These

biomolecules are based on scaffolding elements that have a minimal number of shells

(i.e, are on the top row of their groups) and are near the middle of their periods. In an

oxidizing Earth environment, these elements are typically slightly electronegative.
Biomolecules consist of a primary structure stabilized by covalent bonding. Associated

secondary to quaternary structures may be ascribed to ionic- or hydrogen-bonding, Van

der Waals forces, and/or weak interactions with other macromolecules and solvents.
The topology (three-dimensional conformation) accomplished by these associations

contributes to the molecules’ activity. The biomolecules are dissolved or suspended in

protonated liquid solvents capable of forming ionic and hydrogen bonds, with relevant

transformational activities occurring within gradients or at interfaces. The rules of
fluid mechanics, which are affected in turn by gravitational forces, dominate the

physical aspects of biomolecular activities. Electron transfer reactions characterize the

activities’ chemical aspects.

The selection of elements for scaffolding or energy capture is based on the elements’

localized availability. Cosmology and physics dictate that low atomic number elements

will predominate in the universe and may predict their locations, but does not define
their suitability. Planetary science then determines ambient oxidation–reduction

potential, temperature, and pressure—all of which will affect the elements’

physicochemical state.

Life changes its environment through manipulation of elemental energy states; current

understanding of this manipulation is that life on Earth exploits the electromagnetic

forces (Deamer, 1997). Biological work, such as osmosis, metabolism, and movement,

is made possible by capturing energy from an external source. The captive energy is
contained within multiply-bonded functionalities involving electronegative elements

at or near the top row of their groups.

(Continued )
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long as that life is considered in the context of the planetary system
under study. This requirement would tailor life to ambient tempera-
ture, pH, redox potential (Eh), and pressure. Table IV provides a gener-
alized working definition of such life by describing its physicochemical
influences. Each of those influences can be described by formulae such
as Fick’s laws—which require definition of locally specific constant
values—and/or scientific axioms such as LeChâtelier’s principle. The
relationships described by these formulations are also assumed here
to be universal. These relationships are perhaps best appreciated by
study of life as an engineering problem requiring some understanding
of mass and heat (energy) transfer within a fluid medium. On Earth, that
medium is water. However, current biological understanding that
cellular functioning is inextricably linked to the proton-motive force,
and macromolecular assemblages in vivo are stabilized by hydrogen

TABLE IV (Continued)

Transformations of mass and energy within organisms are mutually dependent, with

growth and reproduction differing significantly from survival. For a given organism,

the choice of substrate(s) for energy capture, electron transfer, and acquisition of the
scaffolding element(s) is determined stochastically. On this planet, energy capture is

described by phototrophy versus chemotrophy, electron donors and acceptors by

lithotrophy versus organotrophy, and scaffolding element by autotrophy versus

heterotrophy. This nomenclature implies a binary code for execution of life’s processes
on Earth; however, these geocentric semantic distinctions—like those of oxidation

versus oxygenation—may cloud an underlying truth.

Life is autopoietic though not autocatalytic. The instructions that guide transformation of
biomass and energy, as well as reproduction, are contained in informational

molecules. The necessary information is encoded in specialized biomolecules as

described, and replicated through succeeding generations. However, random (physi-

cochemical) and nonrandom (biological) events, such as mutation, genetic recombi-
nation, excision-repair, and natural selection ensure that succeeding generations are

not identical to the parent(s). The fitness of these latter generations may be determined

by their interrelationships with the environment and other life forms. Evolution and
ecology are interdependent.

A given planetary body, and any life forms that live therein, may appear to be a closed

system. But local increases in thermodynamic order—within, among, and caused by
life forms whose population increases exponentially—contribute to localized transient

decreases in entropy. These decreases may raise the overall entropy of a planetary

environment and possibly the universe beyond.

aThis table attempts to provide a working definition that is linear and positive rather than

negative or circular. This definition dwells on neither the hallmarks of life (see text) nor the

qualities that describe what life is not and extrapolates from the only data now available—those

describing life on Earth. Sources: Haldane, 1947; Margulis, 1998; Orgel, 1973; Wolstencroft and

Raven, 2002.
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bonding, suggests that other protonated solvents capable of
hydrogen-bond formation (such as neat ammonia?) would support life.

2. Microbiology as Illustration of Sociobiological Principles

There are perhaps only two main impulses underlying life: survival
and reproduction. Successful resource management would be achieved
only if the organisms would disperse. Microorganisms were tradition-
ally studied in axenic (pure) culture, with initially unlimited re-
sources. These studies have led to a synthesis of the ‘‘hallmarks of
[uni]cellular life’’ (Madigan et al., 1997): self-feeding, or nutrition;
self-replication, or growth; differentiation, which includes both mor-
phological and biochemical development, in response to environmen-
tal change; chemical signaling to other organisms; and evolution, or
production of offspring that differ from the parent. These principles
may be extrapolated to ‘‘higher’’ life forms, including eukaryotes and
other multicellular communities. The multicellular communities
noted here include prokaryotic communities within axenic and mixed
cultures, including colonies, biofilms, and flocs.

Prior ecological studies have delineated six principles of symbiosis, or
communal life (Boddy and Wimpenny, 1992). The same relationships—
amensalism, antagonism, commensalism, mutualism, neutralism, and
parasitism/predation—have been demonstrated within microbial com-
munities. These sociological aspects of microbiology appear to reflect
an adaptation to the immediate surroundings, as demonstrated in ter-
restrial and laboratory environments. Adaptation over long periods is
reflected in evolutionary trends. Microbial metabolism meanwhile
can change the surrounding pH, Eh, and water activity. These con-
comitant changes reflect a coevolution of environment and life. Stud-
ies of life in so-called extreme environments on Earth may provide
clues to detecting life, or its signatures, in extreme nonterrestrial en-
vironments. But the following sections examine the characteristics of
these environments individually.

III. Microbial Life in Extreme Environments

A. MICROBIAL EXPLOITATION OF WATER

1. Water Availability

‘‘Extremophiles’’ usually live within environments where more than
one characteristic—of pressure, temperature, etc.—differs from those
familiar to humans (Pace, 1991; Colwell et al., 1997; Chang, 1988;
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Rothschild, 2002). Indeed, such organisms are polyextremophiles, and
their categorization and description are difficult. But life on Earth
depends on liquid water as reaction matrix. This document proceeds
from that starting point. It is relevant, though, that a prokaryote that
existed in a desiccated state for 250 million years in the form of spores
was recently revived (Vreeland et al., 2000). This latter finding suggests
that water is necessary not for life but for normal metabolism.

The apparent requirement for liquid water (but see the following
text) was thought to limit life to a particular range of temperatures
and pressures. However, pure water is known to remain liquid at tem-
peratures and pressures beyond its cardinal points for freezing and
boiling, as does water containing solutes. Microorganisms exploit both
these physical and colligative properties of water. Microbial commu-
nities have been detected in superheated and supercooled water, at
low and high pressures. These microbial types will be described. This
section, however, describes organisms capable of life in environments
where quantities of water is limited, i.e., those that are xerotolerant.
This classification includes those organisms that live in environments
of low water activity (aw), i.e., the osmotolerant and halotolerant.

True xerotolerance has been demonstrated among microorganisms
that have cell walls; indeed, the purpose of the cell wall may be to pro-
tect the cytoplasmic membrane during times of osmotic stress. Among
the prokaryotes, the thick-walled gram-positive organisms are most
likely to survive water limitation. Fungi, however, are also xerotoler-
ant. In either case, the absolute lower limit for xerotolerance occurs
at aw = 0.55, at which point DNA becomes disordered (Brown, 1995).
At the other end of the water activity spectrum, organisms capable
of growth in nearly pure water (aw near 1.0) are also known. In hetero-
geneous settings, microorganisms have been reported to migrate
toward water (Garcia-Pichel, unpublished). The ionic basis for micro-
bial xerotolerance—discrimination among different cations or anions
or between salts and organic solutes—has not been rigorously studied.
However, organisms are known to pump ions out of the cell or to
produce compatible solutes in order to maintain physiological
equilibrium.

2. Microbial Relations to pH

Although most known organisms live at circumneutral pH, certain
prokaryotes have been shown to grow at pH extremes from 0.7 (Schleper
et al., 1995) to 10 (Tindall et al., 1984). The physiological basis for their
acidophily or alkaliphily is under investigation (Pace, 1991).
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B. MICROORGANISMS AND PRESSURE EXTREMES

Organisms that survive under high pressure can be described
either as barophiles (‘‘weight-loving’’) or, more recently, piezophiles
(‘‘pressure-loving’’). Metabolically active organisms have been isolated
from a pressurized, deep-sea habitat at 10,987 m (Kobayashi et al.,
1998). Elsewhere, microorganisms have been shown to be active at
a pressure of 1680megaPascals (Sharma et al., 2002). These phenomena
are new and are being studied, as is that of a terrestrial prokaryote
that was inadvertently exposed to the vacuum of space for 3 years, but
survived (http://nai.arc.nasa.gov/astrobio/astrobio_detail.cfm?ID=170).

C. LIFE’S APPARENT TEMPERATURE LIMITS

Hyperthermophilic prokaryotes have been isolated from terrestrial
and marine environments. The current known limit for life at high tem-
peratures is 113

�
C, as demonstrated in a deep-sea vent (Blöchl et al.,

1997). Psychrophilic organisms that could be cultured at temperatures
of 0.3 to 4�C have also been found in subglacial sediments (Skidmore
et al., 2000).

D. MICROBES AND IRRADIATION

The electromagnetic spectrum spans a variety of wavelengths;
those described here are in the range of 10�4 to 10�16 meters—infrared
light through gamma rays. It is useful to note that irradiation doses of
1.5 to 3 kilo Grays (where one Gray is equivalent to one joule per kilo-
gram) are routinely used for industrial sterilization, but that ultrasound
exposure has also recently been shown to be effective for microbial
killing (Hoover et al., 2002). Microbial susceptibility to the killing
effects of irradiation in space has been studied in detail (Petras and
Bisa, 1968).

Phototropic microorganisms are capable of metabolism through con-
version of light energy to chemical energy. In these and chemotrophic
microbes, blue light serves a trigger for morphological and/or biochem-
ical differentiation. Radiotolerance has been demonstrated in still
others. The organism that still holds the record for radiotolerance
(15 kGy) was first discovered in 1956. The isolation of microorganisms
from the stratosphere (�40 km above sea level) has been reported but
not well documented.
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E. MICROBIAL REDOX RELATIONS

Terrestrial life appears to depend on electromagnetism in the form of
chemical energy. Macroscopic life forms, including humans, depend
on oxygen as terminal electron acceptor. Both macro- and microorgan-
isms have been found to conduct some metabolic tasks via redox of
organic compounds (fermentation, and/or organotrophy). But only pro-
karyotes have been shown definitively to live lithotrophically—via the
transfer of electrons to inorganic elements such as iron, sulfur, or chlor-
ine (as perchlorate). Indeed, molecular oxygen and its partially reduced
forms are toxic to most organisms). It is possible that SETI has not been
productive simply because it focuses on identification of organisms
capable of intelligent action, where that action required executive func-
tion with high energy demands. It is also possible that such intelli-
gence could be based on reduction of nitrogen, fluorine, or hydrogen.
Still, life—the focus of the current search—can perhaps be found
through study of electron cycling in nonterrestrial environments.

Microorganisms that are carbon-based, but carry out energy trans-
formations at the expense of other elements, do so via anaerobic
respiration (Madigan et al., 1997). The oxidant substrate for such trans-
formations may be water-soluble, such as certain partially oxidized or-
ganic compounds, nitrates, hydrogen gas, or metal ions, or it may be
insoluble. The electron acceptor (reductant) may be organic or it may
be some insoluble form of ferric ion, manganese, or possibly other
elements. [Reduction of soluble nitrate or sulfate is well known and
may result in a phase change for the electron acceptor.] Clearly,
microorganisms are capable of affecting the gaseous, dissolved, and
mineral phases of their environments. Molecular oxygen is not re-
quired for microbial life. Moreover, any organism that can carry out
energy-yielding, biological redox at rates greater than the correspond-
ing abiotic activities is viable. In other words, ‘‘As long as the
biology [biochemical reaction kinetics] beats the chemistry [chemical
reaction kinetics], you’ve got it made.’’ (K. Nealson, personal
communication).

F. MICROBIAL PROLIFERATION—THE SCAFFOLDING ELEMENTS

Organisms described in this document, and life as we know it, are
carbon-based (Section II.A.2). The metabolic product of carbon me-
tabolism is CO2. Life’s basis on carbon may simultaneously reflect
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carbon’s reactivity, relative to elements in its group, and its lack of re-
activity relative to other elements in its period. Carbon’s energy content
and chemical stability to oxidation or reduction are probably more im-
portant to the definition of life than its reasonable abundance in the
universe. Similarly, with regard to periodic law, life is hydrogen-
dependent, but this dependence possibly refers to protons rather than
to the element itself (Section 2.2.1). This requirement for hydrogen is
usually met via water solvation.

Microorganisms can live under conditions of either low (oligo-
trophic) or high (copiotrophic) carbon availability, where that carbon
is at least partially reduced. Organisms that utilize inorganic carbon
(i.e., CO2, CO, cyanide, and methane) are also known. The key issue
regarding oligotrophy may the organism’s Monod constant (Ks), i.e,
its substrate saturation concentration in g/L. But microorganisms are
able to live in distilled water—although that matrix is admittedly in
contact with air, an atmosphere that contains 4% CO2. Others are quite
versatile regarding carbon substrates and can shift to alternate sources
when a preferred carbon source becomes limiting.

Successful culture of new environmental isolates in the laboratory
requires formulation of the proper growth medium. However,
microbiologists have long been plagued by the ‘‘viable but non cultur-
able’’ (VBNC) phenomenon, in which environmental isolates simply
will not grow in the laboratory, in axenic culture. It is true that slow
growth may not be easily detected or that growth in the absence of
other organisms capable of completing an element or electron cycle
may be difficult. However, viability is not equivalent to death (Liu,
2000). Other findings, moreover, indicate that growth under unconven-
tional and/or oligotrophic conditions may result in successful isolation
of new organisms (Aagot et al., 2001; Kashefi et al., 2002). Growth may
require narrowly defined experimental conditions. Trace contaminants
in laboratory media or water may moreover be toxic and nutritional re-
quirementsmay not bemet by traditional media. VBNCmicroorganisms
may require carefully but poorly defined (i.e., ‘‘complete’’) growth
medium, such as that used for prokaryotic pathogens or for eukaryotic
organisms in cell culture.

IV. Relevant Microbiological Activities, at NASA and Beyond

Activities described in this section are supported by the NASA
Astrobiology Program, the U.S. Department of Energy, the National Sci-
ence Foundation, and private sponsors. The 1976 unmanned Viking 2
mission to Mars seemed not to find extraterrestrial life in situ (http://
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cmex.arc.nasa.gov/SiteCat/sitecat2/viking.htm). However, the data
were interpreted before the extent and diversity of microbial life on
Earth were realized, or the variety of biosignatures other than gaseous
carbon compounds defined. New, possibly better testing protocols
and instrumentation have since been developed and will presumably
be used on future missions.

A. GEOMICROBIOLOGY

The microbiological characterization of unfamiliar or unexplored ter-
restrial environments has been attracting considerable interest. Sam-
pling of deep-subsurface (i.e., down to 3.3 km) and deep-sea sites has
increased, as has recognition of microbial types (and sometimes macro-
scopic communities) that use unexpected metabolic substrates (Gold,
1992). The combination of environmental characteristics present at
any site is rarely exactly duplicated, resulting in identification of subtly
different polyextremophiles. Exploration of sites contaminated with
physically or chemically hazardous substances such as radioactive or
xenobiotic wastes is yielding organisms with novel physiologies,
whether for carbon source utilization or for energetic metabolism.
These studies strongly support Gale’s 1952 Law of Microbial Infallibil-
ity: ‘‘No natural organic compound [defined as a product of photosyn-
thesis] is totally resistant to biodegradation.’’ Microbiologist Martin
Alexander, during the 1960s and 1970s, qualified that assertion by
adding the phrase, ‘‘. . .provided that environmental conditions are fa-
vorable,’’ (Alexander, 1971, 1977) and discovered that physicochem-
ical bioavailability controls biodegradation (Nam and Alexander,
2001). Recent work, in fact, suggests an additional principle, to include
the respiration of all chemical elements. Some environmental isolates
have an apparent ability to use manmade elements or materials not
available before the mid-twentieth century. This finding, coupled with
the known rapid growth rate of microorganisms, suggests that evolu-
tion (via genetic drift, horizontal gene transfer, or natural selection) is
occurring over human timescales.

B. PHYSICOCHEMICAL STUDIES

Novel microorganisms generally undergo thorough biochemical and
physiological characterization if they can be cultured in the laboratory.
These studies may require the organism’s fractionation; excretion prod-
ucts, such as enzymes or polymers, are often studied as well. The goal
of this work is often the identification of marketable products or
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activities (Persidis, 1998; Hoyle, 1998). Alternatively, genetic charac-
terization of the isolate is the focus. Physical and chemical studies to
determine the size and hydration requirements [including the possibil-
ity of life in nonaqueous solvents (Klibanov, 2001)] are sometimes
neglected. Fortunately, applied microbiology converges with the search
for extraterrestrial life through study of the effects of altered gravity
on microbial development and product formation (Fang et al., 1997;
Monzer, 1995; Monzer et al., 1994; Moore et al., 1996).

V. Microbiology and Planetary Protection

A. FIRST PRINCIPLES OF KILLING

Terrestrial space agencies recognize, but do not necessarily accept,
the 1939 concept of panspermia. Indeed, panlithospermia—interplan-
etary transport of cells associated with solid materials, such as
rocks—is being considered instead (Mastrapa et al., 2001; Mileikowsky
et al., 2000; Nicholson et al., 2000; Horneck et al., 1996, 2001a,b; Wells
et al., 2003). Epidemiological efforts are underway to assure that micro-
bial life is not transferred by or within humans, either to or from a plan-
etary body targeted for exploration (National Research Council, 1998,
2000, 2002a). Humans themselves are contained within closed systems
and undergo quarantine after their return to Earth. The relationship of
microbiology to human life support has been established (Phillips, 1999;
Ball and Evans, 2001; Hurst et al., 2002) and is being updated continu-
ally (http://advlifesupport.jsc.nasa.gov/). For inbound flights, steriliza-
tion efforts focus instead on decontamination of equipment. Effective
sterilization protocolsmust incorporate knowledge regarding the killing
of life forms. Perhaps unfortunately, these efforts are based on life as we
know it. Better understanding of the principles surrounding death may
be critical to effective decontamination.

The requirements for life as we know it depend on segregation of cel-
lular life forms from their environment, and distinguish between polar
and nonpolar cellular components via the Principle of Uniformity of
Nature. Protocols for killing of xenobiotic life forms may appropriately
accept that extraterrestrial life could be based on a redox reality differ-
ent from that on Earth, i.e., that polar compounds could be based on
hydrogen and/or an electronegative element other than oxygen. The
reader is reminded that it is elemental oxygen, rather than ground-state
[triplet] molecular oxygen, that appears to form a chemical basis for life
on Earth.
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B. SPECIFIC STERILIZATION PRACTICES

1. Desiccation

Terrestrial organisms contain significant amounts of liquid water.
Water is required for metabolism; the long-term survival of desiccated
organisms suggests, however, that simple removal of that solvent does
not destroy their information content. Drying is thus a microbistatic,
rather than a microbicidal, treatment. Removal of nonaqueous ionic
solvents from possible life forms dependent on them may be similarly
less than effective.

2. Irradiation at Low Wavelengths

Application of energy to hydrous systems, via irradiation, results in
cell damage through the formation of active oxygen species—hydroxyl
radical, peroxide, superoxide, and possibly singlet oxygen. Death, if de-
fined as loss of fidelity in replication, may be achieved by treatment with
ultraviolet light or by exposure to x-rays and gamma rays. But extrem-
ophiles capable of surviving exposure to ultraviolet light, and possibly
to x-rays or gamma rays, suggest a need for process characterization. Sur-
vival of some organisms after long-term exposure to cosmic rays in space
may indicate that irradiation has its limits with respect to actual killing.

3. Physical Disintegration

Mechanical rupture of cell envelopes can be accomplished via ex-
treme pressure and/or shear, but characterization of xeno-life would
be necessary to determine specific energy requirements. The existence
of piezophiles suggests a better, quantitative understanding of standard
cell disruption processes may be necessary. Titration of force applied
within French pressure cells, by microwaving, or during ultrasound
(low-energy) treatment may be appropriate to derive information
relevant to killing of xeno-life forms.

Chemical rupture of cell envelopes has traditionally been achieved by
solubilization of the cell membrane with moderately polar organics such
as low molecular weight alcohols. Killing is most effective when the sol-
vents usedare hydrous; this latter phenomenonmay apply towater-based
organisms, such as those on Earth. Yet, the concept of using chemical
polarity as aweaponmaybe auseful basis for treatment of xeno-life forms.

4. Chemical Inactivation

Commercial sterilization protocols depend greatly on the use of
biocides. These compounds include electronegative elements such
as nitrogen (e.g., quaternary ammonium detergents), oxygen (e.g.,
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peroxides), or chlorine and other halogens. Specialty biocides include
organic compounds that contain reactive functional groups consisting
of carbon with single or multiple bonds to nitrogen, oxygen, and/or
sulfur. Compounds capable of killing eukaryotic and/or multicellular
organisms contain carbon bound to other, less electronegative ele-
ments, such as phosphorus or arsenic. This finding suggests that pro-
karyotes are more resistant to chemical treatment than are higher
organisms and emphasizes that the most resistant prokaryotes may be
treated effectively with fluorine. Calibration of biocide chemical energy
may be useful in assurance of microbical treatment.

Sterilization treatments may use gases such as ethylene oxide; vapors
such as hydrogen peroxide, or liquid solutions (usually in water). The
role of water here may be as physical carrier rather than as reagent.
However, water probably participates in free-radical reactions critical
to cell killing. The presence, on the list of commerical biocides, of or-
ganometallic compounds containing tin, copper, or other metals sug-
gests that electron-transfer phenomena may be critical to the success
of these treatments.

5. Heat Treatment

Incineration (‘‘unlimited’’ heating, in the absence of water) is usually
inappropriate for planetary protection due to resulting destruction of
mission-related equipment. Heating of noncombustible materials, such
as metals, may be impractical with respect to preservation of mission-
related items. But prudence dictates that some such material be steril-
ized. Where other physical or chemical approaches fail, heat may be
the last option.

In industrial practice, sterilization is routinely based on autoclaving,
or heat treatment. These protocols generally are based on moist rather
than dry heat; it is not clear whether their success is based on elevated
pressure or temperature. In the latter case (use of dry heat), autoclaving
requires longer periods. The time–temperature relationship for heat
treatment can be determined mathematically but must acknowledge
the heat-transfer characteristics of the material being autoclaved as
well as its physical configuration and the chemistry (pH, density, or-
ganic content) of its components. The indicator organisms for successful
heat treatment are the spores of thermophilic prokaryotes. However,
traditional autoclaving regimes were developed decades ago, before
discovery of true extremophiles. New autoclaving protocols that
recognize these new microbiological discoveries are needed and pos-
sibly must focus on the extremophiles’ most resistant forms (spores,
cysts, etc.).
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6. Antibiotics?

In general terms, antibiotics are simply too expensive for use in ma-
terial decontamination. Moreover, their action depends on the pres-
ence of water. But certain antibiotic classes, such as the macrolide
antibiotics, possess a chemical structure conducive to electron
shuttling. Their critical structural aspect is the presence of conjugated
rings, much as those in humic (soil organic) compounds. Electron-
shuttling compounds may scavenge bioavailable metallic elements
(such as iron, a potential scaffolding element critical to all terrestrial
life) and thus interfere with the metabolism of unknown life
forms. But cost, relative to other potential electron shuttles, would still
make antibiotics impractical for standard practice.

VI. Value of Exomicrobiological Research

A. DISCOVERY

1. Relationship of Life to Planetary Characteristics

It is generally accepted that Earth’s atmospheric composition is in-
fluenced by microbial activity. Accumulated evidence supports the
view that Earth’s geochemical composition is affected by microorgan-
isms as well. The data are, unfortunately, all contemporary; Earth’s
characteristics prior to and at the time of the appearance of life are
not well defined. Similarly, Earth’s future characteristics, and the pos-
sible role of life in creating those characteristics, cannot be predicted.
Life on this planet evolved at the expense of elements and irradiation
present on this planet due to cosmological influences. Coevolution of
the planet and the life thereon must be expected to continue, much
as pathogens coevolve with their host. Additional data points, obtained
from extraterrestrial sources, would allow an understanding of this
process.

On a purely biological note, the characteristics of life posited here
can only be refined by additional information.

2. Technological Advances

Much as Earth’s known extremophiles have proven the source
of new materials and catalytic methods, greater understanding of
possible life dependent on nonaqueous solvents or capable of novel
mass transformations or energy conversions would lead to introduction
of new, potentially useful industrial products. These new life forms
may also illuminate unique approaches to process development, e.g.,
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by operation of reactors with unusual solvents or under new gas
phases. Unexpected data may actually reveal more than one physical
force (other than electromagnetism) available for exploitation by
industry.

B. EDUCATION

The training of a new generation of scientists and engineers, and the
retraining of current ones, could be supported by demonstration of new
biological activities. Integration of new structural and functional infor-
mation into the current gene-centered approach to modern biology
would allow a new, finer definition of life’s first principles of physics,
chemistry, and engineering science. Better still, new knowledge may
better integrate biology with the physical sciences and possibly would
confer biology with a mathematical rigor. Development of new imaging
technologies, and training in their uses, may continue to be important.

VII. Conclusions and Recommendations

NASA’s criteria for scientific discovery require that research be inter-
disciplinary, innovative, international, and integrative. There is al-
ready considerable interaction between the American space agency
and that of other nations. This interactive model is further supported
by collaboration, within the Astrobiology Institute, among astron-
omers, cosmologists, planetary scientists, physicists, chemists, and
microbiologists (National Research Council, 2003). Such collaboration
has also been evident throughout the history of microbiology itself, as
well as that of space exploration (Table III). Further cooperation could
be encouraged and would benefit both NASA and the field of micro-
biology. Cross fertilization of microbiology with other fields of special-
ization within biology may also be useful, as demonstrated by listed
contributions attributed to nonmicrobial biologists.

In the context of education, collaborative efforts would be served by
better integration of biology with chemistry, with physics, with plane-
tary science, and with engineering science. Indeed, the nascent field of
geomicrobiology may serve as an example of a successful and produc-
tive interaction. But cross-disciplinary education for precollege stu-
dents through postgraduate students would support a more rapid
discovery and exploitation of space through future years.

The systems engineering approach to the search for extraterrestrial
life (Table II) may be a useful model for the proposed cross-disciplinary
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training effort. A proposed task definition—‘‘How may we design a
system that will prepare scientists to work with microorganisms
obtained from non-Earth environments?’’—could be addressed by an
integrative, decentralized team approach. The problem of understand-
ing system complexity (life, whatever the source) will require intellec-
tual contributions from workers in multiple disciplines. Attention to
the biological infrastructure for survival and reproduction, rather than
solely to its information management aspect, may be useful.
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