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ABSTRACT:  Quantum-mechanical/molecular-mechanical (QM/MM) methods are essential to 
the study of metalloproteins, but the relative importance of sampling and degree of QM 
treatment in achieving quantitative predictions is poorly understood. We study the relative 
magnitude of configurational and QM-region sensitivity of energetic and electronic properties in 
a representative Zn2+ metal binding site of a DNA methyltransferase. To quantify property 
variations, we analyze snapshots extracted from 250 ns of molecular dynamics simulation. To 
understand the degree of QM-region sensitivity, we perform analysis using QM regions ranging 
from a minimal 49-atom region consisting only of the Zn2+ metal and its four coordinating Cys 
residues up to a 628-atom QM region that includes residues within 12 Å of the metal center. 
Over the configurations sampled, we observe that illustrative properties (e.g., rigid Zn2+ removal 
energy) exhibit large fluctuations that are well captured with even minimal QM regions. 
Nevertheless, for both energetic and electronic properties, we observe a slow approach to 
asymptotic limits with similarly large changes in absolute values that converge only with larger 
(ca. 300-atom) QM region sizes. For the smaller QM regions, the electronic description of Zn2+ 
binding is incomplete: the metal binds too tightly, is too stabilized by the strong electrostatic 
potential of MM point charges, and the Zn-S bond covalency is overestimated. Overall, this work 
suggests that efficient sampling with QM/MM in small QM regions is an effective method to 
explore the influence of enzyme structure on target properties. At the same time, accurate 
descriptions of electronic and energetic properties require a larger QM region than the minimal 
metal-coordinating residues in order to converge treatment of both metal-local bonding and the 
overall electrostatic environment.  



2 

 

1. Introduction 

Multi-scale quantum mechanics/molecular mechanics (QM/MM) modeling1-10 has 

emerged as the predominant method for simulating enzymes11. With a divide-and-conquer 

approach, computationally demanding QM simulation is applied to an essential region of 

interest, whereas the remainder of the protein is affordably described with MM, enabling a 

balance of computational cost and accuracy while still describing bond rearrangements, 

polarization, and charge transfer at a central active site.   

Nevertheless, limitations remain in applying QM/MM for quantitatively predictive 

mechanistic study, especially on new enzymes where limited experimental guidance or chemical 

insight is available. The optimal QM region must be selected prior to study, and the higher 

formal scaling of typical QM methods (i.e., density functional theory or DFT) motivates 

restricting the size of the QM region. Thus, minimal QM regions of tens of atoms (i.e. ligands 

and a few direct residues)9, 12-13 have most commonly been employed. The QM/MM boundary 

introduces artifacts into the simulation, although significant development7, 14-23 has focused on 

reducing such effects and evaluating24 the potential improvements that can be achieved by 

employing polarizable,17, 24-29 instead of conventional electrostatic embedding. Even with these 

advances, small QM regions will restrict charge transfer between MM residues and the QM 

active site.30-31 

When small QM regions are used in QM/MM simulation, they are sometimes adequate to 

predict physically reasonable mechanisms32, but in other cases are missing critical residues 

needed to describe the essential enzyme action33-34, and distinguishing these two scenarios is 

challenging.  Despite the many successes of force fields essential for describing globular protein 

structure and dynamics, qualitatively incorrect descriptions in other cases (e.g., disordered 
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structures35-36 and dynamic non-covalent interactions37) can limit the ability of predominantly 

MM-based models in small-QM region QM/MM simulation to reveal enzyme mechanism. 

Recent advances30, 35, 38-44 in algorithmic efficiency and hardware have enabled quantum 

chemical simulation of polypeptides35, 45 and large-scale QM (ca. 100-1000 atom) QM/MM 

simulation. Researchers34, 46-62 have leveraged these advances to identify how sensitive 

mechanistic predictions are to QM region size in QM/MM calculations. The majority of resulting 

studies have revealed an exceptionally slow approach to asymptotic limits (ca. 500 atoms) for 

QM region property convergence including for: NMR shieldings,51, 56 proton transfer,47, 63 

solvation effects,48 barrier heights,34, 54-55 forces46, excitation energies,52, 64-65 partial charges,57 

bond critical points66, and electrostatic67 or redox potentials58-59. In a number of cases, smaller 

QM regions or clusters59, 68 have been justified (e.g., in DNA models69 and the cytochrome 

P450cam metalloenzyme70), but more study is needed to understand when small QM regions are 

sufficient.  

A related concern is the extent to which protein dynamical configurations affect QM/MM 

predictions. Naturally, as QM regions are enlarged, sampling becomes increasingly cost 

prohibitive. As a result, free energy simulations with enlarged QM regions have nearly 

exclusively been carried out with semi-empirical methods46, 71-75 and only recently with first 

principles DFT33. Sampling configurations from classical MD and pairing them with QM/MM 

property evaluation has been motivated60-61 as an efficient alternative, although this approach has 

been criticized when the MM-derived structures are poor approximations of relaxed QM 

structures69. Predictive QM/MM simulation should thus address not just the dependence on QM 

treatment but the need for sampling. 

 Metalloproteins present unique challenges for modeling37, 53, 59, 68 due to the unique trade-
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off between high levels of theory needed to adequately describe the metal-organic bond and the 

need to establish the dependence of properties on adequate sampling of variations in the greater 

protein environment. For this study, we select DNA methyltransferase as a prototypical 

metalloprotein in which Zn2+ plays an essential structural role76-78. DNMTs methylate79 the 5' 

position of cytosine bases in CpG-rich islands in an essential epigenetic process80. Although Zn 

plays only a structural role, disruption of Zn binding alters DNA methylation and has been 

implicated in cancer82-83. As a result, Zn2+ binding has often been the focus of QM84 and 

QM/MM85 studies on DNA methyltransferases.84-88 We choose this structural site for the focus of 

our own QM/MM study here to simplify comparisons of fluctuations in a single energetic 

quantity (i.e., Zn stability) and the extent of QM treatment without the complication of needing 

to compare multiple intermediates in a catalytic cycle. Nevertheless, we expect our observations 

will be relevant to other enzymes in which Zn plays a catalytic role or more broadly to other 

tetrahedrally-coordinated metals. We focus on the structurally-characterized81 DNMT1, which 

has four Zn metal binding sites, three (Zn1, Zn2, and Zn4) adjacent to the DNA binding domain 

and one (Zn3) more distant (Figure 1). Zn is tetrahedrally coordinated, either by four Cys 

residues (Zn2 and Zn4) or in a three Cys/one His configuration (Zn1 and Zn3, Figure 1).  
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Figure 1. The structure of DNMT1 shown in cartoon form. The methyltransferase domain is 
colored as dark grey, the DNA strand in tan, and the rest of the protein is colored in light grey. 
The four Zn centers are shown as colored spheres, with the Zn2 studied in this work shown in 
bright red, whereas the other Zn centers (Zn1, Zn3, and Zn4) are shown in salmon.  
 
 To identify the relative importance of configuration and QM region in QM/MM 

descriptions of Zn2+ binding in DNMT1, we carry out a combination of classical molecular 

dynamics and large-scale QM/MM simulation. We evaluate the relative effect of configuration 

and QM region size on energetic and electronic descriptors of Zn2+ binding. Although recently 

developed systematic approaches34, 54, 70, 89-91 have provided valuable insight into the most 

essential residues for QM treatment, they exhibit strong sensitivity to protein configuration33, 92. 

Thus, to evaluate the relative importance of QM region and configuration in a balanced manner, 

we instead start with a minimal QM region consisting of Zn2+ and its coordinating residues and 

then gradually expand the QM region radially outward.  

 The rest of this article is outlined as follows. In Sec. 2, we describe the Zn2+ binding site 

and residues incorporated in eight QM regions. In Sec. 3, we outline the computational details of 

this work. In Sec. 4, we evaluate configuration and QM region sensitivity of Zn2+ rigid binding 

energetics to DNMT1, Zn2+ charges, Zn-S bond order, key residue sidechain charges, the 
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electrostatic potential, as well as correlations among these properties. In Sec. 5, we provide our 

conclusions.   

2. Protein Structure and QM Region Selection 

We selected the Cys-coordinated Zn2 site of DNMT1 as the focus of our study on the 

effect of QM region on electronic properties (Figure 1). The Zn2 site is most buried of the four 

Zn2+-binding sites, allowing us to increase the size of the QM region more significantly before 

reaching the protein boundary or other Zn sites than the alternative Zn1, Zn3, or Zn4 sites (see 

Figure 1). Starting from the DNMT1 X-ray crystal structure (PDB ID: 3PTA81), we constructed 

QM regions by radially increasing cutoffs around the Zn2 Zn2+ center in the DNMT1 crystal 

structure in integer values incremented by 1 Å (Figure 2). If any part of a residue was inside the 

radial cutoff, we included the entire residue sidechain and backbone atoms (Figure 2). Once 

sequent-adjacent residues are included in a QM region, this approach naturally incorporates the 

amide bond between them, asymptotically approaching a full QM treatment of the protein.  

 
Figure 2. Structures of the DNMT1 Zn2 binding site indicating which residues are added in each 
increasingly large QM region from left to right and top to bottom. The QM region Zn2+ radial 
cutoff (in Å) is indicated in red at the top left of each pane, and the number of atoms including 
link atoms is indicated at the bottom left of each pane in blue. The residues added in each QM 
region are indicated with single letter residue codes and numbers and shown as sticks with 
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carbon atoms in light blue, oxygen in red, hydrogen in white, sulfur in yellow, and nitrogen in 
blue. The QM atoms from smaller regions, where applicable, are shown as white sticks, Zn2+ is 
shown as a sphere, and remaining MM atoms are shown in translucent white cartoon 
representation.  
 

The smallest, minimal QM region considered in this work consists of the 49 atoms from 

Zn2+ and its negatively charged coordinating Cys residues, which corresponds to a 3-Å radial 

cutoff and a net charge of -2 (Figure 2). The 138-atom, 5-Å QM region adds sequence-adjacent 

residues to the Cys that are primarily hydrophobic (G14, V15, V18, and P52) and positively 

charged (R12), reducing the net charge on the QM region to -1 (Figure 2). A 4-Å cutoff would 

yield the same QM region as this 5-Å cutoff, thus we study only a single set of residues and refer 

to it as the 5-Å region. We selected six additional QM region radial cutoffs (6-10 Å and 12 Å) 

for a total of eight QM regions that span an order of magnitude (49 to 628 atoms) in size (Figure 

3 and Supporting Information Table S1). For the largest, 12-Å QM region, in addition to distance 

considerations, we also aimed to preserve the charge neutrality achieved in the intermediate sized 

(i.e., 7-10 Å) QM regions (Figure 3). We thus excluded R10 and R784 that partly reside inside 

the radial cutoff as well as C46, which is negatively charged and coordinates the Zn3 site Zn2+ 

(Figure 1). For the remaining QM regions, no modifications are made, as increasing the radial 

cutoff generally adds a balance of hydrophobic, polar, and charged residues without strongly 

shifting the net charge of the QM region (Figures 2 and 3).  
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Figure 3. Characteristics of QM regions with increasing radial cutoff (in Å): the overall net QM 
region charge (in e, top), the number of link (i.e., passivating hydrogen) atoms (middle), and the 
number of atoms in the QM region (excluding link atoms, bottom).  

 
Notably given their relatively low abundance in proteins93, methionine residues are added 

in several QM regions (6 Å: M54, 9 Å: M893, 12 Å: M56), although not necessarily with 

sidechains oriented in the crystal structure toward Zn2+ (Figure 2). Given the charge neutrality 

achieved in most of these QM regions as well as the even distributions of residues, we expect 

these QM regions to be suitable for quantifying trends in electronic and energetic properties at 

the Zn site.  

3. Computational Details 

The preparation, MD simulation, and QM/MM calculation of Zn2+ binding energies in 

DNMT follows a previously introduced protocol92, which we reiterate and expand upon for 

clarity. To isolate configurational effects, we employ MD for extensive sampling, and we obtain 

properties from QM/MM snapshots evaluated on snapshots from the MD trajectory. This 

approach neglects changes in the trajectory that could occur with ab initio MD sampling but 

ensures we capture changes in protein structure that could occur only at longer times. 

Protein structure and preparation. Starting structures from Ref. 92 were obtained as 
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follows. A crystal structure of DNMT1 (PDB ID: 3PTA81) with a 19 base-pair DNA strand and 

S-adenosyl homocysteine (SAH) inhibitor was modified to replace SAH with S-adenosyl 

methionine (SAM) using Avogadro v1.2.094. Fifty-four missing residues were added and refined 

with Modeller95 loop refinement (Supporting Information Table S2). The protonation states of 

apoenzyme residues were assigned using the H++ webserver96-99 assuming a pH of 7.0 with all 

other defaults applied, and protonation states of Zn2+-coordinating-residues were manually 

assigned for a final holoenzyme net charge of -22 (Supporting Information Table S3). Standard 

protein residues were simulated with AMBER ff14SB100, the zinc AMBER force field (ZAFF)101 

was employed for Zn2+ and coordinating residues, and the DNA base pairs were parameterized 

with the parmBSC1102 force field (Supporting Information Table S4). For SAM, the generalized 

AMBER force field (GAFF)103 was employed in conjunction with restrained electrostatic 

potential (RESP) charges104 obtained using Hartree-Fock/6-31G*105 evaluated with GAMESS-

US106, as implemented by the R.E.D. server107-109. The protein was solvated with no less than 15 

Å of TIP3P110 water buffer in a periodic rectangular prism box and neutralized with Na+ 

counterions. The initial AMBER topology and coordinate files for the 151,473-atom system are 

provided in the Supporting Information.  

MD Equilibration and Dynamics. The MD equilibration and production employed the 

GPU-accelerated form of the AMBER16 code111. This procedure included the following steps: i) 

restrained (1000 steps) and unrestrained (2000 steps) minimizations, ii) 10-ps NVT heating to 

300 K with a Langevin thermostat with collision frequency of 1.0 ps-1 and a random seed, iii) 1-

ns NPT equilibration using the Berendsen barostat with a pressure relaxation time of 2 ps, and 

iv) 250 ns of production MD. All MD employed SHAKE112 with a 2-fs timestep and a 10-Å 

electrostatic cutoff.  
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QM/MM Calculations. For QM/MM calculations, the QM energetics were evaluated with 

a developer version of TeraChem40, 113 and the MM energetics were evaluated with OpenMM114 

v.7.1.1, with TeraChem acting as the QM/MM driver. We used electrostatic embedding and 

hydrogen link atoms to passivate covalent bonds that span the QM-to-MM boundary.  

The QM-level calculations employed DFT using the range-separated exchange-

correlation functional ωPBEh115 (ω=0.2 bohr-1) with an LANL2DZ effective core potential116 on 

Zn2+ and 6-31G*105 for the remaining atoms. These choices were motivated by prior studies34, 70 

and through validation tests of the sensitivity of properties and their trends on basis set and DFT 

exchange-correlation choice (Supporting Information Tables S5-S6). 

As described in Sec. 2, nine QM regions were selected based on increasing radial cutoffs, 

leading to QM region net charges that varied from -2 to 0 (see Figure 3 and Supporting 

Information Table S1). From production MD, 250 snapshots spaced 1 ns apart were selected for 

QM/MM single point energies of the holoenzyme and then repeated with the Zn2+ rigidly 

removed for a total of 500 single point energies per QM region considered. Snapshots were post-

processed using the center of mass utility in PyMOL117 to generate the largest possible spherical 

droplet circumscribed by the original periodic box for simulation in spherical boundary 

conditions in QM/MM without electrostatic cutoff. This spherical droplet was centered on the 

center of mass of the protein with a radius of 42 Å and contained 91,233 atoms. Representative 

snapshots are provided in the Supporting Information. 

Analysis. Atom-wise and by-residue sums of Mulliken charges were evaluated on all 

QM/MM single point calculations, as obtained from TeraChem40, 113. For all QM regions, the 

wavefunction for each of the structures was post-processed with Multiwfn118 to evaluate the 

Mayer bond orders119-120 for Zn2+-Cys bonds and the total bond valence, defined as sum of 
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Mayer bond orders with all coordinating atoms120 around the Zn2+ center. For snapshots both 

with and without Zn2+, the electrostatic potentials for each QM region were evaluated with 

Coulomb’s law using Mulliken partial charges for atoms in the QM region and MM point 

charges assigned by the force field for the remaining atoms. The partial charge for Zn2+ was not 

included in any electrostatic potential calculations in order to evaluate the electrostatic potential 

at the Zn2+ site.  

4. Results and Discussion 

 To probe changes in the electronic structure around the Zn2+ binding site in DNMT1 with 

increasing QM region size, we first carried out 250 ns of molecular dynamics simulation (see 

Sec. 3). From this trajectory, we extracted 250 snapshots spaced 1-ns apart to ensure they were 

not correlated. We then evaluated a series of electronic and energetic properties over which we 

examine the ability of smaller QM regions to capture the property values as well as their 

fluctuation with changes in configuration.  

4a. Effects on Zn2+ Binding 

We first studied the relationship between protein structure and the relative stability of 

Zn2+ in the Zn2 binding site of DNMT1. We computed Zn2+ rigid binding energies, ΔE, for all 

QM regions as:  

 ΔE =E(DNMT1-Zn2+)−E(DNMT1!)−E(Zn2+)   (1) 

where the first two terms are the QM/MM single point energies of DNMT1 with Zn2+ bound and 

DNMT1 without Zn2+, respectively, and the last term is the energy of the isolated Zn2+ ion. This 

quantity is a significant overestimate of the energy required to exchange Zn2+ in more stable 

forms (e.g., solvated Zn2+) because Zn is removed without the protein allowed to relax. 

Nevertheless, we employ the ΔE quantity as an upper bound on the energy required to remove 
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Zn2+ and as a probe of both the QM-region and configurational sensitivity of the relative stability 

of Zn2+ in DNMT1.  

As might be expected, the minimal, 3-Å QM region has a high mean ΔE value of 336 

kcal/mol (Figure 4). This rigid removal of Zn2+ in the smallest QM region requires significant 

charge localization (i.e., the QM region charge changes from -2 to -4) onto only the Cys residues. 

Despite the expected high energetic cost of bare Zn2+ removal, a wide range of ΔE values is 

sampled from a minimum of -158 kcal/mol (at 192 ns, indicating the Zn-bound state is unstable 

due to close proximity of an Arg) to a maximum of 693 kcal/mol (165 ns) with a standard 

deviation (std. dev.) of 85 kcal/mol (Figure 4). Fluctuations are significant over the snapshots, 

and more significant outliers (i.e., > 1 std. dev.) occur below the mean than above, suggesting 

greater deviations in configurations where Zn2+ is unexpectedly weakly bound in this QM region 

(Figure 4). Since ΔE values are evaluated from differences in the energies of Zn2+-bound and 

Zn2+-absent structures, we determined whether outlier energies could be attributed to one of the 

two structures (Figure 4 and Supporting Information Figures S1-S2). Overall, both energies 

exhibit individual fluctuations that do not cancel and contribute to both weakly- and strongly-

binding Zn2+ outlier configurations (Figure 4).  
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Figure 4. (top) The distribution of ΔE values (in kcal/mol) shown in swarm plots of 250 
snapshots for all eight QM regions (3, 5, 6, 7, 8, 9, 10, and 12 Å) with mean values overlaid 
(black squares and lines). (bottom) ΔE values (in kcal/mol) for the minimal, 3-Å QM region over 
250 MD snapshots. The dashed lines represent ± 1 standard deviation around the mean, and the 
data points within this range are shown as grey circles. Outlier points outside the dashed lines are 
colored blue if the deviation from the mean is larger for the energy coming from the snapshot 
without Zn2+ and red if the deviation from the mean is larger for the snapshot containing Zn2+. 
 

We repeated the evaluation of ΔE values with the other seven radially increasing QM 

regions to investigate the impact on the mean Zn-binding stability and its fluctuations (Figures 2 

and 4). A near-monotonic decrease in mean ΔE is observed with increasing QM region, leveling 

off at a consistent value for the largest (i.e., 9-12 Å) QM regions (ca. 120 kcal/mol, Figure 4). 

The convergence of this property at ca. 300-400 atoms is consistent with prior radial 

convergence tests54-55, 63, 92, 121 of energetic quantities. A decrease in ΔE with increasing QM 

treatment of the protein environment is intuitive, as the negative charge on the Cys residues can 

be distributed over a larger number of atoms. Increasing beyond the minimal QM region size 
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initially incorporates more positively charges residues (i.e., R12 in the 5-Å region), reducing the 

net charge and also adding adjacent, nonpolar residues (e.g., G14, V15, V18) that stabilize the 

Cys backbone. In cases where a negatively charged E17 is added (e.g., to the 6-Å region), this 

effect is compensated by addition of QM backbone atoms between Cys residues, leading to 

smaller changes in the mean ΔE value (Figure 4). The 7-Å region is an exception to the 

observation of a monotonic decrease in mean ΔE with increasing QM region, and we will shortly 

revisit the source of this outlier behavior. For the remaining larger QM regions, a balanced 

number of positively and negatively charged residues are added (e.g., 8-Å cutoff adds R11, Ql21 

and E891), recovering a continued decrease in mean ΔE values consistent with trends from the 

smaller QM regions (Figure 4). Both the larger size (i.e., greater distance to Zn2+ of added 

residues) and good balance between oppositely charged residues added in the largest QM regions 

(i.e., 9, 10, and 12 Å) cause the mean ΔE values to approach a constant limit (Figure 4).  

In contrast with overall observations, the mean ΔE value for the 7-Å cutoff is an outlier, 

increasing to a value similar to that for the minimal QM region (Figure 4). This runs counter to 

our initial arguments about charge and backbone stabilization because this region adds only 48 

QM atoms from two positively charged arginine residues (R49 and R50) to the 6-Å cutoff 

(Figure 4). To quantify the role of these positively charged residues in the increased mean ΔE 

value, we re-computed ΔE for QM regions intermediate between the 6-Å and 7-Å cutoffs 

obtained by either moving R49 or R50 from the QM to MM regions (Supporting Information 

Figure S3). Removing either residue decreases the ΔE value, with R50 having the larger effect of 

the two residues, and the resulting QM region (6-Å+R49) has a lower ΔE value than the largest 

QM regions (Supporting Information Figure S3). Of the two arginine residues, the guanidinium 

nitrogen atoms of R49 are closer (6-8 Å) than those of R50 (14-15 Å), while the backbone of 
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latter is more proximal to the metal (Supporting Information Figure S4). The larger effect of R50 

is likely attributable to the fact that it forms an amide bond with C51, but it is not immediately 

clear why additional QM-treated protein environment adjacent to C51 makes the rigid removal 

of Zn less favorable. This observation highlights the limits of heuristic rules for constructing QM 

regions. 

We compare fluctuations within a QM region to the dependence of mean ΔE values on 

QM region size by recalling that mean ΔE values decrease from 336 kcal/mol in the 3-Å cutoff 

QM region to around 116-126 kcal/mol for the largest 9-12-Å cutoffs. These differences exceed 

the std. dev. of the ΔE values within a fixed QM region, which are around 85 kcal/mol for all 

QM regions. However, the change in mean ΔE values is less than the 800 kcal/mol range of ΔE 

values sampled for any fixed QM region. Thus, the absolute ΔE value prediction is sensitive to 

QM region size, whereas the fluctuations across configurations, as quantified through both the 

range and std. dev. appear to be comparable for all QM regions.  

Although mean ΔE values are strongly QM-region dependent, fluctuations of ΔE values 

over configurations using the minimal QM region appear to be qualitatively preserved in even 

the largest QM regions (Figure 4 and Supporting Information Figure S5). To quantify these 

relationships, we calculated the Spearman’s rank correlation coefficient, which is a 

nonparametric rank statistic that measures the strength of monotonic relationship between two 

variables and is less sensitive to outliers122 than Pearson’s correlation coefficient. We computed 

the Spearman’s rank correlation coefficient between two variables, rs, as: 

 rs =1−
6 di

2

i=1

n

∑

n(n2 −1)
  (2) 

where di denotes the difference between ranks of each observation and here n = 250 for the 
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number of snapshots compared. We observe very high rs values (> 0.99) between all QM 

regions, with the highest correlations amongst the largest QM regions, a trend that is also 

preserved in the standard Pearson linear correlation coefficients (Supporting Information Table 

S7). Thus, absolute energetic properties, such as the stability of Zn in the metal binding site, can 

be highly sensitive to QM region size, whereas fluctuations in properties due to configurational 

sampling can be captured with computationally efficient, small QM regions.  

4b. Electronic Descriptors of Zn2+ Binding  

Since some differences are evident between small- and large-QM region descriptions of 

Zn2+ binding stability, we next evaluated changes in descriptions of the electronic environment 

of the metal. Specifically, we computed the Zn2+ Mulliken charge, q(Zn), and the Zn2+ Mayer 

total bond valence (MTBV) to quantify changes both with increasing QM region size and over 

configurations from MD (see Sec. 3). The Zn-S bond can be expected to have partial covalent 

character, which is confirmed through a q(Zn) value far below the +2 formal charge, even 

accounting for limitations of Mulliken charges123 (Figure 5). Although this observation holds 

regardless of QM region, increasing the QM radial cutoff increases the average q(Zn) from the 3-

Å QM region to the 6-Å region (3 Å: < 0.55 e vs. 6 Å: 0.58 e) before it decreases again slightly 

and levels off for the largest 8-12 Å QM regions (Figure 5). Unlike for the rigid binding 

energetics, no distinct behavior is observed for the 7-Å radial cutoff. The region sizes for which 

asymptotic limits are reached (ca. 8-12 Å) are largely consistent with what we observed for ΔE 

value region dependence. Significant fluctuations (range: 0.3 e, std. dev. 0.04-0.05 e) for q(Zn) 

are also apparent across snapshots (Figure 5 and Supporting Information Figures S6-S7). Like 

ΔE values, the smallest QM region largely captures essential fluctuations in q(Zn) (3-Å cutoff 

std. dev.: 0.044 e vs. 5-Å cutoff std. dev.: 0.046 e), but the range is smallest for this QM region 
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(3-Å cutoff range: 0.026 e) and increases significantly (5-Å cutoff range: 0.031 e) before 

decreasing again and leveling off at the largest QM region sizes (8-12-Å cutoff ranges: ca. 0.028 

e, Supporting Information Figure S7). Thus, distribution characteristics change more 

significantly with QM region size than they do for ΔE, with agreement only being reached at 

around 8-Å QM radial cutoffs (see Supporting Information).  

 
Figure 5. (top) Values of Zn2+ Mulliken charge (q(Zn) in e, red circles) and Mayer total bond 
valence (MTBV, green squares) for the 3-Å QM region over 250 1-ns-spaced MD snapshots. 
(bottom) Mean Zn2+ Mulliken charge (q(Zn) in e, red circles) and MTBV (green squares) for 
eight radial cutoff (i.e., 3, 5, 6, 7, 8, 9, 10, and 12 Å) QM regions.  
 

To complement interpretation of the Zn Mulliken charges as indicative of covalent 

character in the Zn-S bond, we computed the Mayer total bond valence (MTBV) for Zn2+, which 

is the effective total covalent bond order between Zn and the four Cys residues (Figure 5). 

Consistent with q(Zn), the mean Zn MTBV is highest in the 3-Å region (ca. 2.52), quickly 
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reaches asymptotic values of around 2.42 for the 7-Å and larger QM regions, and is overall 

indicative of partially covalent Zn-S bonding for all QM regions (Figure 5). Although the mean 

varies smoothly, the MTBV distribution is both wide (2.2-2.8) and changes with increasing QM 

region size (Figure 5 and Supporting Information Figures S8-S9). Although the std. dev. of all 

distributions are generally comparable (ca. 0.08), the 3-Å cutoff has the narrowest MTBV 

distribution (range: 0.46), which then broadens in the 5-Å cutoff (range: 0.52) and only 

approaches asymptotic values at 8-Å and larger radial cutoffs (range: 0.48), consistent with other 

properties (Figure 5 and Supporting Information Figures S8-S9).  

Overall, in the minimal 3-Å QM region, the Zn-S bonds are more covalent, as evidenced 

through both q(Zn) and the MTBV, but even increasing the QM region slightly to incorporate 

more amide backbone around the Cys residues achieves relatively good agreement with the 

largest QM regions (Figure 5). One potential source of the fluctuations in both quantities is 

geometric changes in the Zn-S bond lengths over the snapshots sampled during MD. However, 

as indicated from limited rank correlation (rs < 0.1) of these two properties to the Zn-S bond 

lengths, the MTBV and q(Zn) variations appear to be driven by multiple factors (Supporting 

Information Table S8). 

Given the significant fluctuation in energetic (i.e., ΔE values) and electronic (i.e., q(Zn) 

and MTBV) properties, we might expect rank correlations to exist between these properties. The 

3-Å QM region snapshot (172 ns) with the most neutral Zn2+ partial charge (0.39 e) also has the 

highest Zn2+ MTBV (2.78), providing qualitative support for such expectations (Figure 5). To 

obtain quantitative comparisons, we computed the rs between pairs of the three properties for all 

QM regions (Supporting Information Table S9). As expected, a strong negative correlation (rs < -

0.9) is observed for all QM regions between q(Zn) and MTBV (Supporting Information Table 
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S9). However, no correlation is observed between ΔE values and either electronic property, 

meaning that changes in covalency across configurations do not explain Zn2+ stability 

(Supporting Information Table S9). Nevertheless, QM regions that have a consistent description 

of the Zn-S bond also are in broad agreement about Zn removal energies.  

4c. Charge Transfer Surrounding the Zn2+ Binding Site 

Charge transfer between the Zn2+ ion and surrounding residues can be expected to play an 

important role in describing its binding to the DNMT1 protein. We have noted substantial 

differences in Zn2+ rigid binding energies and Zn-S bonds for the minimal 3-Å QM region in 

comparison to larger radial cutoffs, likely due to the significant net charge on the four Cys after 

Zn2+ removal in this minimal QM region. To probe differences in charge distributions with 

variation of the QM region and configuration, we evaluated sums of Mulliken charges over the 

sidechains of the Zn2+-coordinating residues (i.e., C13, C16, C19 and C51) as well as three 

charged arginine residues (i.e., R12, R49 and R50) that are in close proximity to the Zn2+ site. 

We excluded main chain (i.e., Cα and backbone) atoms from the sums to isolate sidechain-

specific charge transfer trends (Supporting Information Figure S10).  

All cysteine sidechains carry less than the expected formal -1 charge on average (ca. -

0.65 to -0.55 e), and the most significant change in mean sidechain charges is observed over the 

three smallest QM regions (Figure 6 and Supporting Information Figure S11). Average cysteine 

sidechain charges approach asymptotic values at around the 8-Å QM region, but trends differ for 

each residue as does the sensitivity of the distribution to QM region size (Supporting Information 

Figure S11). For C13, we observe a gradual monotonic decrease in the magnitude of negative 

charge, whereas for C19 only the 3-Å region sidechain partial charge is significantly more 

negative than for the other seven regions (Figure 6). These differences cannot be attributed to the 
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addition of adjacent residues because R12 and G14 are added in the 5-Å region to extend the 

backbone of C13, whereas C19-adjacent Q20 is not added until the 6-Å QM region (Figure 2). 

The C13 and C51 residues gradually approach the most and least negative partial charge sum 

limits (q(C51)-q(C13) = 0.05 e), respectively (Figure 6). However, the immediately adjacent 

residues in both cases are relatively similar in their identity: R12 and R50 are added on the N-

terminal side to both residues at intermediate distances (i.e., 5 Å and 7 Å), and the C-terminal 

side consists of non-polar G14 and P52, respectively, which are incorporated in the 5-Å region 

(Figure 2). Thus, sidechain partial charges appear sensitive to through-space interactions.  

 
Figure 6. (top) The mean sidechain Mulliken charge sums in QM/MM for R12 (grey), R49 (red), 
and R50 (green) from 250 MD snapshots for all QM regions in which the residue is treated at the 
QM level of theory. An inset structure shows Zn2+ as a sphere with placement of the relevant 
sidechains in sticks. (bottom) The mean for sidechain Mulliken charge sums in QM/MM for 
Zn2+-coordinating C13 (grey), C16 (red), C19 (green), and C51 (blue) from 250 MD snapshots 
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for all 8 QM regions. An inset structure shows Zn2+ as a sphere with the relevant sidechain atoms 
in balls and sticks.  
 

Indeed, the C51 sidechain sum is the only one of the four cysteine residues that has an 

abrupt change in its average for the 7-Å QM region, likely due to its proximity to the added R49 

and R50 residues (Figure 6 and Supporting Information Figures S11-S13). Focusing on the 

relevant arginine residues (i.e., R12, R49, and R50), we observe significant QM region 

dependence that is residue specific, although all three residue sidechains have charges (ca. 0.9-

1.05) similar to their expected formal +1 charge (Figure 6 and Supporting Information Figure 

S14). The R49 residue is more positively charged than R50, and addition of E48 in the 10-Å QM 

region likely explains the significant increase in positive net charge on R49 over the 9-Å region 

(Figures 2 and 6). The significant sensitivity of R49 and R50 charge distributions to QM region 

could partially explain their role in shifting Zn2+ stability energetics and further motivates the 

need to balance residue addition in constructing QM regions (Supporting Information Figure 

S14). In comparison to the other two arginine residues, the C13-adjacent R12 is introduced 

earlier (at the 5-Å QM region) and exhibits monotonic decrease in net charge excluding only a 

discontinuity at the 7-Å QM region similar to that observed for C51 (Supporting Information 

Figure S14).  Overall, slow, residue-specific evolution of sidechain sums for both cysteine and 

arginine point to distinct degrees of charge transfer as more of the protein is treated quantum 

mechanically, explaining why more metal-local properties are relatively slow to converge with 

QM region size. 

4d. Contributions to the Electrostatic Potential 

Extending our study of contributions to both QM region and configuration sensitivity of 

Zn2+ binding energetics and electronic properties, we evaluated the electrostatic potential (ESP) 

at the Zn2 site. We anticipate that the ESP could be sensitive to QM region choice due to 
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differences in how residues are treated at the MM vs. QM level of theory from both  changes in 

the charge distribution on the residue and due to fewer constraints on the formal charge when the 

residue is modeled with QM. Since much of the character of configurational fluctuations is 

captured in the smallest QM region, we expect variations in binding strength over sampled 

configurations to be reflected in fluctuations of non-local structural contributions to the ESP that 

can primarily be captured from MM point charges.  

We compute the ESP, V, at the Zn2 site from structures evaluated without Zn2+ present as 

an estimate of how the enzyme environment stabilizes Zn2+ binding (Figure 7, ESP with Zn2+ 

present, V’, shown in Supporting Information Figure S15). While V is always negative, as 

expected to stabilize Zn2+ binding, the magnitude of the configurationally-averaged electrostatic 

potential decreases with increasing QM region size (Figure 7). This trend is at first surprising 

since we observed that ΔE values generally decrease with increasing QM region size, but we also 

noted a significant covalent contribution to the Zn-S bond (Figure 4). Thus, the ESP component 

is a significant but not sole contributor to Zn2+ binding.  

 
Figure 7. The average (red circle) and standard deviation (black bar) of V (in kJ/mol.e) at the 
Zn2 site determined from QM/MM on 250 MD snapshots evaluated without Zn2+ for all eight 
QM regions, as indicated on the x-axis. The inset shows the histogram of evaluated V values 
obtained for the minimal, 3-Å QM region (blue) and largest, 12-Å QM region (green). 
 

Overall, the V for the smallest 3-Å QM region is most distinct, with almost no overlap 
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and a different distribution shape than the largest QM region (Figure 7). Both the mean and std. 

dev. across all snapshots are consistent across most larger QM regions from 6 to 12 Å in size 

(Figure 7). Decomposing the contributions to V from positively or negatively charged and neutral 

residues indicates that individual components to the ESP converge even more slowly than the 

total V value, suggesting distinct contributions of MM vs. QM representations to even long range 

electrostatics (Supporting Information Figure S16). The trend in V can be interpreted as larger 

QM regions distributing the negative charge more evenly over a larger QM region, leading to 

lower magnitudes of V at the Zn2+ site, which can also be observed when evaluated over 

structures with Zn2+ present (Figure 7 and Supporting Information Figure S15). Since the ESP is 

evaluated at the Zn2 site, we expect changes in its magnitude to have a strong contribution from 

the Zn-coordinating Cys residues. We computed the contribution of these residues (i.e., C13, 

C16, C19, and C51) to the ESP at the Zn2+ site for all QM regions and indeed observe a decrease 

in magnitude commensurate with the overall ESP decrease (Supporting Information Figure S17). 

The relative ESP evaluated at each Cys S site shifts from the smallest, 3-Å cutoff to moderate 

(e.g., 8-Å cutoff) QM region sizes (Supporting Information Figure S18). These observations 

support our expectation that QM interactions (e.g., charge transfer) between these Cys residues 

and the surrounding protein environment possible only in larger QM regions stabilizes the 

thiolates upon Zn2+ removal, decreasing both mean V and ΔE magnitudes (Figures 4 and 7).   

Although both energetic and electronic properties vary across snapshots sampled from 

MD, any correlations between energetic and QM electronic properties examined to this point 

have been weak. To determine if ΔE fluctuations are primarily derived from the MM 

environment, we computed the MM component of QM/MM electrostatic potential for snapshots 

without Zn2+ present, VMM, and compared its variation to those for the ΔE values. A weak 
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correlation between VMM and ΔE is indeed apparent for the smallest 3-Å QM region (i.e., where 

the MM charges are most proximal to the Zn2 site) and remains in the largest 12-Å QM region 

(Supporting Information Figure S19). This observation suggests that variations in MM-atom 

configurations (i.e., surrounding protein environment waters, counterions, and DNA) play a 

significant role in property fluctuations.  

4e. Correlations Among Properties 

We have examined a number of metal-local and holistic electronic and energetic 

properties in the Zn2 binding site of DNMT1. Observations thus far point to moderate sensitivity 

to the QM region in QM/MM simulations, potentially due to our focus on a structural metal site 

rather than a catalytic active site. We observe evidence of incomplete descriptions of 

electrostatics and charge transfer in small DNMT1 QM regions, with property convergence 

motivating larger (ca. 300 atom) QM regions. At the same time, variations of each property with 

configuration in DNMT1 are often larger than the variations of mean values across QM region 

sizes (e.g., ΔE range in 3-Å cutoff: 800 kcal/mol vs. mean change from 3-Å to 12-Å ca. 220 

kcal/mol), highlighting the importance of sampling in QM/MM modeling. To unify these 

observations, we computed linear correlations among all energetic, structural, and electronic 

properties computed thus far with changes in configuration (see Supporting Information). 

Specifically, we evaluated correlations among the ΔE, electrostatic potential without (with) Zn2+ 

present, V (V’), Mulliken charge sums of the Zn2+-coordinating Cys residue sidechains, q(C13), 

q(C16), q(C19), and q(C51) or the nearby Arg residue sidechains, q(R12), q(R49), and q(50), the 

Zn2+ Mulliken charge, q(Zn), and Mayer total bond valence, MTBV, and the Zn-S bond 

distances to each of the four Zn2+-coordinating Cys residues, d(C13), d(C16), d(C19), and 

d(C51).  
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To focus first on configurational effects, we computed these correlations for the 250 

snapshots obtained on the 291-atom, 8-Å QM region, which we selected as the smallest 

representative QM region that was asymptotically converged with respect to the larger QM 

regions and contains key residues (e.g., R12, R49, and R50) in the QM region (Figure 2). The 

average values of some electronic properties correlate well (e.g., C13 and C19 sidechain charges) 

across the QM regions, whereas others are less correlated (e.g., C13 and R49 sidechain charges, 

Supporting Information Figure S20). Thus, analysis of 8-Å QM region property correlations over 

snapshots is likely general to other large QM regions, but observations from small QM regions 

could be expected to differ. For the 8-Å QM region, some of the strongest property correlations 

are expected, e.g. between the closely related Zn2+ Mulliken charge and MTBV electronic 

properties (Figures 5 and 8). Focusing on what governs ΔE values, the best correlations are with 

V’ and V, but specific charges (i.e., q(R50)) and bond distances (i.e., d(C16)) also correlate 

somewhat (Figure 8). The MTBV and q(Zn) correlate less significantly with ΔE values than 

individual (e.g., Cys or Arg) sidechain charges (Figure 8). The electrostatic potential with Zn2+ 

present, V’, is better correlated with both q(Zn) and the MTBV than the electrostatic potential 

without, V (Figure 8). However, ΔE is a quantity that measures the differences between the Zn2+-

bound and -absent structures, potentially explaining why ΔE does not correlate with Zn-local 

electronic properties alone. 
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Figure 8. (left) Matrix of the log norm of squared Pearson correlation coefficients (colored as in 
inset colorbar) for several properties evaluated over 250 snapshots with Zn2+ present unless 
otherwise indicated. These include: ΔE; electrostatic potential with (without) Zn2+ present, V’ 
(V); Mulliken charge sums of residue sidechains, q(C13), q(C16), q(C19), q(C51), q(R12), 
q(R49), and q(R50); q(Zn); MTBV; and the Zn-S bond distances, d(C13), d(C16), d(C19), and 
d(C51). (right) Representative snapshots at 165 ns (top, green) and 192 ns (bottom, blue) are 
shown with the 8-Å QM region ΔE value labeled on each structure. The structures are shown 
with key Zn-S distances and electrostatic potential values indicated in inset.  
 

From over a dozen properties considered, no single property exhibits a singular 

correlation with ΔE (Figure 8). We also compared properties for snapshots that have the 

maximum and minimum ΔE values (165 and 192 ns, respectively, see Figure 8). Two of the four 

Zn-S bonds are significantly shorter in the low-ΔE configuration, and the average of the four Zn–

S bond lengths decreases by around 0.07 Å (Figure 8 and Supporting Information Figure S21). 

Dynamic motion of the protein may be expected to destabilize Zn2+ bonding through 

compression of the Zn-S bonds, but weak ΔE correlation with individual bonds suggests this is 

not the primary factor in determining stability (Figure 8). Thus, it appears that a number of 

changes in electronic and geometric structure are responsible for the fluctuations observed across 

configurations. While most of such fluctuations can be captured in the smallest QM region, 



27 

 

descriptions of electronic and energetic properties are distinct in this smallest QM region, 

highlighting the importance of both suitable sampling and sufficiently large QM region size in 

QM/MM modeling. Thus, a strategy in which preliminary sampling using a small QM regions is 

coupled to large-QM region reweighting for quantifying properties, as has sometimes been 

advocated124, is likely the most computationally efficient approach for modeling metal sites 

similar to the one studied here. To ensure that both effects are adequately accounted for in 

mechanistic study, automated workflows that include both sampling and systematic QM region 

selection70 will be essential. 

5. Conclusions 

 We have studied the relative magnitude of configurational and QM region sensitivity of 

energetic and electronic properties in a representative metal binding site of the enzyme DNMT1. 

From 250 ns of molecular dynamics simulation, we extracted evenly spaced snapshots and 

observed a significant variation in energetic and electronic properties with configuration. To 

simultaneously study QM region sensitivity, we expanded from a minimal, 49-atom QM region 

consisting only of the Zn metal and its four coordinating Cys residues and radially increased the 

QM region distance cutoff to include residues at least 12 Å away from the metal center in the 

largest, 628-atom QM region. Over the configurations sampled during MD, we observed that 

fluctuations in illustrative properties (e.g., rigid Zn2+ removal energy) were of similar magnitude 

in comparison to the variation of the mean value obtained with increasing QM region size. Most 

variations, as qualitatively observed through good rank correlations and quantified with property 

distribution characteristics, could be captured with even the smallest QM region.  

 In studying QM region dependence, we observed the mean values of energetic and 

electronic properties to converge only with larger (ca. 300-atom) QM region sizes. Generally, 
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balanced addition of positively and negatively charged residues enabled smooth, monotonic 

approach to asymptotic limits of key properties, and exceptions were noted when this charge 

balance was disrupted (e.g., Arg addition in the 7-Å region). For the smaller QM regions, the 

electronic description of Zn2+ binding is incomplete: the metal binds too tightly, is too stabilized 

by the strong electrostatic potential of MM point charges, and the Zn-S bond covalency is 

overestimated. We deduced that these incomplete descriptions are a consequence of both metal-

local effects such as completing the amide bond between Cys residues and the rest of the protein 

backbone but also involved more non-local charge transfer effects for residues with sidechains 

positioned 6 Å or more away from the metal center. Correlation analysis of ΔE to other 

electronic and geometric properties reinforced this observation quantitatively, as no single 

descriptor uniquely explained variations in metal stability.  

 Overall, this case study on Zn2+ binding in DNMT1 suggests that efficient sampling with 

QM/MM in small QM regions is an effective method to explore the influence of enzyme 

structure on target properties. At the same time, descriptions of electronic and energetic 

properties require a larger QM region than the minimal metal-coordinating residues in order to 

converge treatment of both metal-local bonding and the overall electrostatic environment. We 

expect these conclusions to hold for similar metal-binding sites, be they catalytic or structural in 

nature, and new methods and software will be necessary to enable the systematic and automated 

evaluation of the magnitude and interplay of sampling and QM region dependence in property 

prediction. 
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