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1. Introduction

Metabolically and physiologically, the body is governed by a
number of factors: the environment, foodstuffs, the interre-
lationship and balance of internal microorganisms, and the
emotional and physical issues related to stress, inflammation,
and illness. Studies show that certain invasive physical and
mental issues, possibly caused by surgery, pathogens, or
even harmful environmental factors, can lead the body to
overgenerate its immune defences, causing inflammation and
oxidative stress.

It is known that intestinal microbes react to the immune
condition, physiological state, and metabolic activity of their
human hosts and that these factors influence health. Exten-
sive but as of yet inconclusive research has identified that
probiotics and certain nutrients can assist in the management
of oxidative stress, controlling the production of reactive
oxygen species (ROS) and reactive nitrogen species (RNS).
Some natural compounds and nutraceuticals control the
composition of intestinal microbiota, retarding inflammation
and allowing the body’s natural immune system to control
metabolic and physiological processes.

The particular processes that lead to the appearance of
disease have yet to be established. The influence of nutri-
tion and the environment, which facilitates the control of

inflammation, oxidative stress, and microbiome, requires
further study.

This special issue was open to submissions for 9 months
from May 2018 to March 2019 and focuses on recent find-
ings on the regulation of inflammation, oxidative stress,
and microbiome in diseases and the influence of nutrients,
probiotics, and the environment on the development of such
diseases.

2. Development Mechanisms and
Biomarkers of Disease

A.A. Tokmakov et al. focused on the oxidative stress–induced
overactivation of Xenopus eggs and studied their biochem-
ical hallmarks. Their study showed that time- and dose-
dependent overactivation resulted from high levels of hydro-
gen peroxide–induced oxidative stress. The overactivated
eggs were found to have a decreased volume of soluble
cytoplasmic protein content, an accumulated volume of
lipofuscin, and depletion of intracellular ATP.

There continues to be a major need for tetanus antitoxin
(TAT) in developing and underdeveloped countries. It is a
comparatively cheap treatment that is easily administered.
Nevertheless, there are questions relating to the production
of potent TAT using tetanus toxoid (TT) as an immunogen
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to elicit an immune response. An immunogenicity study was
conducted by R. Yu et al. regarding the involvement of the C
fragment of tetanus neurotoxin (TeNT-Hc) in the production
of TAT. It was found that TeNT-Hc serves as a totally nontoxic
recombinant alternative to TT where liver toxicity is not
present, with all of the same benefits, as proven in a lengthy
safety study. The results showed that TeNT-Hc was suitable
for the production of TAT, either separately or in combination
with TT.

Y. Wang et al. investigated the necessity for myeloid-
derived suppressor cells (MDSCs) and the nuclear tran-
sition factor kappa B (NF-KB) for the protective effects
of splenectomy, conducted in a mouse model of ConA-
induced liver fibrosis. The results showed that whilst
the levels of the M2 macrophage inflammatory factors
increased after removal of the spleen, the levels of the M1
macrophages and the volume of macrophages/monocytes
decreased. Thus, the operation may promote the polarisation
of CD11b+Ly6Chigh MDSCs and limit the level of NF-KB
p65-p50 heterodimers, which retard the development of liver
fibrosis.

Serum and urinary Cr and Fe levels were investigated
by Q. Zhou et al., who studied patients in northeast China
with impaired fasting glucose (IFG) and impaired glucose
tolerance (IGT) and those with type 1 (T1D) and type 2
(T2D) diabetes. They found that serum creatine (serum cr)
level decreased in patients with diabetic retinopathy (DR),
nephropathy (DN), and peripheral neuropathy (DPN). The
highest level of urinary cr was in T1D samples and was
considerably higher than those in T2D groups, with or
without complications. The urinary Fe level in T1D increased
(P < 0.05). Clearly, a positive link existed between serum Cr
and serum Fe in T2D patients, indicating that further studies
should establish the possible significance of Fe and Cr in
diabetes.

Central nervous system cells are protected by leukemia
inhibitory factor (LIF) and leukemia inhibitory factor recep-
tor (Lifr), particularly neurons and myelin-sheath oligoden-
drocytes, in a state of oxygen-glucose deprivation (OGD).
L. Huo et al. conducted a study to establish the significance
of Lifr in OGD and the mechanism by which it affects
hypoxic-ischemic astrocytes. The aim was to derive more
information on the neuroprotective role of Lifr.Their findings
established the direction and clinical necessity to determine
the suitability of Lifr as a repair treatment for neurological
and stroke patients.

It has been made increasingly apparent that osteoarthritis
(OA) is caused by the degeneration of chondrocytes. Z. Duan
et al. showed that parathyroid hormone-related proteins
(PTHrP) are targeted by specific microRNAs (miRNAs),
which may also control the proliferation and terminal dif-
ferentiation of chondrocytes. The study further showed that
miR-15a-5p was downregulated in OA chondrocytes and
that PTHrP was upregulated therein. From these findings,
a negative link was established between miR-15a-5p and
PTHrP.The reduction of miR-15a-5p encouraged the growth
of chondrocytes and restricted calcium build-up, whereas
PTHrP was neutralised by the overexpression of miR-15a-5p.
These results further clarify the reasons for OA development

and signify that miR-15a-5pmay be applicable as a biomarker
for OA.

V. Kovac et al. conducted a study that examined patients
who were undergoing the first 7 days of an orthodontic
treatment program with fixed appliances, evaluating various
chosen systematic oxidative stress levels. It was found that the
treatment may initially lead to the development of systematic
oxidative stress, but the effect did not persist. Specifically,
increases in ROS and ROS/AD levels were observed only
24 hours after the commencement of treatment. The levels
stabilised within 7 days after archwire insertion because of an
adaptive endogenous antioxidative response. During subse-
quent orthodontic treatments, such as archwire reactivation,
there was a likelihood that a change of ROS and ROS/AD
levels would occur.

Management of oxidative stress in plants has been the
subject of several recent studies reviewed by X. Xie et al.
This review observed that plants are subject to a number
of environmental issues and pressures during their growth,
relating to extreme temperature fluctuations, metal toxicity,
salinity, and drought. In addition, UV-B radiation, pathogen
infection, and pesticides pose challenges to their survival.
Plants are able to ameliorate these threats by adapting their
molecular, biological, and physiological makeup, in particu-
lar via their antioxidant systems. Genetically modified plants,
by overexpressing their functional genes, show a marked
ability to overcome oxidative stress. This leads to the rec-
ommendation that transgenic plants should be cultivated to
generate multiple effective genes to combat possibly harmful
environments.

A study was performed by F. He et al. to analyse the
ligand-independent receptor tyrosine (RTK) cellular sig-
nalling pathway and assess its reaction with copper ions
(II) (F. He et al.). Copper (II), in the absence of corre-
sponding epidermal growth factor (EGF) and hepatocyte
growth factor (HGF) ligands, was used to activate the
respective receptor signalling. Two RTK-mediated down-
stream signal transducers were initiated by copper (II)
ions. Proliferation and cellular migration were increased
significantly by the use of copper (II). This signifies
that cancer treatment may require the growth factors in
tumour microenvironments and copper (II) to be points of
focus.

3. Regulation of Nutritional
Factors on Diseases

3.1. Botanical Extracts and Natural Compounds. Despite
increased research on plant extracts and natural compounds,
the impact of these materials on regulating physiological
and metabolic development has not been fully analysed and
requires further investigation.

Research by Q.-X. Ren et al. focused on the effects of
arsenic methylation metabolism and efflux in human hep-
atocytes (L-02) by proanthocyanidins (PC). Their findings
that PC can influence arsenic methylation metabolism and
efflux in L-02 cellsmay account for the increased regulation of
glutathione peroxidase (GSH), multidrug resistance protein
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1 (MRP1), and arsenite methyltransferase (AS3MT) levels by
PC.

The role of chlorogenic acid (CGA), a phenolic secondary
metabolite in many fruits and vegetables, was evaluated by
S. Peng et al. and assessed for its role in the differentiation
and lipolysis of mouse 3T3-L1 preadipocytes. As a peroxi-
some proliferator-activated receptor-gamma (PPARy2) ago-
nist, CGA can stimulate 3T3-L1 preadipocyte differentiation.
It was found that rosiglitazone (RG) performed unlike CGA
in relation to fat metabolism in the process of adipocyte
differentiation. The RG-treated group contained a markedly
higher level of triacylglyceride (TAG) than that observed
in the CGA-treated group, possibly because of decreased
lipid accumulation before preadipocyte differentiation, due
to lipolysis rather than lipid synthesis not being operative.The
results show CGA to be a different PPARy2 agonist to RG.

Z. Hong et al. investigated the effects of two dietary
additions in an experiment to evaluate the protective effects
of certain substances on colitis in mice induced by dextran
sodium sulfate (DSS). One preparation was based on an
onion preparation fortified only with quercetin aglycone (Q).
The second onion preparation contained quercetin aglycone
and monoglycosides (Q+MQ). Signs of colitis emerged in
mice after 7 days of treatment. The symptoms were colonic
inflammation and growth reduction. The results showed that
both diets reduced the effects of the DSS-induced colitis, even
when administered at a low dosage. A range of fruits and
vegetables contain quercetin, and these results indicate that
a quercetin-supplemented diet (Q or Q+MQ) is a possible
ancillary treatment for inflammatory bowel disorder (IBD).

The Moringa oleifera tree, one species of the sole-genus
plant family Moringaceae, grows in several tropical and
subtropical regions. M. Mansour et al. examined the reputed
anticancer and antimicrobial attributes of the leaf extract of
bothMoringa peregrina andMoringa oleifera grown in Egypt.
The serial leaf extract of both varieties displayed antimicro-
bial characteristics against Gram-positive andGram-negative
bacteria and fungi. The extracts also showed cytotoxic effects
against HepG2 and MCF-7 cell lines while displaying low
toxicity to normal melanocyte cell lines. Cell cycle arrest
and apoptosis of HepG2 cells for anticancer activity analysis
were conducted effectively with the diethyl ether and ethyl
acetate methods. Analysis via gas chromatography-mass
spectrometry analysis showed the leaf extracts to be rich in
thymol, retinol and ascorbic, palmitic, linoleic and myristic
acids, thereby accounting for the displayed activity.

IBD is exacerbated by dysbiosis and oxidative stress in
the gut. The current research on the interaction between gut
microbiota and resveratrol, combined with new evidence for
the treatment of IBD and oxidative stress, was reviewed by
Y. Hu et al. Intestinal health, the cellular redox condition,
and the inflammatory response in the host organism are all
regulated by gut microbiota. The generation of short-chain
fatty acids (SCFAs) and proinflammatory cytokines, linked
to enteric bacteria, is able to modulate the proinflammatory
NF-kB signalling pathway. Resveratrol and its metabolites
are able to reduce increased levels of ROS, activate Nrf2
signalling, and ease oxidative stress by inhibiting inflamma-
tory disorders via changes in the gut microbiota. They act

to protect epithelial barrier functions and suppress intestinal
inflammation and the activation of NF-𝜅B. Resveratrol is thus
a new and effective means to treat chronic inflammatory
illnesses.

The antioxidant effects of Dittrichia viscosa, with its
potential for healing wounds, have been authenticated by
W. Rhimi et al. Testing involved processing an ethanolic
extract of the leaves with other components to form a mass
fraction of 2.5% and 5% extracts in beeswax and sesame oil-
based ointments. Analysis of the caffeoylquinic acid content
(CQC), the phenol content (TPC), and antioxidant activity
in the extract was then performed, and the researchers
then conducted a wound-healing test using the composite
ointments. It was shown thatD. viscosawas a source of antiox-
idant compounds, especially caffeoylquinic acid, and was
able to prevent oxidative damage and scavenge free radicals.
Treatment of wounded animals using these two ointments
resulted in complete repair, with good skin regeneration and
re-epithelialization in comparison to other control groups.
The study identifies the suitability of D. viscosa as an additive
to pharmaceutical products to heal wounds and in the
treatment of oxidative stress.

The immunity effects of Orostachys japonicus (OJ) A.
Berger were evaluated by H. Y. Lee et al. in a controlled envi-
ronment. Mouse splenocytes were treated with either extract
of OJ or water, both with and without cyclophosphamide
(CY). In the presence of OJ extract, an increase was seen in
the propagation of splenocytes, and a reduction was seen in
CY-induced cytotoxicity. Immunosuppressed rats displayed
improved stamina after treatment with OJ extracts when
assessed with an obligatory swim test. Treatment with the
extract increased the number of immunity-related cells and
the levels of plasma cytokines. Thus there is a clear indication
that OJ treatment increases immune cell propagation and
specific plasma cytokine levels, thereby improving immunity.

An innovative cross-linked omics study was conducted
by T. Li et al. The aim was to evaluate the effect of
myricetin, a common flavonoid found in many edible
plants. They evaluated its anti-inflammatory properties
by inspecting the molecular evidence and performing a
proteomics assay of gene expressions in a genome-wide
analysis, utilising microarrays and specialist analysis tools.
The results showed that myricetin exerted a significant
anti-inflammatory effect on metabolic disease and lipid
metabolism in HepG2 cells and on cardiovascular disease.
The indications are that myricetin could have future pharma-
ceutical health applications. Well-structured research, com-
bining anti-inflammatory proteomics analysis and gene chip
data, has led to improved considerations for its multiomic
use.

3.2. Probiotics. Probiotics have wide-ranging applications in
medical science. Alone or in combination with prebiotics,
they are instrumental in controlling gut microbiota, thereby
displaying anticancer, angiogenic activities, antipathogenic,
antiobesity, diabetic and antidiabetic, anti-inflammatory, and
angiogenic activities, in addition to their positive results on
the central nervous system and the brain.
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M. A. K. Azad et al. reviewed recent research on the
effects of probiotic immunomodulators and found that their
antiviral properties influenced innate immunity. By stim-
ulating B cells, they improved gut barrier functions and
influenced cytokine production, thereby generating host
body adaptive responses. More research is needed to establish
how probiotics create immunomodulatory effects to combat
inflammation.

F. Zhang et al. conducted an experiment using Lactobacil-
lus plantarum to investigate its effect on gut inflammation and
its interaction with gutmicrobiota and the immune response.
Mice that had been treated with DSS to initiate colitis
were fed Lactobacillus plantarum. This markedly lowered
the production of proinflammatory cytokines during the
colitis development phase, and the results indicated that
the treatment could improve the pathophysiology of DSS
generated colitis. The impact of intestinal microorganisms
was lower in the L. plantarum group than in the DSS group,
showing improved tract stability. The indications are that L.
plantarum could be used as an IBD treatment because it can
manage the symptoms of colitis.

3.3. Other Nutrients. Anti-inflammatory effects are appar-
ent in IRW (Ile-Arg-Trp), which is a bioactive peptide
isolated from egg ovotransferrin. An investigation of IRW
for use in the treatment of inflammatory cytokines and
microbiota was conducted by H. Jiao et al. IRW lowered
the serum levels of tumour necrosis factor- (TNF-) a,
interleukin- (IL-) 6, and myeloperoxidase (MPO) activity
in a lipopolysaccharide- (LPS-) induced rat model. There
was an increase in the Shannon and a decrease in the
Simpson indices of faecal microbiota. IRW treatment notice-
ably limited the LPS-enhancement of TNF-a, IL-8, vascular
cell adhesion molecule-1 (VCAM-1), and intercellular cell
adhesion molecule-1 (ICAM-1) in human umbilical vein
endothelial cells (HUVECs). These results indicate that
bioactive peptides can be used in anti-inflammatory treat-
ments.

X. Mao et al. investigated the effects of benzoic acid
on gut functions. The acid is used as an organic acidifier
and is found in a variety of foodstuffs, where it acts as an
antifungal and antibacterial preservative. By regulating redox
status, immunity, enzyme activity, and microbiota, the acid
can aid digestion, barrier, and gut absorption functions. Used
as a supplement in foodstuffs, it is particularly effective in
improving convalescent health. A benzoic acid dosage of 0.2
to 0.5% is recommended in foodstuffs.

A study was conducted on nutritional cytokine leptin
produced by cancer-associated fibroblasts (CAFs) with the
aim to study their paracrine effects andmechanisms. Because
leptin is the main component of the tumour microenviron-
ment in nonsmall cell lung cancer (NSCLC), a novel in vitro
cell coculture system was established. F. Li et al. discovered
that leptin produced by CAFs can induce the proliferation
and migration of NSCLC cells. This probably occurs via
the P13K/AKT and MAPK/ERK1/2 paracrine intracellular-
signalling pathways. This study indicates that nutritional
factors are significant in tumour–tumour microenvironment

interactions and suggests there may be a path towards the
treatment of NSCLC.

S. Huang et al. investigated the benefits of milk fat
globule membrane (MFGM), a protein-lipid complex that
surrounds the fat globules in milk. Beneficial for the health
of animals, it was seen to enhance the growth rate of low
birth weight neonatal (LBW) mice, particularly during their
early life. In addition, it relieved intestinal damage incurred
fromLPS challenge in LBWmice by increasing themessenger
RNA (mRNA) levels of tight junction proteins, antioxidant
enzymes, and intestinal mucosal barrier proteins. Inhibition
of TLR2 and TLR4 signaling reduced the expression of
proinflammatory cytokines. These indications showed that
MFGM is a beneficial nutrient for the enhancement of growth
performance, creating a novel means for the prevention and
treatment during the early stages of intestinal inflammation
in LBW neonates.

M. Wiese et al. performed an interesting clinical study
on moderately obese persons, comprising 15 men and 15
women within an age bracket of 55 ± 5.7 years, to establish
the prebiotic effect of lycopene and dark chocolate. These
moderately obese subjects (30<BMI < 35 kg/m2) undertook
a 1-month trial, and the systematic effects of lycopene or
dark chocolate intake were recorded at the end of the trial
period. The results were improved blood, gut, and liver lipid
metabolism, plus improvements in skeletal muscle and skin
conditions. These were deduced to have not been solely a
result of the properties of the carotenoid and chocolate, but
likely also due to modulation of the gut microbiome, which
increased the presence of Lactobacilli and Bifidobacteria and
thus their considerable beneficial effects.

Q. Jiang et al. summarised recent studies of antiquorum
sensing (QS) agents, together with their signals in response
to pathogens, highlighting the possibility of QS therapy in the
treatment of bacterial diseases. Studies have identified many
anti-QS agents that can control the pathogenic phenotypes
of many types of bacteria. These agents have been shown
to limit the pathological damage in infected animal models.
They lack the stability of antibiotics and possibly have toxicity,
which limits their widespread usage, but when combined
with conventional antibiotics they are shown to enhance their
effectiveness at a reduced cost, indicating their potential for
future bacterial disease treatment.

This issue aims to focus readers’ attention on the latest sci-
entific work that is being conducted in relation to nutrients,
inflammation, the environment, stress, and microorganisms,
highlighting some of the innovative research methods used.
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This study investigated the effects of proanthocyanidins (PC) on arsenic methylation metabolism and efflux in human hepatocytes
(L-02), as well as the relationships between PC and GSH, MRP1 and other molecules. Cells were randomly divided into blank
control group, arsenic trioxide exposure group (ATO, As2O3, 25𝜇mol/L), and PC-treated arsenic exposure group (10, 25, 50mg/L).
After 24/48h, the contents of different forms of arsenic were determined, and the methylation indexes were calculated. Intracellular
S-adenosyl methionine (SAM), arsenic (+3 oxidation state) methyltransferase (AS3MT), multidrug resistance-associated protein
1 (MRP1), and reduced glutathione (GSH) were ascertained. Changing trends were observed and the correlation between arsenic
metabolism and efflux related factors and arsenic metabolites was analyzed. We observed that cells showed increased levels of
content/constituent ratio of methyl arsenic, primary/secondary methylation index, methylation growth efficiency/rate, and the
difference of methyl arsenic content in cells and culture medium (P<0.05, resp.). Compared with ATO exposure group, the
intracellular SAM content in PC-treated group decreased, and the contents of GSH, AS3MT, and MRP1 increased (P<0.05, resp.).
There was a positive correlation between the content of intracellular GSH/AS3MT and methyl arsenic. The content of MRP1 was
positively correlated with the difference of methyl arsenic content in cell and culture medium; conversely, the SAM content was
negatively correlated with intracellular methyl arsenic content (P<0.05, resp.). Taken together, these results prove that PC can
promote arsenic methylation metabolism and efflux in L-02 cells, which may be related to the upregulation of GSH, MRP1, and
AS3MT levels by PC.

1. Introduction

Arsenic (As) is a ubiquitous harmful element in the environ-
ment. At present, there are an estimated 2,102 villages in 14
provinces of China ranked higher in arsenic content, with
a population of 1.15 million at risk. High arsenic drinking
water has also been reported in the United States, Chile, and
other countries in the world [1–3]. Arsenic has the effects of
bioaccumulation, toxicity, and carcinogenesis and can cause
liver [4] and cardiovascular diseases [5] and nervous system
damage [6]. When inorganic arsenic enters the organism, it
is mainly converted to organic form by methylation in the
liver and then excreted out of the organism. This process is
catalyzed by arsenic (+3 oxidation state) methyltransferase
(AS3MT). Reduced glutathione (GSH) plays a vital role in
arsenic methylation metabolism. IAs5+ can be reduced to
iAs3+ by GSH, combining methyl from its donor S-adenosyl

methionine (SAM) [7, 8]. After oxidative methylation, iAs is
converted into dimethyl arsenate (DMAV) which is less toxic
and is excreted in vitro [9]. Furthermore, GSH can interact
with multidrug resistance-associated protein 1 (MRP1) and
participate in arsenic efflux [10]. MRP1 could promote the
cotransportation of As(OH)3 with GSH out of cells to
reduce intracellular drug concentrations, which may induce
drug resistance and limit the efficiency of arsenic derived
anticancer or antileukemic activity [11]. Leslie E M et al. [12]
proposed MRP1 mediated arsenic efflux through a cotrans-
port mechanism with GSH. Consequently, the exploration of
the biological effects of GSH, MRP1, and other factors is of
great significance in the prevention and treatment of arsenic
poisoning.

Human hepatocytes L-02 originate from human body
and are closer to the normal human environment. They
are convenient to study the mechanism of drug action. In
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addition, L-02 cells are easy to survive and have a wide range
of adaptation conditions, which can reflect the metabolism
of arsenic in the liver. Proanthocyanidins (PC) are natural
polyphenolic compounds widely distributed in grape seeds,
pine bark, and other plant tissues, which can antagonize
arsenic-induced liver oxidative damage by upregulating GSH
and other protective proteins [13, 14]. However, it has not
been elucidated whether PC can affect arsenic methylation
metabolism and efflux by affecting GSH and MRP1. In this
study, different doses of PC were designed to treat the
cell lines with As2O3. After a certain period of time, a
determination of the contents of related indexes along with
an analysis of the effects of arsenic and PC was made. The
aim of this study was to explore the effects of PC on arsenic
methylation metabolism and efflux in L-02 cells, which may
provide a theoretical basis for the application of PC in the
prevention and treatment of arsenic poisoning.

2. Materials and Methods

2.1. Reagents. As2O3 was purchased from Beijing Chemical
Reagent Corp. (Beijing, China). PC which was purified
small molecular dimers with purity greater than 98% was
obtained from JF-Natural (Tianjin, China). Human Hep-
atocytes (L-02) were purchased from OBiO Technology
(Shanghai) Corp. Fresh fetal bovine serum was acquired
from Sijiqing Bioengineering Material Co., Ltd. (Hangzhou,
China). Trypsin was purchased from Difco Company
(America). KOH was obtained from Shanghai Chemical
Reagent Company. KBH4 and (NH4)2HPO4 were purchased
from China National Pharmaceutical Group Corp. Sodium
monomethyl/dimethyl arsenate standard and As5+/As3+ ICP-
MS standard solution were acquired from American Sigma
Company. GSH, ELISA assay kits, phosphate buffer solution
(PBS),DMEMcell-culturemediums, syringes,micropipettes,
and 96well enzyme-labeled plates were purchased fromNan-
jing Jiancheng Bioengineering Institute (Nanjing, China).

2.2. Apparatus. A microplate reader (680) was procured
from American Bio-Rad Company. A constant temperature
water bath (SHA-B) was purchased fromChangzhou Guohua
Electric Appliance Co., Ltd. (Changzhou, China). A high-
speed refrigerated centrifuge (TGL-16G-A) was acquired
from Shanghai Anting Scientific Instrument Factory (Shang-
hai, China). A manual glass homogenizer was purchased
from Shanghai Bioengineering Company (Shanghai, China).
An inverted phase-contrast microscope (AE31) was obtained
from Motic Group Co., Ltd. (Xiamen, China). A pres-
sure steam sterilizer (TX400Z) was bought from Shanghai
SANSHEN Medical Instrument Co., Ltd. (Shanghai, China).
A super-clean worktable (SW-CJ-2FD) was ordered from
Suzhou Purification Equipment Co., Ltd. (Suzhou, China).
A high-performance liquid chromatography-hydride gen-
eration atomic fluorescence spectrometry analyzer (SA20)
was purchased from Beijing Jitian Instrument Co., Ltd.
(Beijing, China). A precision electronic balance was acquired
from Shanghai Precision and Scientific Instrument Co., Ltd.
(Shanghai, China). A CO2 incubator (HF151) was purchased
from Shanghai LISHEN Scientific Instrument Co., Ltd.

(Shanghai, China). A vortexmixer was procured from Shang-
hai Ya-rong Biochemistry Instrument Factory (Shanghai,
China).

2.3. Cell Culture. L-02 cells were cultured inDMEMmedium
containing 10% fetal bovine serum, 0.0625g/L penicillin,
and 0.1g/L streptomycin. The culture medium was put into
a CO2 incubator containing 5% saturated humidity. The
temperature was set at 37∘C.When cells grew to about 85% ∼
90%, they were processed for digestion with 0.25% trypsin.
According to the growth condition, the cells were passaged
every 3 to 4 days. Cells in logarithmic growth phase were
randomly divided into 5 groups. Through the preliminary
experiment, we found that when the intervention dose of
ATO was more than 25.0𝜇mol/L, the survival rate of L-02
cells was significantly lower than that in the low gradient dose
group in 24/48 hours. So the intervention of 25.0𝜇mol/LATO
can make the survival rate of L-02 cells maintain at a higher
level. In this way, we can ensure that our experiments can
be carried out and observed obvious results. The grouping is
shown in Table 1.

The experimental indexes were detected after 24/48h
culture of each group cells. Trypsin (0.5mL) was added to
the six-well plates respectively aiming a digestion for 1∼2min.
When the cells were round and exfoliated, as seen under a
microscope, the 2mL complete culture solution was added
to each well to terminate digestion. The cells in the six-well
plates were collected into the centrifuge tube and separated
from the culture solution at 1000 r/min for 5min. Then the
cells were washed with PBS 3 times and transferred to the
centrifuge tubes (each tube contained about 2.5×106 cells).
After resuspension, cells were frozen and thawed repeatedly
and centrifuged at 1500 r/min for 15minutes. Afterward, cells
were rinsed with 350𝜇L PBS 3 times, and the supernatant
was obtained. The cell-culture solution was collected and
filtered with 0.2𝜇mporemembrane. Subsequently, the 0.5mL
solution was taken for the measurement.

2.4. Determination and Calculation of Arsenic and Its Methy-
lation Metabolites. High-performance liquid chromatog-
raphy-hydride generation atomic fluorescence spectrometry
(HPLC-HGAFS) method was developed for the deter-
mination of intracellular and extracellular arsenic with its
metabolites. The levels of iAs3+, iAs5+, monomethylated
arsenic (MMA), and dimethylated arsenic (DMA) were
detected. Total arsenic (TAs) and the ratios of iAs3+, iAs5+,
MMA, and DMA (iAs3+%, iAs5+%, MMA%, and DMA %)
were calculated. We also calculated primary methylation
index (PMI, (MMA+DMA)/TAs×100%), secondary meth-
ylation index (SMI, DMA/(MMA+DMA)×100%), mono-
methylation growth rate ((MMA48h+DMA48h-MMA24h-
DMA24h)/24), dimethylation growth rate ((DMA48h-
DMA24h)/24), monomethylation growth efficiency
((MMA48h+DMA48h-MMA24h-DMA24h)/(TAs48h-MMA24h-
DMA24h)×100%), dimethylation growth efficiency
((DMA48h-DMA24h)/(MMA48h+DMA48h-DMA24h)×100%),
and the difference of extracellular and intracellular
concentrations of iAs3+, iAs5+, MMA, and DMA (△iAs3+,
△iAs5+,△MMA, and△DMA).
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Table 1: Treatment measures and grouping.

Group Treatment measures
Blank control group As2O3 + PC (0𝜇mol/L + 0mg/L)
ATO exposure group As2O3 + PC (25𝜇mol/L + 0mg/L)
PC-treated group As2O3 + PC (25𝜇mol/L + 10mg/L)
PC-treated group As2O3 + PC (25𝜇mol/L + 25mg/L)
PC-treated group As2O3 + PC (25𝜇mol/L + 50mg/L)
Note: PC, proanthocyanidins; ATO, arsenic trioxide.

2.5.MethylationMetabolism and Efflux Related Indexes Assay.
After 24/48 hours of culture, the cells were tested strictly
according to the operation methods of the corresponding
apparatus and the instruction manual of the kits. High-
performance liquid chromatography (HPLC) was used to
determine the content of SAM. AS3MT and MRP1 in cells
were determined by ELISA kits, and intracellular GSH was
determined by micro ELISA.

2.6. Statistical Analysis. The data were extracted by Excel
2010 software and analyzed using SPSS software forWindows
version 21.0. The experimental results were expressed as the
mean ± standard deviation. Analysis of variance (ANOVA)
was used to detect the differences among the experimental
groups. Bonferroni method was used in the pairwise compar-
ison, and Pearson correlation analysis was used in relevance
analysis. All tests used a significance level of 𝛼=0.05, and a
result of P<0.05 was considered to be statistically significant.

3. Results

3.1. PC Increased the Contents of Arsenic Metabolites in L-02
Cells Exposed by ATO. The effects of ATO and PC on the
contents of arsenic and its metabolites are shown in Figure 1.
After 24 hours of intervention, the contents of MMA and
DMAwere significantly higher in PC (10, 25, 50mg/L)-treated
group than in the ATO exposure group. In comparison with
PC (10, 25mg/L)-treated group, the treatment of PC (50mg/L)
caused an increase of DMA. However, PC (50mg/L)-treated
group decreased the level of iAs3+ (P<0.05, resp.). After
48 hours of intervention, the change trend of each index
was basically the same as that of 24h intervention. The TAs
content in PC (50mg/L)-treated group was less than that
in ATO exposure group and PC (10, 25mg/L)-treated group
(P<0.05, resp.).

3.2. PC Increased the Ratio of Arsenic Metabolites in L-02 Cells
Exposed by ATO. After 24 hours of intervention, compared
with ATO exposure group, the constituent ratio of iAs3+
decreased and the constituent ratios of iAs5+, MMA, and
DMA increased with the increasing PC dosage (P<0.05,
resp.). The trend of 48h-intervention was basically the same
as that of 24h. See Figure 2.

3.3. PC Improved the Level andCapacity ofMethylation in L-02
Cells Exposed by ATO. After 24/48h, the PMI and SMI levels
in all PC-treated groups increased compared with the ATO

exposure group (P<0.05, resp.). The SMI of PC (25mg/L)-
treated group was higher than that of PC (10mg/L)-treated
group, and the PMI and SMI of PC (50mg/L)-treated group
were higher than those of PC (10, 25mg/L)-treated group
(P<0.05, resp.). See Figure 3. As shown in Figure 4, within
24∼48 hours of intervention, themethylation growth rate and
efficiency in each PC-treated group were higher than those in
the ATO exposure group (P< 0.05, resp.), showing an upward
trend with the increasing PC dosage.

3.4. PC Upregulated the Levels of GSH and AS3MT in L-02
Cells Exposed by ATO. We found out that the intracellular
content of GSH in ATO exposure group was lower than
that in the blank control group and the AS3MT content was
higher than that in the blank control group after 24/48h
of intervention (P<0.05, resp.). The contents of GSH and
AS3MT in the PC-treated group were higher than those of
ATO exposure group, and the content of SAMwas lower than
that of ATO exposure group (P<0.05, resp.). See Figure 5.

3.5. �e Contents of GSH and AS3MT Were Positively Cor-
related with Arsenic Metabolites and the Contents of SAM
Were Negatively Relevant to �em. We made the correlation
between the protein contents of GSH, AS3MT, and SAM and
different forms of arsenic content in L-02 cells. As shown
in Figure 6, we discovered that MMA and DMA contents
were positively correlated with GSH and AS3MT contents
and negatively correlated with SAM content (P < 0.05, resp.).

3.6. PC Upregulated the Levels of △MMA and △DMA and
Downregulated the Levels of△iAs3+ and△iAs5+. After 24/48
hours of intervention, the △MMA of PC (50mg/L)-treated
group was higher than that of ATO exposure group (P<0.05),
and the △DMA of each PC-treated group was higher than
that in ATO exposure group (P<0.001, resp.), as shown in
Table 2. In comparison with the ATO exposure group, the
treatment of PC (50mg/L) caused a decrease in △iAs3+
(P=0.002). In addition, the △iAs5+ in PC (50mg/L)-treated
group was lower than that in ATO exposure group after the
period of 24h (P=0.009). See Table 3.

3.7. PC Upgraded the Level of MRP1 in L-02 Cells Exposed
by ATO. Compared with the blank control group, MRP1
decreased in 48h-ATO exposure group (P<0.001). The level
of intracellular MRP1 in the PC (25, 50 mg/L)-treated group
for 24 hours was higher than that in the ATO exposure
group (P<0.05, resp.). After 48 hours of intervention, the
MRP1 level of each PC-treated group was higher than that of
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Figure 1: Effects of proanthocyanidins (PC) on inorganic arsenic, arsenic metabolites, and total arsenic (TAs) contents in L-02 cells exposed
by arsenic trioxide (ATO). The contents of iAs3+ (a), iAs5+ (b), MMA (c), DMA (d), and TAs (e) are shown. Values are means (n=3 for
each group), with standard deviations represented by vertical bars. A Indicating significant difference from ATO exposure group with 24h at
P<0.05. B Indicating significant difference from PC (10mg/L)-treated group with 24h at P<0.05. C Indicating significant difference from PC
(25mg/L)-treated group with 24h at P<0.05. D Indicating significant difference from ATO exposure group with 48h at P<0.05. E Indicating
significant difference fromPC (10mg/L)-treated groupwith 48h at P<0.05. F Indicating significant difference fromPC (25mg/L)-treated group
with 48h at P<0.05. iAs, inorganic arsenic; MMA, monomethylated arsenic; DMA, dimethylated arsenic.

ATO exposure group (P<0.05, resp.) and increased with the
increasing PC dosage. See Figure 7.

3.8. �e Content of MRP1 Was Positively Relevant to the Con-
tents of△MMAand△DMA. Therewas a positive correlation
between MRP1 content and △MMA after 24h-intervention
(P=0.002), and the content of MRP1 was positively correlated

with △MMA and △DMA after 48h-intervention (P<0.05,
resp.), as shown in Figure 8.

4. Discussion

Arsenic is a hazardous element that seriously endangers
public health. It widely exists in nature and can cause damage
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Figure 2: Effects of proanthocyanidins (PC) on constituent ratios (%) of various forms of arsenic in L-02 cells exposed by arsenic trioxide
(ATO). The constituent ratios of iAs3+ (a), iAs5+ (b), MMA (c), and DMA (d) are shown. Values are means (n=3 for each group), with
standard deviations representedby vertical bars. A Indicating significant difference fromATO exposure groupwith 24h at P<0.05. B Indicating
significant difference fromPC (10mg/L)-treated groupwith 24h at P<0.05. C Indicating significant difference fromPC (25mg/L)-treated group
with 24h at P<0.05. D Indicating significant difference from ATO exposure group with 48h at P<0.05. E Indicating significant difference from
PC (10mg/L)-treated group with 48h at P<0.05. F Indicating significant difference from PC (25mg/L)-treated group with 48h at P<0.05. iAs,
inorganic arsenic; MMA, monomethylated arsenic; DMA, dimethylated arsenic.
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Figure 3: Effect of proanthocyanidins (PC) on primary methylation index (PMI) and secondary methylation index (SMI) in L-02 cells
exposed by arsenic trioxide (ATO). The PMI (a) and SMI (b) are shown. Values are means (n=3 for each group), with standard deviations
represented by vertical bars. A Indicating significant difference from ATO exposure group with 24h at P<0.05. B Indicating significant
difference from PC (10mg/L)-treated group with 24h at P<0.05. C Indicating significant difference from PC (25mg/L)-treated group with
24h at P<0.05. D Indicating significant difference from ATO exposure group with 48h at P<0.05. E Indicating significant difference from PC
(10mg/L)-treated group with 48h at P<0.05. F Indicating significant difference from PC (25mg/L)-treated group with 48h at P<0.05.
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Figure 4: Effects of proanthocyanidins (PC) on methylation growth rate (ng/h) and efficiency (%) of arsenic in L-02 cells exposed by arsenic
trioxide (ATO) within 24∼48 hours. The monomethylation growth efficiency (a), dimethylation growth efficiency (b), monomethylation
growth rate (c), and dimethylation growth rate (d) are shown. Values are means (n=3 for each group), with standard deviations represented
by vertical bars. ∗Indicating significant difference from ATO exposure group at P<0.05; †indicating significant difference from PC (10mg/L)-
treated group at P<0.05; ‡indicating significant difference from PC (25mg/L)-treated group at P<0.05.

Table 2: Effects of proanthocyanidins (PC) on the changes of the difference of extracellular and intracellular concentrations of methyl arsenic
(n=3).

Group △MMA (𝜇g/L) △DMA (𝜇g/L)
24h 48h 24h 48h

ATO (25𝜇mol/L) 25.62±2.08 28.46±3.76 11.63±1.47 20.18±1.40
ATO + PC (25𝜇mol/L + 10mg/L) 29.35±1.52 31.87±2.36 27.13±2.01∗ 59.74±3.40∗

ATO + PC (25𝜇mol/L + 25mg/L) 29.11±1.53 36.34±2.02 33.12±2.41∗# 73.07±2.48∗#

ATO + PC (25𝜇mol/L + 50mg/L) 32.51±1.72∗ 39.06±2.87∗ 40.01±1.85∗#△ 87.23±2.47∗#△

Note: the results were described as mean ± SD. ∗Indicating significant difference from ATO exposure group at P<0.05; #indicating significant difference from
PC (10mg/L)-treated group at P<0.05; △indicating significant difference from PC (25mg/L)-treated group at P<0.05. △MMA, the difference of extracellular
and intracellular concentrations of monomethylated arsenic;△DMA, the difference of extracellular and intracellular concentrations of dimethylated arsenic;
ATO, arsenic trioxide.

to tissues and organs [15, 16].The methylation metabolism of
arsenic is one of the most crucial ways of its toxicity, which
is related to GSH, AS3MT, and SAM. GSH can interact with
MRP1 to participate in the efflux of arsenic [17]. PC is a kind
of natural polyphenolic compounds with strong antioxidant
activity widely found in grape seeds and other plant tissues.

It can upregulate the levels of methylation-related molecules
such as GSH. The results showed that PC could increase the
indexes and rates of arsenic methylation and the contents of
AS3MT and MRP1 in ATO-exposed L-02 cells, suggesting
that PC might promote the methylation metabolism and
efflux of arsenic in L-02 cells.
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Figure 5: Effects of proanthocyanidins (PC) on the levels of glutathione (GSH, 𝜇mol/g), arsenic (+3 oxidation state) methyltransferase
(AS3MT, ng/mg) and S-adenosyl methionine (SAM, ng/mg) in L-02 cells exposed by arsenic trioxide (ATO).The GSH (a), AS3MT (b), and
SAM (c) are shown. Values are means (n=3 for each group), with standard deviations represented by vertical bars. A Indicating significant
difference from the blank control group with 24h at P<0.05. B Indicating significant difference from ATO exposure group with 24h at P<0.05.
C Indicating significant difference from the blank control group with 48h at P<0.05. D Indicating significant difference from ATO exposure
group with 48h at P<0.05.

Table 3: Effects of proanthocyanidins (PC) on the changes of the difference of extracellular and intracellular concentrations of inorganic
arsenic (n=3).

Group △iAs3+ (𝜇g/L) △iAs5+ (𝜇g/L)
24h 48h 24h 48h

ATO (25𝜇mol/L) 1496.72±48.06 1457.89±25.77 372.28±16.58 361.85±36.03
ATO + PC (25𝜇mol/L + 10mg/L) 1440.92±31.28 1305.08±42.56 354.78±16.77 315.03±38.53
ATO + PC (25𝜇mol/L + 25mg/L) 1391.13±34.46 1310.49±14.06 335.11±40.96 317.90±26.00
ATO + PC (25𝜇mol/L + 50mg/L) 1286.91±39.73∗# 1129.89±94.14∗#△ 246.43±44.77∗# 276.62±23.17
Note: the results were described as mean ± SD. ∗Indicating significant difference from ATO exposure group at P<0.05; #indicating significant difference from
PC (10mg/L)-treated group at P<0.05; △indicating significant difference from PC (25mg/L)-treated group at P<0.05.△iAs, the difference of extracellular and
intracellular concentrations of inorganic arsenic; ATO, arsenic trioxide.

Studies have shown that PC can antagonize arsenic-
induced oxidative damage in hepatocytes [18]. PMI and
SMI are classical indicators to measure the level of arsenic
methylation, reflecting the ability of the first methylation
of inorganic arsenic to produce methyl arsenic, and the
ability of the second methylation to convert MMA into
DMA, respectively [19]. In order to avoid the effects of

MMA and DMA accumulated in 24 hours on the calculated
values of PMI48h and SMI48h and their relationships with
PC dosage, the monomethylation and dimethylation growth
efficiency measured in this study represent the intracellular
conversion levels of inorganic arsenic to methyl arsenic
and MMA to DMA in 24∼48 hours. It was found out that
PMI and SMI and the efficiency and rate of methylation
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growth increased with the increase of PC dosage. In addition,
with the PC treatment, the content and constituent ratio of
inorganic arsenic decreased, while those of methyl arsenic
increased, which indicated that PCpromoted themethylation
of arsenic in L-02 cells. GSH and AS3MT are helpful to the
metabolism of arsenic methylation, and SAM can provide
methyl for inorganic arsenic [20, 21]. Compared with the
blank control group, the content of GSH decreased and the

content of AS3MT increased in ATO-exposed group, which
was consistent with the results of Hu Yu [22] and Wu Jun
[23].Wehypothesize that arsenic could consume intracellular
GSH and induce the defensive response of AS3MT. The
increased levels of GSH and AS3MT under PC interven-
tion may be related to the activation of phosphoinositide
3-kinase (PI3K)/protein kinase B (PKB/Akt) signal pathway
with antioxidant effect [24]. It has also been reported that
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Figure 8: Analysis of the correlation between multidrug resistance-associated protein 1 (MRP1) contents and the difference of extracellular
and intracellular concentrations of monomethylated arsenic (△MMA)/dimethylated arsenic (△DMA).

GSH modulates AS3MT activity [25]. Hence, we speculate
that the upregulation of GSH promotes the transfer of methyl
from SAM to arsenic in various forms catalyzed byAS3MT to
complete methylation metabolism.

MRP1 is a member of adenosine triphosphate binding
cassette (ABC) transporter superfamily, which can transport
intracellular substance extracellularly in reverse concentra-
tion gradients, and is widely distributed in the organism as
a kind of GSH transport pump [26, 27]. The results showed
that the intracellular TAs decreased with the increasing PC
dosage, and the △MMA and △DMA in the PC intervention
group were higher than those in the ATO exposure group.
The content of MRP1 in ATO-exposed cells was lower than
that in the blank control group, but increased after PC inter-
vention, showing a dose-response relationship with PC. The
content of MRP1 was positively correlated with △MMA and
△DMA. This suggests that MRP1 contributes to the efflux of
arsenic from cells, and PC promotes the expression of MRP1.
Among several forms of arsenic, DMA has less toxicity and
discharges from the organism easily [9, 28]. Therefore, PC
can promote arsenic methylation metabolism, which in turn
promotes arsenic efflux. Alternatively, PC can antagonize
arsenic-induced apoptosis [18, 29]; therefore, PC can affect
more active cells to participate in arsenic metabolism and
contribute to arsenic efflux. Previous studies have shown that
nuclear factor E2 related factor 2 (Nrf2)-antioxidant response
element (ARE) signaling pathway could antagonize arsenic-
induced oxidative damage [30] and can also upregulate the
levels of GSH [31] and MRP1 [32]. Thus, we presume that PC
activates this pathway and promotes the expression of MRP1
and GSH. At the same time, GSH upregulates the level of
AS3MT and promotes arsenic methylation metabolism. And
we speculate that arsenic and its metabolites form complexes
with GSH. MRP1 binds to the arsenic-GSH complexes and
consumes ATP to pump arsenic out of the cells [33]. It can be
seen that PC antagonizes the toxicity of arsenic by promoting
the methylation metabolism and efflux of it. Whether PC can
prevent arsenic poisoning remains to be further studied.

5. Conclusions

In conclusion, PC can promote arsenic methylation me-
tabolism and efflux in L-02 cells, which may be related to

the upregulation of GSH, MRP1, and AS3MT levels by PC.
However, this study is a cell-based experiment, and further
investigation in different cell lines and in vivo is needed
to clarify these findings. This way our findings could help
provide a better understanding of themechanism and achieve
better development and utilization of PC. Moreover, we
can also provide a theoretical basis for preventing arsenic
poisoning and improving public health.
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Egg overactivation occurs with a low frequency in the populations of naturally ovulated frog eggs. At present, its natural inducers,
molecular mechanisms, and intracellular events remain unknown. Using microscopic and biochemical analyses, we demonstrate
here that high levels of hydrogen peroxide-induced oxidative stress can cause time- and dose-dependent overactivation of Xenopus
eggs. Lipofuscin accumulation, decrease of soluble cytoplasmic protein content, and depletion of intracellular ATP were found
to take place in the overactivated eggs. Progressive development of these processes suggests that egg overactivation unfolds in a
sequential and ordered fashion.

1. Introduction

Oocytes and eggs of the African clawed frog Xenopus laevis
provide the most common model for studying oogenesis,
fertilization, meiotic and mitotic cell cycle progression, and
apoptosis because of their large size and high biochemical
tractability. The term “eggs” is generally used in the frog
model for mature ovulated oocytes arrested in metaphase of
the secondmeiotic division by high activity of the keymeiotic
regulators, such as the maturation promoting factor (MPF)
and the cytostatic factor (CSF) [1]. The meiotic metaphase
arrest prevents cell cycle progression and parthenogenesis
prior to fertilization. Meiotically arrested eggs awaiting fer-
tilization can experience various injuries leading to the loss
of their quality.The stress- and age-triggered damage leads to
decreased rates of fertilization, polyspermy, parthenogenesis,
and abnormal development of embryos. Poor quality of
oocytes and eggs is considered to be a cause of infertility
and abnormal embryo development in different animals,
including mammals [2, 3]. In addition, spontaneous egg
activation and exit from the meiotic metaphase arrest make
successful fertilization impossible [4, 5]. It was reported that
unfertilized Xenopus eggs spontaneously activate, exit the
meiotic arrest, and degrade by a robust apoptotic process
within 48 hours after ovulation [6, 7].

The intracellular pathways involved in spontaneous egg
activation are poorly investigated. It has been suggested that
this process might engage a calcium-dependent mechanism
in mammalian eggs [4, 8–10]. Indeed, artificial elevation
of intracellular calcium concentration is known to initi-
ate parthenogenetic activation of eggs in various species.
However, spontaneous activation may also utilize calcium-
independent mechanisms. In aging unfertilized sea urchin
eggs, apoptosis was shown to be triggered by progressive
inactivation of MAPK [11, 12]. Also, it was demonstrated that
aged mouse and pig eggs have decreased activities of major
CSF and MPF components [13, 14]. The gradual decrease in
the content and/or activity of the keymeiotic regulators below
a threshold level necessary tomaintain themeioticmetaphase
arrest was hypothesized to cause meiotic exit in the absence
of intracellular calcium signal [5].

At present, physiological inducers of spontaneous egg
activation remain unidentified. It was suggested that oxida-
tive stress might act as the initiator for a cascade of
events that lead to expedited aging and deterioration of
postovulatory oocytes [15]. Using Xenopus eggs, it was
demonstrated previously that hydrogen peroxide initiates
tyrosine phosphorylation and elevates intracellular calcium,
resulting in Src kinase-dependent egg activation [16]. The
study also reported that prolonged treatment with hydrogen
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peroxide led to excessive cortical contraction, egg swelling,
and overactivation with a very distinctive egg phenotype.
Studies of overactivated eggs are important because they
can expand our understanding of cell death by unveiling
alternative physiological mechanisms. So far, the intracellular
events that occur in eggs upon overactivation have not been
investigated in detail. Considering that hydrogen peroxide
can easily diffuse through the cell plasma and subcellular
compartmentmembranes to directly inflict oxidative damage
[17], it could be expected that the drug might interfere
with various intracellular processes and severely damage egg
homeostasis.

In this work, we investigated oxidative stress-induced
overactivation of Xenopus eggs using light and fluorescent
microscopy, histochemical staining, protein, and biolumi-
nescent assays. It was found that lipofuscin accumulation,
decrease of soluble cytoplasmic protein content, and deple-
tion of intracellular ATP occur in the eggs overactivated
by strong oxidative stress. To the best of our knowledge,
this is the first report concerning the changes of cellular
homeostasis in overactivated eggs.

2. Materials and Methods

2.1. Materials. Anesthetic MS-222, water-soluble proges-
terone, and ATP Bioluminescence Assay Kit CLS II were
purchased from Sigma (St. Louis, MO). Collagenase (280
U/mg) was obtained from Wako (Osaka, Japan) and human
chorionic gonadotropin was from Teikoku Zoki (Tokyo
Japan). Hydrogen peroxide, Sudan Black B (SBB), and pro-
tein assay CBB solution were from Nacalai Tesque (Kyoto,
Japan). Hydrogen peroxide colorimetric/fluorometric assay
kit was from BioVision (Milpitas, CA). Other chemicals were
obtained from Wako and Nacalai Tesque. Slide glasses and
cover slips for microscopy were purchased from Matsunami
Glass (Osaka, Japan).

2.2. Animals, Cell, and Extracts. Adult female frogs of wild-
type of Xenopus laevis were purchased from Shimizu (Kyoto,
Japan) and maintained in dechlorinated water at the ambient
temperature of 21-23∘C. The experiments with the animals
were conducted according to the Kyoto Sangyo University
Animal Experimentation Regulations. Egg ovulation was
induced by injection of 500 U/animal of human chorionic
gonadotropin in the dorsal lymph sac of female frogs. Eggs
were collected by squeezing the abdominal parts of the
animals in about 10 hours after injection and kept in OR-
2 buffer at the ambient temperature. Oocytes were isolated
as described previously [6]. Briefly, frogs were anesthetized
in 2 mg/ml solution of MS-222 and put on ice; then ovaries
were surgically removed and placed into OR-2 solution
containing 82.5 mM NaCl, 2.5 mM KCl, 1 mM CaCl

2
, 1 mM

MgCl
2
, 1 mM Na

2
HPO
4
, 5 mM HEPES, and pH 7.6. Ovaries

were manually dissected into clumps of 50–100 oocytes and
extensively washed with OR-2 solution. Clumps of oocytes
were treated with 5 mg/ml collagenase (280 U/mg) in OR-
2 at 23∘C for 2-3 hours by shaking at 60 rpm. Oocytes were
extensively washed in OR-2 solution and left for stabilization

over 4 h. Undamaged defolliculated oocytes of stage VI
were manually selected and used in the experiments. In
vitro oocyte maturation was induced by addition of 5 𝜇M
progesterone and monitored by appearance of a white spot
on the animal hemisphere of oocytes. To obtain cytosolic
fractions, eggs were homogenized by pipetting in tenfold
volume of cold OR-2 buffer containing protease inhibitors
APMSF and leupeptin and then centrifuged at 10,000 rpm,
4∘C, for 10 min. Supernatant fractions were collected and
stored on ice until following biochemical analysis.

2.3. Microscopic Observations. Egg observation and imaging
were carried out using SZX16 stereo zoom microscope
(Olympus, Japan) equipped with high-frame digital micro-
scope CCD camera DP73, CCD interface U-TV0.5XC-3,
wide-angle objective SDF PLAPO 1xPF. The CellSens Stan-
dard software (Olympus) was used for image acquisition.
Acquired imageswere further processedwith the ImageJ soft-
ware of the National Institute of Health [18] freely available at
https://imagej.nih.gov/ij/.

2.4. Treatment of Eggs with Hydrogen Peroxide. Hydrogen
peroxide was added at the specified concentrations (1-100
mM) to the oocytes matured in vitro for 10-12 hours in
the presence of progesterone. The cells were washed with
OR-2 buffer before peroxide administration to remove the
hormone. The precise concentration of hydrogen peroxide
was determined by titration using the hydrogen peroxide
colorimetric/fluorometric assay kit, according to the manu-
facturer’s manual.

2.5. Detection of Lipofuscin. Lipofuscin is a nondegradable
aggregate of oxidized lipids and proteins that accumu-
lates within lysosomes. Two major methods are currently
employed for lipofuscin detection. One of them is based on
evaluation of lipofuscin autofluorescence and another one on
Sudan Black B (SBB) staining [19]. In this study, autofluo-
rescence of lipofuscin in the insoluble particulate fraction of
Xenopus eggs and staining of egg intracellular compartments
with SBB were performed as described previously [20].

2.6. Measurements of Intracellular ATP. To measure intra-
cellular ATP contents, the ATP Bioluminescence Assay Kit
CLS II was used according to manufacturer’s manual. Egg
cytosolic fractions were obtained as described in Section 2.2.
1-𝜇l fraction aliquots were taken into 100-𝜇l bioluminescence
assays. Intensity of luminescence was quantified using a
GeneLight GL-220 compact luminometer (Microtec, Fun-
abashi, Japan) within one minute after initiation of luciferase
reaction by sample addition.

2.7. Other Methods. Protein content in egg cytosolic frac-
tions was determined with the CBB protein assay. Sam-
ple absorbance was measured using a NanoDrop 1000
Spectrophotometer (Thermo Fisher, Waltham, MA). Bovine
serum albumin was applied as a calibration standard. Quan-
tified data in figures are presented as means ± SD values of
four to six measurements taken in single-batch experiments.
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Figure 1: Morphological types of eggs observed in populations of naturally ovulatedXenopus eggs. Panels (a), (b), (c), and (d) present mature
fertilization-competent, apoptotic, overactivated, and cortically contracted eggs, respectively. Panel (e) shows population of eggs matured in
vitro in the presence of progesterone and aged by overnight incubation on bench. Arrows point to overactivated eggs.

The experiments were repeated with the separate batches
of oocytes and eggs obtained from four different animals.
From 50 to 100 eggs were observed in the experiments that
concerned counting overactivated egg phenotype.

3. Results

3.1. Overactivated Xenopus Eggs Are Distinguishable by �eir
Phenotype. Several types of eggs can be found in aging
populations of ovulated unfertilizedXenopus eggs.Themajor
types are presented in Figures 1(a)–1(d). They include the
eggs arrested in the second meiotic metaphase, as it can be
judged by the presence of a white spot on the dark animal
hemisphere (Figure 1(a)); apoptotic eggs that lost the white
spot after activation and experience progressive decoloring
of the pigment layer (Figure 1(b)); overactivated eggs that
lost their pigmentation and became near completely white
(Figure 1(c)); and the eggs with the contracted pigment layer
of the animal hemisphere (Figure 1(d)). The proportion of
contracted eggs is usually low in egg populations because
cortical contraction is transient and completes within 15 min
(see next section for details). Importantly, overactivated eggs
can clearly be distinguished by their specific phenotype in
aging populations of frog eggs (Figure 1(e)), making easy
their observation and collection for following biochemical
analysis.

3.2. High Levels of Oxidative Stress Induce Time- and Dose-
Dependent Overactivation of Xenopus Eggs. The proportion
of overactivated eggs in the populations of naturally ovu-
lated frog eggs is quite low, not exceeding normally 2-
3%. However, the mature meiotically arrested eggs can
be effectively overactivated in the presence of millimolar
concentrations of hydrogen peroxide. Strong oxidative stress
induces fast cortical contraction of the egg pigment layer that
can be detected within 15 min of peroxide administration
(Figure 2(a)). In contrast to physiological egg activation, the

cortical contraction induced by the prolonged incubation
with hydrogen peroxide is not reversible.The pigmented area
progressively shrinks, producing overcontracted phenotypes
by 30 minutes. Further cortical contraction results in over-
activated egg phenotypes with nearly complete loss of egg
pigmentation (Figure 2(a)). The proportion of overactivated
eggs increases steadily with time, approaching 100% within
4 hours of peroxide administration. Thus, oxidative stress
induces time-dependent egg overactivation, and dynamics
of this process is presented in Figure 2(b). In addition, the
rate of egg overactivation also depends on concentration
of hydrogen peroxide, as presented in Figure 2(c). In our
experiments, the lowest effective concentration of peroxide
capable of inducing overactivation was found to be 1 mM
(Figure 2(c)).

3.3. Oxidative Stress Stimulates Lipofuscin Accumulation in
Xenopus Eggs. The results presented in Figures 1 and 2 are
based on observations of egg morphology. To gain a deeper
insight into the oxidative stress-induced egg overactivation,
we further attempted to pinpoint biochemical features of
this process. As hydrogen peroxide is known to induce
oxidation of proteins and lipids, the content of lipofuscin,
a nondegradable aggregate of oxidized lipids, proteins, and
metals, was investigated in the insoluble particulate fractions
of peroxide-treated Xenopus eggs.

No significant changes in the lipofuscin level were
observed in the eggs within 30 min of peroxide treatment;
however lipofuscin contentwas elevated in the eggs incubated
with peroxide formore than 1 hour, as revealed bymonitoring
lipofuscin-specific autofluorescence [Figures 3(a) and 3(b)].
Of note, a decrease in lipofuscin content was evident at
the longer exposure times of 4 and 8 hours. This could
probably be attributed to a gradual decrease of peroxide
concentration in the egg incubation medium over that time.
Indeed, it was found that peroxide concentration falls in
the incubation dishes to about 30% of its original level
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Figure 2: Time and dose dependencies of egg overactivation by hydrogen peroxide. Panel (a) shows dynamics of morphological changes
in the eggs overactivated by 100 mM hydrogen peroxide. Panel (b) presents time course of egg cortical contraction and overactivation after
addition of 100 mM hydrogen peroxide. The untreated control (-H

2
0
2
) in panel (b) refers to overactivated phenotype. Panel (c) shows dose

dependency of egg overactivation. Overactivated phenotype in panel (c) was counted in 240 min after addition of peroxide.

after 8 hours (data not shown). The results of fluorescent
analysis were further confirmed by an alternative method of
lipofuscin detection. Staining egg particulate fractions with
SBB, a lipophilic histochemical dye that reacts with lipids
and lipofuscin, revealed color augmentation at 1 and 2 hours
followed by color reduction at 4 and 8 hours of peroxide
treatment [Figure 3(c)].

3.4. Strong Oxidative Stress Disrupts Protein and Energy
Homeostases in Xenopus Eggs. At present, intracellular events
that occur upon egg overactivation remain unknown. We
hypothesized that the major metabolic traits, such as protein
and energy homeostases, might be significantly affected
by overactivation and measured the contents of soluble
cytoplasmic protein and intracellular ATP in the hydrogen
peroxide-treated eggs. A gradual decrease in the content of
soluble protein and rapid drop in cellular ATP were observed
in overactivated eggs (Figure 4). A statistically significant
decrease in the protein content to about 60% level was
registered in eggs after 1 hour of hydrogen peroxide treatment
(Figure 4(a)), and nearly complete depletion of intracellular
ATP (a decrease of almost two orders ofmagnitude) occurred
within 30 minutes (Figure 4(b)). These findings indicate that
the oxidative stress applied exerts highly detrimental impact
on egg metabolism, resulting in progressive disruption of
protein and energy homeostases.

4. Discussion

Egg overactivation happens with a low frequency in the
populations of naturally ovulated Xenopus eggs (Figure 1).
Also, quite rare, spontaneous overactivation of Xenopus eggs
can be observed in the absence of activation stimuli in
vitro (Figure 2(b)). Presently, it is viewed as a pathological,
spontaneous, and uncontrollable process that renders eggs
fertilization incompetent. The results of our study indi-
cate that egg overactivation occurs in the time- and dose-
dependent fashion in response to strong oxidative stress
(Figure 2), resulting in progressive disruption of cellular
homeostasis. Lipofuscin accumulation, protein degradation,
and ATP depletion represent biochemical hallmarks of the
oxidative stress-induced egg overactivation process (Figures
3 and 4).

Natural inducers of egg overactivation are unknown. In
the present study, we used hydrogen peroxide to impose
oxidative stress on eggs. It was found that high concentrations
of peroxide (10-100 mM) elicit most robust and synchronized
egg overactivation (Figure 2(c)), providing a convenient
biochemically tractable model of strong oxidative stress.
However, physiological relevance of these concentrations is
questionable. It seems that much lower peroxide concentra-
tions (below ∼1 mM) are actually relevant. Indeed, the aver-
age intracellular steady-state concentration of peroxide was
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Figure 3: Oxidative stress-induced accumulation of lipofuscin in Xenopus eggs. Spot assay of lipofuscin autofluorescence in the insoluble
particulate fractions of the peroxide-treated eggs and its quantification are presented in panels (a) and (b), respectively. The items labeled
as 480∗ refer to control eggs incubated for 480 min in the absence of peroxide. Stars in panel (b) indicate statistical significance from the
untreated control (p<0.05). Panel (c) shows SBB staining of the egg endosomal compartment. Hydrogen peroxide (f.c. 100 mM) was added
to the eggs at 0 time.

0

20

40

60

80

100

120

0 15 30 60 120 240 480 Ctrl
Time (min)

Pr
ot

ei
n 

co
nt

en
t (

%
)

Protein

(a)

Time (min)

Lu
m

in
es

ce
nc

e (
cp

m
)

0 15 30 60 120 240 480 Ctrl

ATP

102

105

103

104

106

107

(b)

Figure 4: Protein and ATP contents in overactivated Xenopus eggs. The contents of soluble cytosolic protein and intracellular ATP in the
eggs overactivated by addition of 100 mM hydrogen peroxide are shown in panels (a) and (b), respectively. Control (Ctrl) in the panels refers
to the eggs incubated for 480 min in the absence of hydrogen peroxide.

reported to be about 10 nM, and the blood plasma concen-
tration was estimated to be 100–5000 times higher [21].Thus,
peroxide concentration can reach the submillimolar range in
biological fluids, and it can contribute, hypothetically, to the
low-frequency overactivation observed in naturally ovulated

frog eggs. Of note, egg stability and sensitivity to oxidative
stress vary significantly between experiments. For instance,
sensitivity of the eggs to oxidative stress in a previous study
[16] was substantially higher, with a threshold of 0.1 mM
hydrogen peroxide vs 1 mM in the present work, reflecting,
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most probably, differences in egg quality between individual
egg batches. It is well known that the quality of Xenopus
eggs greatly depends on the health and husbandry conditions
of the adult females producing the eggs. Factors that affect
oocyte quality include season of the year, nutrition, lightning,
and water quality [22, 23].

It is established that strong oxidative stress can damage
lysosomes, mitochondria, and other intracellular compart-
ments, directly and potently affecting cellular homeostasis.
Reactive oxygen species were shown to induce chemical
modification of lysosomal membrane lipids and proteins, as
well as lysosomal membrane permeabilization [24]. Accord-
ingly, our present study revealed accumulation of lipofuscin,
a nondegradable aggregate of oxidized lipids, proteins, and
metals, in the insoluble particulate fraction of hydrogen
peroxide-treated eggs (Figure 3). It was reported recently
that lipofuscin is predominantly localized in specialized
large-sized late acidic endosomes that store protein and
lipids in Xenopus eggs. These endosomes were identified in
colocalization studies as a subpopulation of yolk platelets,
the organelles abundantly present in frog oocytes and eggs
[20].

In addition, oxidative damage is known to lead to disrup-
tion of mitochondrial function, loss of mitochondrial mem-
brane potential, mitochondrial membrane permeabilization,
inhibition of the respiratory chain and ATP production, and
release of mitochondrial proteins to the cytoplasm [25]. Cor-
respondingly, our study revealed the depletion of intracellular
ATP in hydrogen peroxide-treated eggs within 30 minutes
(Figure 4(b)), suggesting severe damage of mitochondrial
function by oxidative stress at that time.

At present, executive mechanisms of egg overactivation
and ensuing cell death are unknown. Although disruption
of mitochondrial function and release of mitochondrial pro-
teins, such as cytochrome C, can promote caspase-dependent
apoptotic cell death, it is highly unlikely that apoptosis is
involved in degradation of overactivated Xenopus eggs. The
pace of egg degradation by an apoptotic process that unfolds
in the eggs after their activation is much slower than that
of the process initiated by overactivation. For example, ATP
depletion in apoptotic eggs can be observed only after many
hours following egg activation [6]; however it occurs within
30 minutes of oxidative stress-induced egg overactivation
(Figure 3(b)). Of note, ATP depletion occurs typically quite
late in apoptosis because high ATP levels are necessary to
maintain this process [26].

Alternatively, oxidative stress has been reported to initiate
autophagy, a homeostatic process that allows cells to degrade
cytoplasmic proteins and organelles [27, 28]. For example,
mitochondria damaged in Alzheimer disease by oxidative
stress in neurons are subjected to autophagic degradation,
leading to neurodegeneration [29]. Markedly, autophagy
also requires certain levels of intracellular ATP, making this
process incompatible with the early ATP depletion that takes
place during egg overactivation (Figure 3(b)). In the future,
it would be interesting to delineate intracellular molecular
events in the overactivated eggs and elucidate the exact
pattern of their cell death.

5. Conclusions

This study demonstrates that (i) overactivated Xenopus eggs
have a distinctive phenotype in the populations of naturally
ovulated unfertilized eggs, (ii) egg overactivation can be
induced time- and dose-dependently by high levels of oxida-
tive stress, and (iii) oxidative stress-induced overactivation
is accompanied by progressive disruption of cellular protein
and energy homeostases. It is revealed for the first time
that lipofuscin accumulation, decrease of soluble cytoplasmic
protein content, and depletion of intracellular ATP take place
in the eggs overactivated by strong oxidative stress. These
intracellular events may serve as biochemical markers of egg
overactivation. In addition, it appears that egg overactivation
unfolds as a sequential and ordered process. Further inves-
tigations are necessary to delineate in detail the sequence of
intracellular events during this process.
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Lycopene rich food and dark chocolate are among the best-documented products with a broad health benefit. This study explored
the systemic effect of lycopene and dark chocolate (DC) on gut microbiota, blood, liver metabolism, skeletal muscle tissue
oxygenation and skin. 30 volunteers were recruited for this trial, 15 women and 15 men with a mean age of 55 ± 5.7 years and with
moderate obesity, 30 < BMI < 35 kg/m2. They were randomized and divided into five equal interventional groups: three received
different formulations of lycopene, one of them with a 7mg daily dose and two with 30mg; another group was given 10 g of DC
with 7mg lycopene embedded into its matrix, and the last group received 10 g DC. The trial was double-blinded for the three
lycopene groups and separately for the 2 DC groups; the trial lasted for 1 month. By the end of the trial there were dose-dependent
changes in the gut microbiota profile in all three lycopene groups with an increase of relative abundance of, e.g., Bifidobacterium
adolescentis and Bifidobacterium longum. This was also accompanied by dose-dependent changes in the blood, liver metabolism,
skeletal muscle and skin parameters. Consumption of DC resulted in increased relative abundance of, e.g., Lactobacillus and a
reduction of corneocyte exfoliation. This is the first study which reports the prebiotic potential of lycopene and DC.

1. Introduction

Carotenoids are essential micronutrients, which cannot be
synthesized by humans and must be obtained from food.
Lycopene, the red pigment of tomatoes, watermelon, and
some other fruits, is one major carotenoids. Intake of
lycopene rich food has been linked to lower prevalence of
cardiovascular disease, stroke [1] and some forms of cancer
[2, 3]. Limited interventional clinical studies have indicated
its therapeutic ability to slow down development of carotid
atherosclerosis [4], anti-infective and anti-inflammatory
properties [5], improvement of parameters associated with
prostate hyperplasia [6], benefit in management of prostate

cancer [7] and help to protect skin from UV damage
[8, 9].

The concentration of lycopene in blood and body tissues
is highly variable and depends on dietary habits and age and
has also been related to health status. For example, the plasma
or serum concentration could vary from about 60 ng/ml, or
below, to 600 ng/ml or above [10]. A reduced level in the body
could be due to three major reasons: either low dietary intake,
impaired lycopene absorption and processing for example
in older persons or those with metabolic syndrome, which
results in poor bioavailability of this carotenoid or due to
its accelerated depletion as a result of ongoing free radical
pathologies in the body.
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The current consensus on the broad beneficial effects of
lycopene on health exists with regard to its powerful antioxi-
dant properties and the related protection of lipoproteins and
other lipid structures from oxidative damage, which typically
are associated with a number of pathological conditions [1,
11].

It has been demonstrated that cocoa flavanols have a
systemic effect in healthy volunteers with prebiotic activity
on the gut microbiome and reduction of blood lipoproteins
produced by the liver [12]. However, in real life these flavanols
usually consumed by humans in a food form of choco-
late, which contains cocoa butter, triglyceride lipids, other
cocoa ingredients, and cocobiota metabolites [13]. Therefore,
another objective of our study was to assess whether regular
consumption of dark chocolate, DC, would have a similar
effect as the cocoa flavanols drink. Although there were a
number of reports, which demonstrated a positive impact of
DC on blood lipids [14, 15], to the best of our knowledge this
is the first study investigating the effect of lycopene and DC
on the gut microbiota inmiddle-aged subjects with moderate
obesity, 30 < Body Mass Index, BMI < 35 kg/m2. For this
purpose we used GA lycopene, which is specifically formu-
lated to overcome reduced bioavailability of this carotenoid
in older people and in individuals with metabolic syndrome
(Lycotec, UK). We found that continuous administration of
this product for 4 weeks resulted in significant prebiotic
effects. These positive changes in the gut microbiota profile
were accompanied by systemic improvement of different
physiological parameters of the participants from blood and
liver metabolism to peripheral tissues including skin.

2. Methods

Study Design. In total 30 volunteers were recruited to take
part in the study, 15 male and 15 female, all Caucasian within
the age span of 40–68 and median 55 ± 5.7 years. They
were randomized and divided into five groups of equal size.
Group I received a daily dose of 10 g dark chocolate with
7mg lycopene by a proprietary protocol guaranteeing its
maximum embedment into the lipid part of the chocolate, L-
Tug, and on another optimal lycopene coating of chocolate
crystals and formation of coco- lycosomes, DCL [16]. Group
II received daily one capsule of 7mg GA lycopene formulated
with medium saturated fatty acids, GAL-MSFA, Group III
one capsule daily of 30mg GAL-MSFA, group IV one capsule
daily 30mg of GA lycopene formulated with polyunsaturated
fatty acids, GAL-PUFA, and group V 10 g of the control dark
chocolate daily. Three GAL groups received blinded lycopene
capsules, as two other groups received blinded DC products.

Products. All products for the trial were developed and made
by Lycotec Ltd. (Cambridge, United Kingdom). The product
was especially designed to improve lycopene bioavailability
in middle-aged persons, 50 years old or above, or in those
who have such conditions as metabolic syndrome, fatty liver,
etc. [17]. It contained phosphatidylcholine, which serves as a
principle scaffolding element for incorporation of lycopene
during lipoprotein intracellular reassembly, the process that

is essential for lycopene transportation but impaired in the
above individuals.

There were two formulations of GAL, for two different
nutraceutical applications, which were applied in this study.
The first was with a blend of MSFA to facilitate formation of
small-medium chylomicrons, whichwould be transported by
the portal vein for liver targeting delivery of lycopene. The
second one was a blend with PUFA to facilitate formation
of larger chylomicrons, which would be transported by the
thoracic duct for the systemic blood circulation bypassing the
liver. All GAL products were made in gelatin capsule.

For the control DC and DCL Green & Black’s 70%
dark chocolate was used. It was made from Trinitario cocoa
beans and contained 42% fat, of which saturates were 25%;
carbohydrates 36.5%, of which sugars were 28.5%; fibre 10%,
protein 9.1%, salt 0.13%. Each 10 g bar contained 1.5mg of
catechins, 6.6mg of epicatechins, 1.9mg of dimer-B2, 7.5mg
of caffeine, 75mg of theobromine, 75𝜇g of phenylethylamine,
55𝜇g of serotonin, and ≤ 0.1𝜇g of resveratrol.

Both capsule and chocolate products were advised to be
taken once a day after the main meal.

The duration of the trial was 1 month.
The treatment part of the study and the blood analysis

were conducted at the Institute of Cardiology, the Min-
istry of Health of the Russian Federation (Saratov, Russian
Federation) by Lycotec Ltd. (Cambridge, United Kingdom).
The protocol was approved by the Local Ethics Committee
(FGBU SarNIIK18.02.2014). Trial registration number was
ACTRN12618000715279. All patients were informed of the
purpose and goals of the study and had signed a consent form
before enrolment and participation in the study.

The stool microbiota analysis was made by the Depart-
ment of Food Science in the Section of FoodMicrobiology, at
the University of Copenhagen in Denmark.

The skin samples were analysed by Lycotec in Cambridge.

2.1. Inclusion/Exclusion Criteria

Inclusion Criteria were as follows:

(i) ability to sign an informed consent,
(ii) nonsmokers or light-to-moderate smokers (≤10

cigarettes daily),

(iii) moderately obesewith BMI between 30 and 35 kg/m2,
(iv) with elevated serum markers of inflammatory oxida-

tive damage, IOD ≥ 40 𝜇M/mL and oxidative stress,
LDL-Px, ELISA × 103 ≥ 200,

(v) no participation in other dietary trials during the last
3 months before enrolment and duration of study,

(vi) willingness and ability to comply with the study
protocol for the duration of the study.

Exclusion criteria were as follows:

(i) unwillingness to sign informed consent,
(ii) unable to comply with the protocol for the duration

of the study,

http://apps.who.int/trialsearch/Trial2.aspx?TrialID=ACTRN12618000715279
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(iii) history of myocardial infarction in the 3 months
preceding the study, ejection fraction (EF) < 45%,

(iv) significant medical condition that would impact
safety considerations (e.g., significantly elevated liver
enzymes, hepatitis, severe dermatitis, uncontrolled
diabetes, cancer, severeGI disease, fibromyalgia, renal
failure, recent CVA (cerebrovascular accident), pan-
creatitis, respiratory diseases, epilepsy, etc.),

(v) compulsive alcohol abuse (>10 drinks weekly),
(vi) or regular exposure to other substances of abuse,
(vii) participation in other nutritional or pharmaceutical

studies,
(viii) resting heart rate of >100 beats per minute or <50

beats per minute,
(ix) positive test for tuberculosis, HIV, or hepatitis B,
(x) inability to tolerate phlebotomy,
(xi) special diets in the 4 weeks prior to the study (e.g.,

liquid, protein, and raw food diet),
(xii) tomato or DC intolerance.

2.2. BMI, Pulse Rate, and Systolic andDiastolic Blood Pressure.
Measurements of body mass index, BMI, body mass of the
patients and their height were carried out in the morning and
BMIwas calculated in kg/m2. Pulse rate, systolic and diastolic
blood pressure, SBP, and DBP were recorded three times on
the left arm of the seated patient after 15min of rest. The
time between measurements was greater than 2 minutes. The
mean result for each parameter was calculated. All body and
vascular parameters were recorded in the morning between
8 and 10 am.

Tissue Oxygenation. Thenar eminence and forearm muscles
of the patients were used as a tissue target for the assessment
of oxygen saturation, StO

2
, or combined level of oxygenated

haemoglobin and myoglobin. StO
2
was assessed by continu-

ous wavelength near-infrared spectroscopy, NIRS, with wide-
gap second-derivative (In Spectra, Hutchinson Technology,
MN, USA). The measurements were taken at different time
points. The recording was initiated after 15min of rest in a
supine position before occlusion of the brachial artery. It was
then continued during stagnant ischemia induced by rapidly
inflating the cuff to 50mmHg above systolic BP.The ischemia
lasted for 3min, and the recording period lasted for another
5min after that until StO

2
was stabilized. The area under

the hyperaemic curve, AUC, of the recorded signal for the
settling time in the postocclusion period was then calculated
as described earlier in % O

2
/minute [17, 18].

Samples Collection. Blood was collected by phlebotomy in the
morning, in the hospital, and from the arm veins of patients
following night fast.The serumwas separated from the rest of
the clotted mass by centrifugation; aliquots were then stored
in code-labeled tubes for blinded analysis and stored at−80∘C
until use.

For sample collection from the surface of the facial skin
and samples of the cerumen all study participants were

requested to avoid facial and ear hygienic manipulations
for 24 hours before sampling, which was carried out in
the morning in parallel with blood sample collection. Skin
surface sample collection and preparation were performed
as previously described [19]. Briefly, samples were collected
using polyester swabs from the surface of the facial skin (the
sides of the nose). During the procedure two samples were
taken (one swab per side). Each collected sample was placed
on the surface of a microscope slide. A second microscope
slide was pressed against the surface of the first one. This
procedure provided a pair of identical smears. All slides with
collected samples were coded to provide sample anonymity
for blinded analysis and stored at−20∘Cuntil further analysis.

The stool samples were collected either on themorning or
night before the day of the visit to the hospital. Participants
did this collection themselves, at the convenience of their
home, in the morning on the day of visiting clinic. A special
kit and sample containers were provided by the trial team.
The collected samples were labeled and stored at −80∘C until
analysis.

2.3. Gut Microbiome Analysis

2.3.1. DNA Extraction. Genomic DNA was extracted from
200mg stomached fecal material (stomacher 2x 60 sec
at mid speed) using the Power Soil Kit protocol (MoBio
Laboratories).TheFastPrep bead-beating stepwas performed
in 3 cycles of 15 s each at a speed of 6.5M/s in a FastPrep-
24TM Homogenizer (MP). DNA quantity and quality were
measured using a NanoDrop 1000 (Thermo Scientific),
16S rRNA gene library preparation. The fecal microbiota
composition was determined using tag-encoded 16S rRNA
gene MiSeq-based (Illumina, CA, USA) high throughput
sequencing. In brief the V3 region of the 16S rRNA gene was
amplified using primers compatible with the Nextera Index
Kit (Illumina) NXt 338 F:5- TCGTCGGCAGCGTCAGAT-
GTGTATAAGAGACAGACWCCTACGGGWGGCAGCAG
-3 and NXt 518 R: 5- GTCTCGTGGGCTCGGAGATGT-
GTATAAGAGACAGATTACCGCGGCTGCTGG -3.. [20];
the PCR reactions and library preparation were conducted
as described in [21].

2.3.2. High throughput Sequencing and Data Treatment.
The raw dataset containing pair-ended reads with corre-
sponding quality scores were merged and trimmed using
fastq mergepairs and fastq filter scripts implemented in the
UPARSE pipeline. The minimum overlap length was set to
10 base pairs (bp). The minimum length of merged reads
was 150 bp, the maximum expected error E was 2.0, and
the first truncating position with a quality score was N≤4.
Purging the dataset from chimeric reads and constructing de
novo Operational Taxonomic Units (OTU) was conducted
using the UPARSE pipeline [22]. The Green Genes (13.8)
16S rRNA gene collection was used as a reference database
[23]. Quantitative Insight Into Microbial Ecology (QIIME)
open source software [24] (1.7.0 and 1.8.0) was used for
the subsequent analysis steps. Principal coordinate analy-
sis (PCoA) plots were generated with the Jackknifed Beta
Diversity workflow based on 10 UniFrac distance metrics
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calculated using 10 subsampled OTU tables. The number of
sequences taken for each jackknife subset was set to 90%
of the sequence number within the most indigent sample,
hence 10000 reads per sample. Permutational Multivariate
Analysis of Variance (PERMANOVA) was used to evaluate
group differences using weighted, unweighted, and general-
ized UniFrac distance metrics that were generated based on
rarefied (10000 reads/sample) OTU tables. The relative dis-
tribution of the genera registered was calculated for unified
and summarized in genus level OTU tables. Alpha diversity
measures expressed as observed species values (sequence
similarity 97%) were computed for rarefied OTU tables
(10000 reads/sample) using the alpha rarefaction workflow.
Differences in alpha diversity were determined using a t-
test-based approach employing the nonparametric (Monte
Carlo) method (999 permutations) implemented in the com-
parative alpha diversity workflow. The ANOVA determined
significance of quantitative (relative abundance) association
of OTUs with given categories; p values were False Discovery
Rate (FDR) corrected. These were calculated based on 1000
subsampled OTU tables rarefied to an equal number of reads
(10000 reads/sample). Spearman correlations between the
taxa relative abundance (at the OTU level and summarized
to the species level) and the host parameters were conducted
using observation metadata correlations script (Qiime 1.9.1).
Fisher z-transformation method with 1000 permutations was
used for calculating p values. The influence of explanatory
variables (host parameters) and OTUs relative abundance
(species level) was tested with the rda function (vegan R-
package), using the ANOVA-like permutation tests (1,000) to
determine the significance of the putative constrains effects
[25].

Biochemistry. Glucose, total cholesterol, triglycerides, high
density cholesterol, low density cholesterol and C-reactive
protein were determined using commercially available ana-
lytical kits according to the manufacturers’ instructions
(ByoSystems, R&D Systems).

Lycopene Quantitative Analysis. The lycopene concentration
in all serum samples was measured in duplicate by high-
performance liquid chromatography [26] withmodifications.
Briefly, 400 𝜇l of serum wasmixed with 400𝜇l of ethanol and
was extracted twice with 2ml hexane. The combined hexane
layers were evaporated to dryness in a vacuum (Scan Speed 32
centrifuge) and the residue reconstituted to a volume of 100 𝜇l
in sample solution (absolute ethanol – methylene chloride,
5:1, v/v). The specimens were centrifuged again (15 minutes
at 10,000 g) and clear supernatant was transferred to HPLC
vials. Five microliters of the extract was injected into an
Acquity HSS T3 75x 2.1mm 1.8𝜇m column (Waters, USA)
preceded by a Acquity HSS T3 1.8𝜇m VanGuard precolumn
(Waters, USA) and eluted isocratically at 45∘b with the
mobile phase (acetonitrile – 0.08% phosphoric acid solution
- tert-Butyl methyl ether, 70:5:25, v/v/v) at a flow rate of
0.5ml/min. The lycopene peak was detected by a Photodiode
Array Detector (Waters, USA) at 474 nm. The peak area
was measured using Empower 3 software (Waters, MA). The
lycopene concentration in serum samples was calculated by

reference to an analytical standard (lycopene from tomato,
L9879, Sigma, USA).

Inflammatory Oxidative Damage (IOD). Serum samples were
incubated in 0.05M PBS acetate buffer (pH 5.6) overnight,
to imitate the type of oxidative damage which occurs during
the release of lysosomes following neutrophil degranulation.
The following morning the reaction was stopped using
trichloroacetic acid. The concentration of the end products
such as malondialdehyde (MDA), and other possible thiobar-
bituric acid reactive substances (TBARS), was then measured
by colorimetry [27] using reagents and kits from Cayman
Chemical (MC, USA).

LDL-Px and Lipoprotein O
2
. Activity of serum LDL peroxi-

dase proteins, which include IgG with superoxide dismutase
activity, was measured as described previously [28]. Plasma
oxygen, which carried by blood lipids/lipoproteins, was
measured by catalymetry [29].

Statistics. For the assessment of normally distributed param-
eters the Shapiro-Wilk method was used. Student’s t-test
was then applied for both paired and unpaired samples.
In cases where parameters were not normally distributed
the Mann–Whitney test and Kruskal-Wallis test were used.
ANOVA and ANCOVA were used with post hoc analy-
sis (Statistica 9 suite, StatSoft, Inc.). Statistical significance
between two-tailed parameters was considered to be P<0.05.

3. Results

Baseline characteristics of the participants are presented in
Table 1 and were comparable between all five groups.

3.1. Blood and Liver Metabolism. Ingestion of lycopene prod-
ucts for one month, either in the capsule format or in the
chocolate matrix, resulted in a significant increase of its
concentration both in the serum and in the ear skin excretion
(Table 2).

Supplementation with GAL-MSFA resulted in a dose-
dependent significant reduction of markers of oxidative
damage and inflammation. 7mg of lycopene was able to
reduce IOD and LDL-Px, by the end of the month, by 49
𝜇M MDA, or by 35%, and by 200 ELISA units, or by 36%,
while 30mg reduced these parameters by 69, or by 60%,
and 285, by 43%, accordingly. 30mg of GAL-MSFA was 3
fold more effective in inhibiting IOD than the same dose
of lycopene but in the GAL-PUFA formulation. This may
potentially indicate on the liver origin of this blood marker.
Effect of two formulations of lycopene on LDL-Pxwas similar
(Table 2).

DC with or without lycopene had a similar effect on the
inhibition of IOD as 7mg of lycopene. Although both choco-
late products were able to reduce LDL-Px, their effectiveness
was below that of lycopene itself.

Administration of either formulation ofGAL, or lycopene
with DC complex, resulted in significant changes in the
profile of fasting lipoproteins, which are assembled and pro-
duced by the liver. GAL-MSFA reduced in a dose-dependent
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Table 1: Baseline values.

BASELINE CHARACTERISTICS OF THE ENROLLED VOLUNTEERS(Mean +/- SD)
Groups

I II III IV V
Number of Patients 6 6 6 6 6
Males 3 2 4 3 3
Females 3 4 2 3 3
Age 61.8±5.9 56.2±5.9 56.1±5.8 52.1±5.1 63.2±6.1
Light/Moderate Smokers 1 1 1 1 1
Body Mass Index in kg/m2 32.1±2.4 32.7±3.3 33.8±3.5 31.1±3.2 31.8±2.9
Fasting Glucose mmol/dL 6.1±0.42 6.0±0.45 5.7±0.49 5.4±0.43 5.5±0.56
Total Cholesterol mg/dL 185 ± 14.3 181 ± 15.2 175 ± 14.7 187 ± 16.2 180 ± 13.9
Triglycerides mg/dl 135±14.9 136±13.8 136±13.8 127±13.1 122±13.5
LDL mg/dL 144±11.8 143±12.7 121±12.2 137±13.6 131±12.1
HDL mg/dL 41.9±3.2 46.5±4.4 51.2±4.7 49.8±4.4 44.0±4.4
Pulse rate per min 66.7±4.2 67.7±3.5 65.2±3.4 70.5±3.9 66.6±5.1
Blood Pressure
Systolic 112±5.5 123±7.4 117±6.9 124±8.5 118±6.7
Diastolic 77.6±4.4 78.7±5.0 77.6±4.4 76.7±4.6 79±5.6

manner both LDL concentration and triglycerides. This liver
targeting formulation of lycopene, in 30mg dose, was able
to reduce the first parameter by 17mg/dL and the second
by 18mg/dL. Supplementation with GAL-PUFA resulted in
LDL reduction by 13mg/dL and triglycerides by only 3 mg/dL.
Lycopene in the L-Tug complex with dark chocolate was also
able to reduce LDL; however, changes caused by the ingestion
of the control DC were not significant (Table 2).

By the end of the trial there were no changes in the serum
concentration of HDL, glucose and liver enzymes, ALT and
AST (results are not presented).

There were noticeable improvements in the molecular
oxygen metabolism in all groups. In groups supplemented
with GAL-MSFA O

2
concentration and its transportation by

blood lipoproteins was significantly increased by 18-19%, p <
0.05. In the group that received GAL-PUFA this increase was
lower, by 12%, p > 0.05. In the group, which received control
DC, the increase in the lipoprotein O

2
was the highest, by

44%, p <0.01.
These changes in the plasma oxygen transportation trans-

lated to benefit for peripheral tissue oxygenation but not in
the control DC group. Ingestion of all lycopene products also
resulted in a significant boost of tissue oxygenation in skele-
tal muscles. Administration of GAL-MSFA demonstrated a
dose-dependent effect in changes of this parameter. However,
30mg of lycopene in GAL-PUFA formulation was 25%, p
<0.05, more effective than the same dose of lycopene but in
the GAL-MSFA formulation (Table 2).

3.2. Skin Parameters. Supplementation of the participants
with all formulations of lycopene for one month resulted
in significant reversal of age-associated parameters of
sebum and corneocytes. Also for the GAL-PUFA a reduc-
tion was observed, though statistically not significant. The

GAL-PUFA formulation was more effective in improving
cellular parameters of the skin, while GAL-MSFA was more
effective for sebum parameters.

However, different to the blood parameters, observed
changes in the skin, apart from those related to the sebum,
did not have dose-dependency. This may indicate that even
the dose of 7mg of daily supplementation with lycopene was
sufficient to reach its saturated level in this tissue by the end
of the trial.

The viscosity of the sebum, in terms of the size of the lipid
droplets collected from the surface of the skin, was increased
on average by 390 nm during this trial after supplementation
by all formulations of lycopene. However, GAL-PUFA only
slightly increased the diameter of the droplets, by 50 nm,
while GAL-MSFA was much more effective and did it in a
dose-dependent manner, by 180 nm for 7mg of lycopene and
by 480 nm for 30mg (Table 3 and Figure 1 top images).

The rate of corneocyte exfoliation was reduced by about
23% for the former formulation and by 9-11% for the latter.
Moreover, not just the rate of exfoliation was reduced by
lycopene supplementation but also the damage of these cells
too. The number of the clusters of cross-linked corneo-
cytes was reduced by 36% for GAL-PUFA and by 29 to
47% by GAL-MSFA (Table 3 and Figure 1, images in the
middle).

It was interesting to observe that these improvements of
the sebum (Figure 1(a)) and corneocyte (Figure 1(b)) param-
eters were accompanied by significant reduction of the total
load of the gram-negative bacteria on the surface of the skin,
but only by supplementation with GAL-MSFA. In the group
ofGAL-PUFA therewas a similar trend, but it was statistically
insignificant.

In the control DC group the sebum and corneocytes
parameters by the end of the trial were not affected.
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Table 3: Changes in sebum, and corneocyte parameters of the skin after supplementation with GA lycopene for one month.

Parameters before and after 4 weeks of
trial

Groups with GA Lycopene supplementation
I II III IV V

Sebum droplet size, in 𝜇m
before 4.6 ± 1.11 3.96 ± 0.17 3.72 ± 0.43 3.89 ± 0.21 4.9 ± 0.53
after 5.1 ± 0.75∗ 4.14 ± 0.11∗ 4.20 ± 0.88∗ 3.94 ± 0.22 4.9 ± 0.57
Corneocyte exfoliation rate§

before 66 ± 6.8 82 ± 7.8 83 ± 9.3 87 ± 9.5 61 ± 6.2
after 63 ± 6.2 73 ± 12.0∗ 76 ± 7.7∗ 67 ± 13.5∗ 60 ± 6.9
Corneocyte damage§§

before 4.2 ± 0.98 7.19 ± 2.47 3.40 ± 0.97 3.50 ± 1.16 2.0 ± 1.98
after 2.5 ± 0.43∗ 3.80 ± 1.23∗∗ 2.41 ± 0.76∗ 2.17 ± 0.52∗ 1.8 ± 1.23
∗ p < 0.05, ∗∗p < 0.001.
§as an average number of single corneocytes in stratum cornea, §§as an average number of cross-linked damaged corneocyte clusters in stratum cornea; each
parameter was calculated in 40 randomly selected microscopic areas (x 1,000).

Before A�er

(a) Sebum

Before A�er

(b) Exfoliated corneocytes

Figure 1: Changes in skin parameters after supplementation with
7mg of GA lycopene for one month. Typical skin smear samples:
lipid droplets of the sebum were stained with Oil Red O, and
corneocytes with hematoxylin, eosin at 1,000×magnification.

3.3. Gut Microbiome. After 4 weeks of supplementation with
GA lycopene, a shift in the gut microbial communities
was detected in the stool of the participants. The relative
abundance of OTUs on Phyla level changed to increased rel-
ative abundance in Actinobacteria in all intervention groups,
Group IV (30mg lycopene liver targeting) 4.5%- 7.12%, Group
II (7mg lycopene capsule) 2.52%- 2.85%, and a signifi-
cant increase was detected for Group III (30mg lycopene
cardiovascular targeting) with 1.12%- 3.22% p=0.04 (FDR
corrected)(Figure 2). The separation between the week zero
and week 4 of the intervention Group III is also shown in
Figure 2; PERMANOVA analysis indicated a separation R=
0.250, p=0.04)

An increased dose of lycopene 30mg Group III and IV
versus Group II, 7mg, was also reflected in an increased
relative abundance of Actinobacteria (+2.6 Group IV, Group
III +2.1%, Group II +0.33%). Bacteroidetes decreased in the
relative abundance in all groups even though not being sta-
tistically significant (Group IV 4.92%-2.72%,Group III 12.4%
to 7.2%, Group II 31.3% to 21.1%), p >0.5 (FDR corrected).
No significant changes were detected for the remaining GM
composition on Phyla level.

Relative abundances on the OTU species level at week 0
and week 4 for the GAL intervention groups (Group II, III,
IV) with regard to formulations and dose effect are shown in
Table 4.

It is evident that three different OTUs (species level
cut-off), namely, OTUs representing Bifidobacterium species
increased in relative abundance; these were Bifidobacterium
longum, B. adolescentis, and an assigned species.

Whereas several OTUs belonging to the Prevotella genera
had decreased in relative abundance over the course of
the intervention, the statistically insignificant decrease in
Bacteroidetes by GAL formulations seems hence to be genera
specific (Table 4).

Looking at Groups I, II, and V the DC and DC-GAL
(7mg) and GAL-MSFA (7mg) on the Phyla level we have
detected a decreased relative abundance of Actinobacteria
4.4-3.4%, though not statistically significant (p>0.9) for the
DC intervention; no significant changes were detected in the
relative abundance of Bacteroidetes 6.4%-6.3%, Proteobacte-
ria 6.6 -2.4% (p>0.9) for this intervention group after 4 weeks
of DC intervention.

Whereas the relative abundance of Actinobacteria
increased in the DC-GAL group (I) from 1.9% to 3.3% after
4 weeks of intervention, Bacteroidetes on the other hand
increased slightly from 23.4 to 25.8%, Firmicutes decreased
71.7-67.8%, Proteobacteria decreased from 0.49 to 0.24%,
p>0.4; these changes were not statistically significant. The
relative abundance of bacteria on the species level of
the DC intervention and 7mg GAL-DC versus GAL-
MSFA formulations can be seen in Table 5. For the DC
intervention we detected a decrease in OTUs belonging to



8 BioMed Research International

0% 10% 20% 30% 40% 50% 60% 70% 80% 90% 100%

DC_0

DC_4

7mgDCL_0

7mgDCL_4

7mg_GAL_MSFA_0

7mg_GAL_MSFA_4

30mg_GAL_PUFA_0

30mg_GAL_PUFA_4

30mgGAL_MSFA_0

30mgGAL_MSFA_4

GUT MICROBIOME CHANGES

TM7
Verrucomicrobia
Tenericutes
Actinobacteria

Proteobacteria
Firmicutes
Bacteroidetes

Figure 2: Bacterial relative abundance (Phylum level) of the different intervention groups before and after the 4 weeks of intervention as
determined by 16S rRNA gene amplicon sequencing. (Group I) fortified with 7mg lycopene - 10 g dark chocolate 7mg DCL, (Group II) 7mg
of lycopene in a capsule 7mg GAL-MSFA, (Group III) 30mg of lycopene in cardiovascular GAL-MSFA, (Group IV) 30mg lycopene liver
targeting/liver health GAL-PUFA. (Group V) 10 g of dark chocolate DC.

the Actinobacteria and an increase in Lactobacillus genera,
though not statistically significant p>0.1.

There were no significant correlations between the tested
parameters and taxa relative abundance (raw OTU level nor
summarized to the species level). No relationship between
the bacterial relative abundance and host parameters could
be found using the redundancy analysis (Figure 3).

4. Discussion

Interconnection between intestine and its flora, liver metabo-
lism and the skin is the subject of intensive investigations [30,
31]. Therefore, in order to correct parameters of one of these
organs, it is important to assess possible changes, which may
develop in parallel in others. However, this alteration may not
be noticeable or be minimal, and ultimately a correction will
not be needed, if targeted persons are healthy and analysed
parameters are within their healthy norm. Therefore, in our
study we have includedmiddle-age subjects with amild form
of obesity with blood markers of subclinical inflammation
and oxidative damage.

Development of metabolic syndrome, age associated
skeletal muscle loss and frailty are accompanied by ongo-
ing, often at a subclinical level, processes of inflammatory
and oxidative damage, which may lead to changes in liver
metabolism, vascular functions, increased body mass and
development of subclinical systemic tissue hypoxia [32,
33]. In our study we observed that supplementation with
lycopene, especially formulated for effective bioavailability, in

PCoA score plot of tag-encoded 16S rRNA

PC
1 

(1
4%

)

PC1 (35%)

Figure 3: PCoA score plot of tag-encoded 16S rRNA gene amplicon
sequencing data based on generalized UniFrac distance metrics (n
= 6, for each time point) of week 0 (red dots) and week 4 (blue dots)
intervention Group III. R = 0.250, p=0.04.

middle-aged people, had antioxidant, anti-inflammatory, and
blood lipid-lowering effects, which are in accordance with
earlier reports [34].These changes in the blood markers were
accompanied by or maybe resulting in the improvement of
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the peripheral tissue StO
2
. The main contributor into this

parameter is the skeletal muscle respiration, although skin
oxygenation is part of it too.

It was observed that supplementation with lycopene can
increase its level in the skin tissue, which results in improving
its protection from UV damage [9]. However, the fact that
lycopene can be secreted to the surface of the human body
either with the cerumen, which we are reporting here, or
sebum (results not shown), to the best of our knowledge, has
not been reported earlier.

Sebum is not only essential for skin lubrication, which
prevents it from dehydration, but is also an important part
of its immune system and its antibacterial acid mantle.

The sebum is also supplying antioxidants and perhaps
other beneficial molecules to the surface of the skin [35]. It
has been reported that with ageing the quality of the sebum is
impaired, and in particular its viscosity, is increased, which is
accompanied by accelerated corneocyte desquamation [19].
In our study we observed that supplementation of the diet
with lycopene of middle-aged persons resulted in the restora-
tion of the sebum viscosity, reduction of the corneocyte
damage, and desquamation.

Continuous ingestion of DC had also a significant pos-
itive effect on liver associated markers of IOD and LDL-
Px and also on the concentration of lipoprotein transported
O
2
. However, these positive changes were not translated in

improvement of skeletal muscle respiration and analysed skin
parameters.

The absence of any direct correlations between relative
abundance of gut taxa and analysed parameters of the blood,
skeletal muscle and skin indicates a complex intertwined
relationship between gut microbiome environment and the
host metabolic pathways.

Prebiotics are traditionally considered to be non-
digestable food ingredients, which can reach the intestine
and be selectively utilized by hostmicroorganisms conferring
a health benefit [36, 37].

There are a number of molecules within food, which are
not fully digestible; hence, they can reach the colon and its
microbiota. Carotenoids and lycopene in particular belong to
these types of partially digestible molecules [38, 39].

In our study we observed that regular intake for one
month middle-aged mildly obese persons of lycopene, either
in the GA formulations or in L-Tug chocolate resulted in
significant changes in the profile of the gut microbiota.

GAL formulations led to a dose-dependent increase
of members of the Phyla Actinobacteria, mainly driven
by an increase in the relative abundance of Bifidobacterium
spp. such as B. longum and B. adolescentis, indicating a
prebiotic potential of these formulations. Further, in the
DC intervention we observed an increase in a Lactobacillus
related OTUs indicating a selective prebiotic potential of
DC.

Bifidobacteria are one of the best studied genera of ben-
eficial bacteria and often marketed as probiotics, presumably
conferring a broad range of health benefits not only in the
gut environment but in the whole body. This involves their
ability to control bacterial and viral pathogens, stimulate local
intestinal and systemic immune system, and improve lipid

metabolism and weight management [40, 41]. The loss or
reduction of the bifidobacterial gut associated population
could be a significant factor associatedwith ageing-associated
frailty development [42].

There is emerging evidence that dysbiosis of the gut
microbiome and alteration of the associated bacterial gene
pool and metabolic pathways may contribute to the devel-
opment of pathogenesis of obesity [43–45] although it is still
under debate whether the relative abundance of Bacteroides
within the microbiome has been associated with obesity [46,
47].

In our study we observed that continuous intervention
with GAL, DC, and DCL resulted in significant decrease in
the abundance of Bacteroidetes. This could be explained
either by direct action of this carotenoid, or its indirect
activity via stimulation of some species of Bifidobacteria, or
a combination of both factors.

It was interesting that observed lycopene effects on the gut
bacteria, bloodmarkers of inflammation and oxidation, lipids
produced by the liver and by the skin (sebum) and peripheral
tissue oxygenation were all dose-dependent.

This indicates that the observed complex of positive
systemic changes could not only be a result of direct action of
lycopene but also a conseqence of its indirect activity via stim-
ulation of production of signaling metabolites Bifidobacteria
adolescentis population with the blood, liver, skeletal; muscles
and skin, which lycopene can control.

Continuous ingestion of the DC resulted in an increase
in the abundance of Lactobacillus spp., which also constitutes
a genus where several strains have been investigated and also
marketed as probiotics. Increased relative abundancewas also
accompanied by reduction of liver associated blood markers
of oxidative damage and inflammation. However, these pos-
itive changes did not positively affect skin parameters in this
study group.

These results raised a number of unanswered questions,
one of them being whether the observed systemic effects are
specific to the lycopene molecule or other carotenoids would
have similar properties.

The other question, to which we do not have an answer,
is whether lycopene or dark chocolate molecules directly
affected growth of the Bifidobacteria adolescentis, B. longum,
and Lactobacillus or if it was their indirect effect via systemic
changes. The improvement of metabolism and physiology of
the gut tissues may lead to its better control of the microbiota
and boost the growth of bacteria with proposed health
benefits.

Whatever the nature of the prebiotic effect of lycopene,
this, to the best of our knowledge, is the first report that
ingestion of a carotenoidmay have this new property. It is also
for the first time our study demonstrated that dark chocolate
has a similar effect albeit selective for a different putatively
beneficial bacteria.

To conclude, the observed systemic effect of lycopene
supplementation, or dark chocolate ingestion, which includes
improvement of gut, blood, liver lipid metabolism and, for
the former, skeletal muscles and skin parameters could be
not just due to the carotenoid and dark chocolate prop-
erties themselves, but are likely also to modulate the gut
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microbiome increasing the relative abundance of putatively
beneficial bifidobacteria and lactobacilli.
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The aim of the study was to assess the level of selected systemic oxidative stress parameters during the first week of orthodontic
treatmentwith fixed appliances. Fifty-fourmaleswithmalocclusion andhaving a similar lifestylewere randomizedusing a computer
based procedure and allocated to either the treatment group (TG; n=27;24.6 ± 1.7 years) or control group (CG; n=27;24.7 ± 1.7
years). Capillary blood was collected at baseline and 6 hours, 24 hours, and 7 days after archwire insertion. At the same time
points, capillary blood was retrieved in the CG. In order to determine the oxidative stress, both the reactive oxygen species (ROS)
formation and the antioxidative defense (AD) potential were measured using the ROS testing and oxygen free radicals defense
(equivalent to antioxidant defense) testing, respectively, by a blinded operator. The ratio between ROS and AD (ROS/AD) was
calculated and data were analyzed using nonparametric tests. No drop-outs or harms were detected. At baseline, neither ROS (1.54
[1.22; 2.12] and 1.74 [1.40; 2.01] for the TG and CG, respectively), AD (1.19 [0.66; 1.50] and 1.19 [0.57; 1.42] for the TG and CG,
respectively), nor ROS/AD levels were significantly different (p>0.05). After 24 hours, the ROS level significantly increased in the
TG (2.05 [1.71; 2.26]) and was higher compared to the CG ROS level (1.67 [1.29; 1.95]; p=0.025), while for the AD level, no marked
between and within group differences were detected. A notable change of ROS/AD ratio was observed over time only within the
TG (p=0.026). Moreover, a significantly higher ROS/AD ratio was detected 24 hours after archwire insertion in the TG compared
to the CG (2.69 [1.44; 3.89] and 1.79 [1.45; 2.35], respectively), followed by a decrease. Orthodontic treatment with fixed appliances
might induce systemic oxidative stress in the short-term, since ROS levels and ROS/AD levels are normalized within 7 days after
archwire insertion.

1. Introduction

The oral cavity is subjected to various external factors,
including dental materials that have substantial oxidizing
potential and have the ability to generate reactive oxygen
species (ROS) [1]. Increased reactive oxygen species (ROS)
cause oxidative stress, which is defined as the imbalance
between ROS and antioxidant defense (AD) in favor of the
former. During orthodontic treatment with fixed appliances,
the subjects are exposed to heavy metals released from
corroded appliances, which might increase the levels of ROS
through metal-catalyzed free radical reactions (Fenton and
Fenton-like reactions). Many metal ions such as chromium
undergo redox cycling, thus directly producing ROS [2]:

(Mn+) +H
2
O
2
→ (Mn+1) +OH− +OH∙ (1)

Moreover, during orthodontic treatment various inflamma-
tory mediators (i.e., cytokines) causing aseptic inflamma-
tion in the periodontal ligament are being released after
mechanical force application to the teeth inducing a cascade
of reactions in the periodontal tissue, which leads to tissue
remodeling and tooth movement. Since there is sound evi-
dence indicating that periodontal inflammation is one of the
main sources of ROS in the mouth [3], it is plausible that
also aseptic inflammation might be associated with oxidative
stress induced damage.

Several in vitro studies showed that both orthodontic
brackets [4] and archwires [2] induce oxidative stress, asso-
ciated with heavy metals release. In vivo studies that aimed
to assess either salivary biomarkers [5, 6] of oxidative stress
or biomarkers in the gingival crevicular fluid [7], reported
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different results. On the one hand Olteanu et al. [6] and
Buczko et al. [5] reported that orthodontic treatment modi-
fies the oxidative-antioxidative balance in the patients’ saliva.
In particular, Olteanu et al. [6] demonstrated that markers
of oxidative stress (ceruloplasmin and malondialdehyde)
increased to their highest levels 24 hours after orthodontic
appliance insertion and decreased back to their initial levels
7 days after insertion. Similarly, Buczko et al. [5] evidenced a
marked increase in salivary oxidative stress biomarkers one
week after orthodontic appliance insertion and a decrease to
normal values at the 24-week follow-up. On the other hand
Atung Ozcan et al. [7] concluded that the levels of examined
oxidative stress biomarkers did not change after one and six
months of orthodontic treatment.

The varying results might be due to the different method-
ologies used and due to the different materials of orthodontic
appliances to which the subjects were exposed. Moreover,
the use of single biomarkers for estimating the oxidative
stress is limiting, since oxidative stress is a result of an
imbalance between ROS and AD in favor of the former [8, 9].
Therefore, the ratio between ROS and AD appears to be a
more accurate indicator of oxidative stress [10]. To establish
the complex relationship between ROS and AD direct and
indirect methods can be used [11]. Direct methods relate to
ROSmeasurements of superoxide, H2O2, OH∙.These species
are very reactive and their quantitation can be assessed only
with electron paramagnetic resonance. Therefore, indirect
methods are usually used, which include measurement of the
balance between ROS and AD and measurements of each
antioxidant separately (i.e., catalase, superoxide dismutase,
vitamin C, reduced glutathione, vitamin E, etc.). The main
limitation of the latter is that it does not assess the synergistic
effect between different antioxidants [11].

Apart from the above-mentioned in vitro and in vivo
studies of oxidative stress biomarkers changes in the local
environment due to exposure to orthodontic fixed appli-
ances, there is still paucity of data regarding oxidative stress
induction at the systemic level during orthodontic treatment.
Therefore, the aim of the present study was to assess the
systemic level of oxidative stress during orthodontic treat-
ment with fixed appliances, determined from capillary blood
samples. The hypothesis tested was that selected oxidative
stress parameters in capillary blood do change during the first
week of orthodontic treatment with fixed appliances.

2. Material and Methods

2.1. Subjects and Study Design. Ethical approval for this study
was gained (No. 0120-523/2018/8) from the National Medical
Ethics Committee and informed consent was obtained from
all subjects before inclusion.The study protocol was designed
and performed following the Declaration of Helsinki for
medical research involving human subjects. The data used
to support the findings of this study are available from the
corresponding author upon request.

A group of 54 male subjects aged between 19.7 and
28.2 years who were seeking orthodontic treatment at the
Department of Orthodontics of the University Medical Cen-
tre of Ljubljana, Slovenia, due to mild crowding and teeth

malalignment were recruited based on a preliminary ques-
tionnaire regarding their lifestyle habits. Subjects with oral
pathology (including periodontal disease), poor oral hygiene,
and known allergies as well as smoking subjects or sub-
jects undergoing any pharmaceutical therapy, including food
additives with antioxidant properties intake, were excluded.
Females were not included due to possible false results as
a consequence of hormonal fluctuation. Randomization was
performed according to a computer based procedure having
groups of equal numerosity. Twenty-seven subjects were
allocated to the treatment group (TG, aged 24.6 ± 1.7 years),
while the control group (CG, aged 24.7 ± 1.7 years) consisted
of 27 age-matched subjects. No subject left the study.

During the study, the subjects of both groups were asked
to follow a similar diet regimen (3 portions [400 g] of fruit
and vegetable/day, avoidance of antioxidant supplements, and
no alcohol intake) and to perform very similar activities
(avoidance of extreme sport activities and sun exposure;
avoidance of nocturnal life).

The fixed orthodontic appliance used in the TG was
composed by stainless steel brackets (Gemini brackets, 3M
Unitek; USA) attached to the upper and lower teeth and two
Nickel-Titanium archwires (3M Unitek; USA) inserted in the
bracket’s slots.

For the evaluation of oxidative stress the balance between
ROS and AD was assessed from capillary blood. The FORT
(free oxygen radicals testing) and FORD (free oxygen radicals
defense) assays were performed as previously described [12],
using a dedicated spectrophotometer Free Oxygen Radical
Monitor (FORM�, CR 3000, Callegari, Parma, Italy). Blood
samples of 50 𝜇l for FORD and 20 𝜇l for FORTwere collected
in a sterile regimen from the tip of the subject’s finger into a
heparinized tube, mixed with provided reagents, centrifuged,
and analyzed in the spectrophotometer by measuring light
absorption at a wavelength of 505 nm. FORT and FORD
valuesweremeasured immediately after blood collection.The
FORT test results are given as FORT units (0,26 mg/l H2O2),
while the results of the FORD test are expressed as mmol/l of
Trolox (6-hydroxy-2,5,7,8-tetramethylchroman-2-carboxylic
acid; a water-soluble analog of vitamin E). Principles of
the determination of oxidative stress in human blood using
FORD and FORT tests were previously described [13–15].
FORT and FORD analyses were performed by a blinded
operator.

Capillary blood was collected before the insertion of
the fixed orthodontic appliance and at 6 hours, 24 hours,
and 7 days’ time point. At the same time points, blood was
collected and analyzed also from the matched controls. To
exclude any possible influence of periodontal inflammation
on the measurements of oxidative stress parameters, two
weeks before the beginning of the study, all the participants
were instructed regarding oral hygiene activities. At baseline,
the periodontal status was assessed by measuring probing
depth at six sites around every erupted tooth of each subject.
Furthermore, the bleeding on probing index was used at each
time point to determine the presence of inflammation.

2.2. Sample Size Calculation. Sample size of at least 26
subjects for each group was needed to detect an effect size
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coefficient of 0.8 (which is regarded as “large effect” [16])
for the measured parameters in any comparison between
the groups, with an alpha set at 0.05 and a power of
0.80.

2.3. Statistical Analysis. The Statistical Package for Social Sci-
ences Software release 20.0 (SPSS Inc., Chicago, Illinois,USA)
was used for data analysis. The balancing of experimental
groups by age was tested with a Mann-Whitney U-test. After
testing the normality of the data with the Shapiro-Wilk test
and Q-Q normality plots and the equality of variance among
the datasets using a Levene test, nonparametricmethodswere
used for data analysis.

A Friedman test was used to assess the significance
of the differences in every parameter (FORT, FORD, and
FORT/FORD ratio) over the time points within each group.
When significant interactions were seen, a Bonferroni-
corrected Wilcoxon test was used for pairwise comparisons.
A Mann-Whitney U-test was used to assess the significance
of the differences in every parameter between the two groups
within each time point.

The results were considered to be significant at p-values
below 0.05.

The intra-assay and inter-assay coefficients of variation
were reported to be 3.7% and 6.2%, respectively, for the FORT
and 4.2% and 6.6%, respectively, for the FORD [12].

3. Results

The results of the FORT and FORD assays for the TG and
CG group at different time points are reported in Table 1. At
baseline, no significant differences were detected between the
TG and CG, neither for FORT (p>0.05) nor FORD (p>0.05)
levels.

The FORT level in the TG increased to significantly
higher values than those in the CG (p=0.025) at the 24 hours’
time point, and decreased to normal values similar to those
seen in the CG at the 7 days’ time point. Although a decrease
of the FORD level was detected in the TG at the 24 hours’ time
point, this was not statistically significantly different from the
CG.

A significant change of the FORT level over time was
seen within the TG (p=0.026), while no notable changes
were detected for the FORD level (p>0.05). In the CG,
neither FORT nor FORD levels changed markedly over time
(P>0.05).

The FORT/FORD ratio, expressing the balance between
ROS and AD is represented in Figure 1. At baseline and 6
hours, no significant differences regarding the FORT/FORD
ratio were observed between the TG and CG (p=0.897 and
p=0.528, respectively). At 24 hours, the FORT/FORD ratio
increased significantly in the TG as compared to the CG
(p=0.044). Finally, at the 7 days’ time point, no significant
differences regarding the FORT/FORD ratio were measured
between the two groups (p=0.299). None of the subjects had
signs of periodontal disease/inflammation over the observa-
tional period.

baseline 6 hours 24 hours 7 day
Time point
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CG
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Figure 1: Mean values and standard errors of the longitudinal
changes of the FORT/FORD ratio in the treated (TG) and control
(CG) groups.

4. Discussion

It has been postulated, that orthodontic treatment with
fixed appliances might play an important role in inducing
oxidative stress and related damage [1]. Until recently, only
local environment levels of ROS and/or antioxidant defense
were assessed during orthodontic treatment, by examining
either saliva [5–7, 17] or the gingival crevicular fluid [7]. To
our best knowledge, the present study is the first attempt to
determine the oxidative stress induced at the systemic level by
orthodontic treatment. Both, theROS formation aswell as the
AD potential were measured in blood/serum, and the ratio
between them was calculated [12] in subjects undergoing
orthodontic treatment and in a control group.

The results evidenced a marked short-term systemic
increase of ROS as well as an increase in the ratio between
ROS and AD, among subjects undergoing orthodontic treat-
ment. In accordance with the study of Olteanu et al. [6]
that revealed maximum levels of salivary oxidative stress
biomarkers 24 hours after the start of orthodontic treatment,
the present study also denoted a significant increase of the
systemic (blood/serum) ROS/AD ratio 24 hours after the
start of treatment. Similarly to the previous report [6], after
7 days of treatment, a decrease of the ROS/AD ratio to
normal values as those measured in the CG was observed
also in the present study. A recent study by Buczko et al.
[5] evidenced significant changes of the total oxidative status
index (ratio between the total oxidative status and total
antioxidative status) in unstimulated and stimulated saliva
during orthodontic treatment. The authors [5] revealed an
increase of the total oxidative status in saliva at 1 week and
a significant decrease of it at 24 weeks follow-up, which is in
contrast with the results of the present study, as the systemic
ROS/AD ratio normalized after 7 days.

It could be hypothesized that oxidative stress during
orthodontic treatment might be induced by different factors:
local and systemic exposure to heavymetals, inflammation of
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the periodontal tissues due to poor oral hygiene, and aseptic
inflammation in the periodontal ligament due to mechanical
force application.

In vitro studies [2, 4] have shown that metal ions such
as nickel, cobalt, and chromium, released either from cor-
roded orthodontic brackets and archwires, induce oxidative
stress. Despite the smaller corrosion susceptibility of titanium
alloys, due to the protective titanium oxide layer, mechan-
ical friction in the contact between bracket and archwire
during orthodontic treatment leads to the disruption of the
protective titanium oxide layer [18, 19], causing corrosion
and release of titanium ions, which might increase ROS
production [1]. Likewise, the in vivo study by Buczko et al.
[5] explained the increase of ROS/AD ratio in saliva after one
week as an effect of heavymetal exposure during orthodontic
treatment, since the highest concentration of nickel ions was
measured simultaneously.

Also in the present study, patients could have been
exposed to nickel, cobalt, chromium, and titanium released
from the parts of the orthodontic appliance used, all of which
might have induced the systemic elevation of the ROS/AD
ratio after 24 hours of orthodontic treatment. However, at the
7 days’ time point, contrasting the results of salivary oxidative
stress biomarkers [5], the ROS/AD ratio normalized, most
probably due to adaptive stress responses and induction of
antioxidative endogenous defense.This is in accordance with
two other in vivo studies [7, 17] that reported no marked
changes of the salivary [7, 17] and gingival crevicular fluid [7]
oxidative stress biomarkers after 4-5 weeks and six months of
orthodontic treatment. Of note, the contrasting results could
also be due to the great variability in the timing of nickel ions
increase in saliva, which ranges from 10minutes to fourweeks
after orthodontic appliance insertion [20, 21].

A second cause of the significant systemic elevation of
ROS and ROS/AD ratio could be the periodontal inflam-
mation induced by increased plaque apposition due to the
orthodontic appliance. Although periodontal inflammation
has been associated with ROS formation [3], Portelli et
al. [17] reported no notable correlation between oxidative
stress biomarkers and oral hygiene in patients undergoing
orthodontic treatment. Similarly, periodontal inflammation
as a cause of oxidative stress could be excluded in the present
study, as all the subjects had excellent oral hygiene without
any signs of periodontal inflammation at each time point.

A final explanation for the increase in ROS and ROS/AD
ratio detected in the present study 24 hours after the start
of orthodontic treatment could be a result of the expression
of proinflammatory mediators in the periodontal ligament
induced by mechanical force application on the tooth. In
fact, the mechanism of orthodontic tooth movement with
fixed appliances is characterized by a cascade of events,
triggered by the strain of the periodontal ligament fibers,
leading to an inflammatory process that allows appropriate
tissue remodeling. It has been shown that this inflammation
might occur only at a subclinical (i.e., molecular level) and
might be limited to the alveolar bone, with no systemic
consequences in terms of elevation of C-Reactive Protein
[22]. However, this does not exclude, that the short-term
elevation of systemic ROS and ROS/AD ratio seen in the

present study is a consequence of the aseptic inflammation
in the periodontal ligament due to force application induced
by the orthodontic appliance.

Limitations of the Study. It is generally accepted that two
or more assays should be utilized to assess oxidative stress
status, whenever possible to enhance validity, since each
technique measures something different and has its own
inherent limitations and nomethod by itself can be said to be
a completely accurate measure of antioxidant status and ROS
formation [11]. In the present study ROS and different antiox-
idants present in the blood as well as their interactions were
assessed with FORT and FORD. Although changes in the
ROS/AD ratio were observed over time, their main cause(s)
could not be determined. In fact, the observed ROS/AD ratio
changes can be related to many factors (i.e., endogenous
antioxidants activation, inflammation, and bloodmetal ions),
the assessment of which was beyond the scope of the present
study. On the other hand, the possible influence of periodon-
tal inflammation on the measured systemic oxidative stress
parameters could be excluded, since no signs of inflammation
were detected in any of the subjects over the observed period
of time, the influence of sterile periodontal inflammation
due to force application and blood metal ions content could
not be excluded as the cause of increased ROS observed in
the TG. In fact, due to ethical reasons it was not feasible to
retrieve consecutive larger venous blood samples four times
over a period of one week for assessing any possible changes
of inflammation mediators as well as heavy metals in venous
blood. Moreover, previous studies [23] reported that heavy
metal ions (i.e., nickel) are detectable in blood only after long-
term exposure.

Given that the results presented here are descriptive and
future research is needed for a better understanding of which
factors (presence of heavy metals and/or inflammation) have
a direct causative impact on increased parameters of ROS and
ROS/AD ratio observed in the blood of the treated group.
Nevertheless, due to the short-term elevation of oxidative
stress parameters during the first week of orthodontic treat-
ment, increased intake of natural antioxidants would be rec-
ommended. However, a study on the efficacy of antioxidant
treatment during orthodontic therapy should be performed
to determine the rational and dosage of their use. In fact, an
excess use of antioxidants might also induce harmful health
effects [24, 25].

5. Conclusions

Orthodontic treatment with fixed appliances might induce
systemic oxidative stress, but only in the short-term. In
particular, the elevation of ROS and ROS/AD levels is seen
only 24 hours after the start of orthodontic treatment,
while normalization of the levels occurs within 7 days after
archwire insertion most probably due to adaptive endoge-
nous antioxidative response. However, intermittent changes
of the ROS and AD levels during orthodontic treatment
(i.e., at each archwire reactivation) could not be excluded.
Future studies should be performed to confirm the activation
of endogenous antioxidant defense (superoxide dismutase,
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catalase, and glutathione peroxidase activity) as well as the
main cause of increased oxidative stress (heavy metal release
and/or inflammation) during orthodontic treatment with
fixed appliances.
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Receptor tyrosine kinase (RTK) is activated by its natural ligand, mediatingmultiple essential biological processes. Copper (II) ions
are bioactive ions and are crucial in the regulation of cell signaling pathway. However, the crosstalk between copper (II) ions and
RTK-mediated cellular signaling remains unclear.Herein, we reported the effect of copper (II) ions on the ligand-independentRTK
cellular signaling pathway. Our results indicate that both EGFR and MET signaling were activated by copper (II) in the absence
of the corresponding ligands, EGF and HGF, respectively. Consequently, copper (II) ions initiate two RTK-mediated downstream
signal transductions, including AKT and ERK. Moreover, copper (II) significantly increased proliferation and cellular migration.
Our study proposes a novel role of copper in RTK-mediated signaling for growth factor-independent cancer cell proliferation and
migration, implying that targeting both the copper (II) and growth factor in tumormicroenvironmentsmay be necessary for cancer
treatment.

1. Introduction

Receptor tyrosine kinase (RTK) is the most abundant type
of enzyme-linked receptor, and it is both a receptor and
an enzyme that can bind to the ligand and phosphory-
late tyrosine residues of target proteins. RTK is a class
of single transmembrane receptors with endogenous pro-
tein tyrosine kinase activity in cell receptors [1]. So far,
more than 50 RTKs have been identified, including hep-
atocyte growth factor receptor (MET), epidermal growth
factor receptor (EGFR), vascular endothelial growth factor
receptor (VEGFR), platelet-derived growth factor receptor
(PDGFR), and fibroblast growth factor receptor (FGFR) [2,
3]. All members of RTK have similar protein structures:
extracellular ligand binding domain, single transmembrane
helical domain, near-membrane regulatory domain, a tyro-
sine kinase domain, and carboxyl-terminal region. Most
ligands that specifically activate RTK are soluble secretory
proteins, called growth factors. When the growth factor
binds to the extracellular domain of RTKs, the receptor is

induced to dimer by ligand, and the protein conformation
changes to enhance the kinase activity of RTK [4]. The RTK
signaling pathway is strictly regulated by various positive
feedback loops [5]. The RTK signaling pathway regulates
cell proliferation, and differentiation promotes cell survival
and regulates and corrects cell metabolism [6]. At present,
the RTK signaling pathway has become the primary target
in tumor therapy such as breast cancer, prostate cancer,
glioblastoma, pancreatic cancer, and lung cancer [7]. EGFR
(epidermal growth factor receptor) is a receptor for cell
proliferation and signal transduction in epithelial growth
factor (EGF). EGFR dimerization activates its intracellular
kinase pathway and directs downstream phosphorylation,
including the MAPK, AKT, and JNK pathways, to induce cell
proliferation [8, 9]. MET (hepatocyte growth factor receptor,
HGFR) plays a vital role in cell morphology, proliferation,
differentiation, migration, and survival. The signal trans-
duction pathway, which is of great significance, is shown
to be active in many tumors. MET-HGF/SF is a potential
therapeutic target [10]. AKT (a.k.a. protein kinase B, PKB)
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is a protein serine/threonine kinase activated by inositol
phosphate recruitment to the plasmamembrane, which plays
a significant role in cell survival and apoptosis [11]. ERK
(extracellular regulated protein kinases) refers to extracellular
regulated protein kinases, including ERK1 and ERK2, which
are the key to transmitting signals from surface receptors to
the nucleus. ERK is engaged in many biological reactions
such as apoptosis, cell carcinogenesis, cell proliferation and
differentiation, cell morphology maintenance, and cytoskele-
ton construction [12].

Copper is a necessary metal in biology and is widely
found in prokaryotes, fungi, mammals, plants, and humans
[13].The vital role of copper in a series of critical physiological
processes is increasingly demonstrated in various research
fields including wound healing, angiogenesis, protection of
reactive oxygen species, synthesis of neurotransmitters, reg-
ulation of normal cells, and tumor growth [14]. For example,
increased copper content in tumor microenvironments is
directly related to the progression ofmanymalignant tumors.
It has been reported that CD 147 autocorrelation induced by
copper targeting is a new tumor therapy strategy [15]. Copper
has been involved in the regulation of the immune response
and plays an essential role in regulating gene expression and
the maturation of fine hypertrophic cells [16]. Copper has
excellent antibacterial properties, and it is not easy for bac-
terial resistance to develop in response to it. Copper ions can
slowdown inflammation and have high potential applications
in the pharmaceutical, health, food industry, agricultural,
and other sectors [17]. The role that copper ions play in
inflammatory reactions, oxidation pressures, and microbial
environments should not be underestimated. Wound healing
is related to hemostasis, inflammation, proliferation, scab-
bing, and so on [18, 19]. Copper is also known to promote
angiogenesis and the development of new blood vessels that
are essential to feeding rapidly growing and dividing cells,
including rampantly dividing cancer cells. Indeed, copper
stimulates the formation of vascular and mature factors such
as vascular endothelial growth factor (VEGF) [20]. On the
other hand, copper exists in either a reduced (Cu+) state or
an oxidized copper (II) (Cu2+) state in structure and catalysis
[21]. Although copper is involved in many aspects of cell
signal transduction and cellular functions, the mechanisms
of this activity remain less well understood.

Herein, we hypothesized that copper (II) ions promote
cell proliferation via an RTK-mediated signaling pathway.
Therefore, we investigated the effect of copper (II) on the
RTK-mediated cellular signaling pathway. The current study
aimed at finding out the influences of copper (II) ions
on RTK-mediated cellular signaling pathway and cellular
responses including proliferation andwoundhealing, provid-
ing useful data for further study on the mechanism of copper
(II) ions’ actions in cell behaviors.

2. Materials and Methods

All experiments in this study were performed in the Institute
of Nanotechnology and Tissue Engineering, College of Biol-
ogy, Hunan University.

2.1. Reagents and Instruments

2.1.1. Reagents. Copper dichloride (CuCl
2
) was purchased

from Sangon Biotech (Shang Hai, China). 3-(4,5-Dimethyl-
2-thiazolyl)-2,5-diphenyl-2-H-tetrazolium bromide (CCK-
8) was purchased from Sigma-Aldrich (China). The primary
antibody for phospho-EGFR (Y1068, #4064) and phospho-
AKT (S473, #4007) was obtained from Bioworld Technol-
ogy. The primary antibody for phospho-MET (Y1234/Y1235,
#3077), total-MET (#8198), and phospho-ERK (T202/Y204,
#3510) was obtained from Cell Signaling Technology. The
secondary antibody (goat anti-rabbit IgG(H&L)-HRP, goat
anti-mouse IgG(H&L)-HRP) was obtained from Invitrogen.
The 𝛼-tubulin primary antibody was purchased from Cell-
way Biological Co., Ltd. Recombinant Human Hepatocyte
Growth Factor (hHGF) and Recombinant Human Epider-
mal growth factor (hEGF) were obtained from Peprotech.
Forenitib, a MET inhibitor, was purchased from Selleck. The
nitrocellulose membrane was obtained fromMerckMillipore
(Germany). RPMI1640, DMEM medium was purchased
from neuronbc (Beijing, China); fetal bovine serum (FBS)
was purchased from Biological Industries USA. Penicillin-
Streptomycin (100X), 0.25% Trypsin-EDTA (1X), and ECL
substrate solution were purchased from NCM Biotech
(Suzhou, China).

2.1.2. Instruments. Electrophoresis apparatus was purchased
from Beijing Liuyi Co., Ltd. The transmembrane instrument
was purchased from Biotool. Western blot images were
acquired on a chemiluminescence imaging system (Micro-
Chemi4.2). Microporous plate detector was purchased from
PerkinElmer, Inc.The inverted fluorescence microscope with
no eyepiece was purchased from AMG Co., Ltd. (EVOS f1,
America).

2.2. Cell Culture. All cells were cultured in 5% CO
2
in an

incubator (Thermo Fisher) at 37∘C. A549 cells and DU145
cells were cultured in RPMI1640 with 10% fetal bovine serum
and 1% penicillin and streptomycin.

2.3. Preparation of Cell Lysates. Cells were seeded in 35
mm dishes. When the cells reached 80% confluence, they
were starved for 24 h in 1640 supplemented with 0.2 %
FBS. After the starvation, the medium was changed and
incubated with different concentration of copper ion for
12 min in the incubator. Then the dishes were put on the
ice to stop the stimulation and washed twice by precooling
PBS and then lysed with lysis buffer (RIPA buffer with
1% phosphatase inhibitors and protease inhibitor). The cell
lysates were centrifuged at 14000 rcf for 10 min; then retain
the supernatant, saved in the -20∘C before use.

2.4. Western Blot Assay. The cell lysates were separated
by 8% SDS-PAGE electrophoresis and then transferred to
nitrocellulose membrane by semidry electrophoretic trans-
fer unit for 10 min. After blocking with 5 % BSA-PBST
(1×PBS with 0.1% Tween-20) solution for 1 h, the membrane
reacted with primary antibody (1:1000 dilution) overnight
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in 4∘C and secondary antibody (1:5000 dilution) for 1 h
in room temperature. Before imaging, the membranes were
reacted with ECL substrate solution (NCM Biotech Co., Ltd).
Chemiluminescent images were obtained using Bio-Imaging
Systems (MicroChemi4.2), and the density of bands was
quantified using Image Studio Lite software (Ver 3.1, Li-Cor).

2.5. Cell Viability Assay. TheA549 andDU145 (5.0× 102 cells)
were seeded at 96-well plate for 24 h. Then, the medium was
removed, and the cellswere pretreatedwith copper (II) ions at
various concentrations of 0 𝜇M, 5 𝜇M, 10 𝜇M, 20 𝜇M, 50 𝜇M,
and 100 𝜇M. Next, the cells were incubated under 5% CO

2

in a humidified incubator at 37∘C. After 2 days, cell viability
was evaluated using CCK-8 according to the manufacturer’s
instruction. CCK8 solution (10 𝜇l) was added to each well,
and the mixtures were incubated for 2 h at 37∘C. Absorbance
was then measured using a plate detector at 450 nm.

2.6. Wound Scratch Assay. Firstly, A549 cells were seeded in
a 12-well plate at a density that they should reach ∼70-80%
confluence as amonolayer after 24h of growth. Do not change
the medium, and wounds were then scratched in each cell
monolayer using a sterile 1 ml pipette tip. After scratching,
gently wash the well twice with medium to remove the
detached cells. Then, cells were further cultured with 50 𝜇M
copper (II) in the 1640 medium with 0.2 % FBS. The cell
motility was measured at 24 h by an inverted microscope.
The rate of wound healing was related to the ability of cell
migration and cell proliferation.

2.7. Statistical Analysis. Statistical analyses were performed
using GraphPad Prism 5 software (GraphPad Software, Inc.,
San Diego, CA). All data are presented as means ± SD, and
Student’s non-paired t-test was used for statistical analyses.
An overall variation among the different groups was analyzed
by One-way ANOVA statistical analyses. The asterisk marks
significant differences (∗P<0.05, ∗∗P<0.001).

3. Results

3.1. Copper (II) Promotes Ligand-Independent Activation of
RTK. RTK-mediated cellular signal pathway plays an essen-
tial role in the human body [1]. In order to explore the effect
of copper (II) on RTK-mediated cellular signal pathway, we
selected human lung cancer cell A549 and human prostate
cancer cell DU145.Wefirstly investigated the effects of copper
(II) on RTK phosphorylation and growth factors (HGF
or EGF). The results showed that copper (II) significantly
promoted the phosphorylation of EGFR in DU145 cells
(Figures 1(a) and 1(b)). Similarly, copper (II) induced the
phosphorylation ofMET inA549 cells (Figures 1(c) and 1(d)).
Both results demonstrated that RTK was able to be activated
by copper (II) ions. To investigate whether the kinase activity
plays a role in copper (II)-inducedRTKactivation, foretinib, a
potent inhibitor for MET, was utilized, and the result showed
that the pretreatment of foretinib significantly inhibited the
copper (II)-induced phosphorylation of MET in A549 cells
(Figures 1(e) and 1(f)). In conclusion, these data indicated

that copper (II)-promoted RTK activation is dependent on
RTK-dimerization and autophosphorylation (Figure 2(a)).
Both the phosphorylation of EGFR and that of MET were
upregulated when the concentration of copper (II) was
increased to 100 𝜇M (Figures 2(b) and 2(c)). Interestingly,
the phosphorylation of EGFR was significantly enhanced in
the presence of 100 𝜇M copper (II), suggesting the RTK is
dose-dependently activated by the treatment of copper (II).
We further characterized the time course of the copper (II)-
promoted RTK signal pathway to determine the optimal time
for copper (II) to stimulate the RTK-mediated cellular signal
pathway. Based on the time-dependent activation of MET by
copper (II), the best stimulation time for copper (II) is 10min
(Figures 3(a) and 3(b)).

3.2. Copper (II) Triggers RTK-Mediated Downstream Sig-
nal Pathways. We evaluated the RTK-mediated downstream
signaling pathways including Ras/mitogen-activated protein
kinase (Ras/MAPK) and phosphoinositide 3-kinase/protein
kinase B (PI3K/AKT). The A549 cells were cultured in the
different concentrations of copper (II) for 10 min and to
explore their effect on AKT and ERK phosphorylation. The
phosphorylation of both ERK and AKT was remarkably
upregulated with the increase of copper (II) concentration
(Figures 2(d) and 2(e)). We further characterized the time
course of copper (II)-activated RTK signaling. The A549
cells were cultured in 100 𝜇M of copper (II) for 0, 10,
20, and 30 min, respectively, and the phosphorylation level
of AKT and ERK1/2 in DU145 cell lysates was measured
by western blotting analysis. The data demonstrated that
the phosphorylation level of ERK1/2 at T202/Y204 residues
was significantly increased in the presence of copper (II)
compared with that in the control cells (Figure 3(a)). On
the other hand, PI3K phosphorylates and activates AKT,
contributing to migratory cell behavior [11]. We observed
robust time-dependent activation of AKT by copper (II)
(Figure 3(c)). In summary, both EGFR and MET signaling
were activated upon copper (II) ion stimulation. When the
concentration of copper (II) ion increased to 50 𝜇M, the
elevated phosphorylation of MET, AKT, and ERK signals
was observed as the copper (II) concentration increased,
suggesting that the RTK-mediated downstream signaling
pathways were promoted by copper (II) in a time-dependent
manner.

3.3. Copper (II) Promotes Cell Migration and Proliferation. To
study the impacts of copper (II) ion on cell viability, A549
and DU145 cells were exposed to copper (II) at different
concentrations for analysis. The A549 cells were exposed to
0 𝜇M, 5 𝜇M, 10 𝜇M, 20 𝜇M, 50 𝜇M, and 100 𝜇M copper
(II) for 48 h resulting in 100.0 ± 0.3%, 122.1 ± 6.2%, 125.1 ±
0.6%, 124.7 ± 0.8%, 125.0 ± 0.4%, and 82.3 ± 6.0% survival
rates, respectively (Figure 4(a)). The survival rates of DU145
cells treated with the different concentrations of copper ion
were 99.98 ± 0.9%, 100.3 ± 2.4%, 97.3 ± 0.5%, 92.4 ± 0.9%,
94.7 ± 3.0%, and 104.3 ± 0.0%, respectively (Figure 4(b)).
There was no remarkable change in the cell viability after
exposure with up to 50 𝜇M copper (II). Next, we used the
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Figure 1: Copper (II) promotes RTK activation analogous to the ligand-activated pathway. (a) DU145 cells serum-starved for 24 hours were
stimulatedwith 50 𝜇M copper (II) ion and 99 ng/ml EGF for 10 min, respectively. Copper (II) ion and growth factor on EGFR activation were
evaluated by western blotting. (b)The phosphorylation level of EGFR in each experiment was quantified and analyzed. Data are represented
as means ± S.D. of triplicate experiments (∗P<0.05, ∗∗P<0.001). (c) A549 cells were serum-starved for 24 hours and stimulated with 50
𝜇M copper (II) ion and 50 ng/ml HGF for 10 min, respectively. (d) The phosphorylation level of MET in each experiment was quantified
and analyzed. Data are represented as mean ± S.D. of triplicate experiments (∗P<0.05, ∗∗P<0.001). (e) A549 cells were serum-starved for
24 hours and pretreated without or with foretinib (100 nM) for 2 h. Then the cells were stimulated with 50 𝜇M copper (II) ion for 10 min
and subjected to western blotting analysis. (f) The phosphorylation level of MET in each experiment was quantified and analyzed. Data are
represented as mean ± S.D. of triplicate experiments (∗P<0.05, ∗∗P<0.001).

scratch wound assay tomimic the wound healing in vitro and
studied cell migration upon the stimulation of copper (II).
We investigated the effect of copper (II) on wound-closure
events after making an artificial wound in the monolayer of
A549 cells (Figure 5(a)). The treatment of copper (II) ion
significantly increased the wound-closure rates (34.7%) of
A549 cells (Figure 5(b)), indicating that copper (II) enhanced
the cancer cell migration. Moreover, copper (II) ion remark-
ably promoted cell proliferation (Figure 5(c)). Taken together,
copper (II) ion enhanced the cell functions including pro-
liferation and migration via the ligand-independent RTK
signaling pathway.

4. Discussion

In the present study, we validated that copper could initiate
the RTK-mediated signaling pathway and cell functions

analogues to the natural ligand biological effect. Interestingly,
copper ions used in the treatment of diseases are not suitable
for clinical use because of their toxicity, irritability, and
absorbability. However, the chelation of the copper ions can
reduce their toxicity and irritation and facilitate the cells to
absorb copper ions for biological functions [22]. A previous
study identified that copper chelate inhibits vascular injury
response and promotes angiogenesis for tissue repair [23]. In
our experiments, we have titrated the optimal concentration
of copper (II) for minimal toxicity to cells and demonstrated
that the cells survive and proliferate at the concentration up
to 100 𝜇M.

On the other hand, in this experiment, we mainly dis-
cussed the effect of divalent copper (II) on the cell signaling
pathway and cellular responses. It has been reported that the
monovalent copper ion is unstable in the solution, and it
is proved that the bivalent copper ion acts on the cell [15].
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Figure 2:Copper (II) induced the RTK-mediated cellular signal pathway in a concentration-dependent manner. (a) A549 cells were treatedwith
different concentrations of copper (II) ion for 10 min and the phosphorylation of EGFR, MET, AKT, and ERK was examined using western
blotting. The phosphorylation level of EGFR (b), MET (c), ERK (d), and AKT (e) in each experiment was quantified and analyzed. Data are
represented as mean ± S.D. of triplicate experiments (∗P<0.05, ∗∗P<0.001).

We determined the optimal time and concentration of the
response of the RTK signaling pathway upon copper (II)
stimulation. We demonstrated that copper (II) stimulated
cells with enhanced phosphorylation levels of RTK (EGFR
and MET). The potent inhibitor of MET abolished the effect
of copper (II) on phosphorylated-MET, suggesting copper
(II) might promote the dimerization-mediated autophos-
phorylation of RTKs. However, the detailed mechanism
should be further investigated. As the critical downstream
signaling events, the phosphorylation of ERK and AKT was
significantly elevated in the presence of copper (II) in both

time-dependent and dose-dependent manners. However,
copper transporter 1 was previously reported to be essential
for MAPK signal transduction induced by FGF, PDGF, and
EGF [24]. A potential explanation is that the major cop-
per influx transporter, CTR1, maintains copper-dependent
enzyme SOD1 which serves to inhibit phosphatases that limit
RTK signaling, thus activating the central elements of RTK
downstream signaling pathways. It has been reported that
copper transporters and copper chaperones play essential
roles in cardiovascular physiology and disease, including cell
growth, migration, angiogenesis, and wound repair [25, 26].
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Figure 3: Copper (II) ion stimulated the RTK-mediated signal pathway time-dependently. (a) The A549 cells were serum-starved and treated
with 100 𝜇M copper (II) for 0, 10, 20, and 30 min, respectively.The phosphorylation of MET, AKT, and ERK1/2 was examined using western
blot analysis. The phosphorylation level of MET (b) and AKT (c) in each experiment was quantified and analyzed. Data are represented as
mean ± S.D. of triplicate experiments (∗P<0.05, ∗∗P<0.001).
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Figure 4: Copper (II) ion exhibited minimal cytotoxicity on A549 and DU145 cells. A549 (a) and DU145 (b) cells are incubated with different
concentrations of copper (II) ions for 48 h. The cell viability in each experiment was determined using CCK8 assay. Data are represented as
mean ± S.D. of triplicate experiments.
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Figure 5: Copper (II) promoted wound healing and proliferation. (a) Copper (II) ion enhanced wound healing. The A549 cells were treated
with or without copper (II) ion (50 𝜇M), and the wound-closure events were captured by a light microscope.The images were taken at 0 and
24 h. The black lines indicate boundaries between cells in the monolayer and the scratched areas uncovered by cells. Scale bar: 1000 𝜇m. (b)
Relative wound-closure rate was measured and analyzed. Data are presented as means ± S.D. (n = 5) (∗∗P<0.001). (c) A549 cells were treated
with 50 𝜇M copper (II) and the relative cell proliferation at 24 h and 48 h was determined using CCK8 assay. Data are presented as means ±
S.D. (n = 5) (∗∗P<0.001).

Our data propose a new hypothesis that copper (II) might
directly activate RTK signaling probably via the enhanced
dimerization between monomer RTKs, which needs ulti-
mate validation. Moreover, in addition to Ras/MAPK, and
PI3K/PKB, the signal pathwaysmediated by RTK also include
JNK, P38 MAPK, Rac, and the JAK/STAT pathway [1]. There
are potential effects of copper (II) on other downstream
signaling pathways of RTK activation. Finally, copper was
previously demonstrated to be necessary for carcinogenic
BRAF signals and tumorigenesis via the binding-enhanced
kinase activity of copper (I) on intracellular MAPK [27].
Therefore, whether copper (II) can stimulate other signaling
pathways to affect the cancer cell behavior remains to be
further studied. In our research, we clearly evidenced that
copper (II) promotes the phosphorylation of RTK as well
as essential intracellular AKT and ERK pathways in two

different cancer cells, i.e., A549 and DU145, supporting the
hypothesis that the presence of high amounts of copper (II)
in a tumor microenvironment may promote the cancer cell
proliferation even if the natural ligands are deficient [28].
Thus, our results suggest that copper (II) significantly induces
ligand-independent RTK signal pathways and promotes both
cell migration and proliferation of malignant cells, which
provides useful data for the further study of the mechanism
of the effect of copper (II) on cancer cells. Thus, the under-
standing of role of copper (II) in cancer cell behaviors would
contribute to the careful clinical preevaluation on not only
the detectable ligands for RTK but also the concentration of
copper (II) in the tumor microenvironment. Nevertheless,
developing additive or synergistic treatment of copper (II)
chelation combined with RTK inhibitors may lead to a
potential survival advantage in cancer treatment.
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5. Conclusion

Our results demonstrated that copper (II) ions could induce
ligand-independent RTK-mediated signaling, promoting cell
proliferation and wound healing. Copper (II) ions are bioac-
tive ions and are crucial in the regulation of cell signaling
pathway and cellular behaviors.
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Exposure to a variety of environmental factors such as salinity, drought, metal toxicity, extreme temperature, air pollutants,
ultraviolet-B (UV-B) radiation, pesticides, and pathogen infection leads to subject oxidative stress in plants, which in turn affects
multiple biological processes via reactive oxygen species (ROS) generation. ROS include hydroxyl radicals, singlet oxygen, and
hydrogen peroxide in the plant cells and activates signaling pathways leading to some changes of physiological, biochemical, and
molecular mechanisms in cellular metabolism. Excessive ROS, however, cause oxidative stress, a state of imbalance between the
production of ROS and the neutralization of free radicals by antioxidants, resulting in damage of cellular components including
lipids, nucleic acids, metabolites, and proteins, which finally leads to the death of cells in plants. Thus, maintaining a physiological
level of ROS is crucial for aerobic organisms, which relies on the combined operation of enzymatic and nonenzymatic antioxidants.
In order to improve plants’ tolerance towards the harsh environment, it is vital to reinforce the comprehension of oxidative stress
and antioxidant systems. In this review, recent findings on the metabolism of ROS as well as the antioxidative defense machinery
are briefly updated. The latest findings on differential regulation of antioxidants at multiple levels under adverse environment are
also discussed here.

1. Introduction

The environment consists of a set of relationships between
livings and nonliving things and is perfectly balanced by
various natural processes. Each species influences its environ-
ment and, in turn, gets influenced by it. In general, numerous
environmental factors including salinity, drought, extreme
temperature,metal toxicity, air pollutants, ultraviolet light [1],
and high doses of pesticides as well as pathogen infection can
lead to subject oxidative stress in plants [2–6]. The oxidative
stress is caused either by the direct effects of environmental
stress or by indirect reactive oxygen species (ROS) generation
and accumulation, which damage a cell before elimination.
In order to evade stressors, animals are able to move and
escape. Plants as sessile organisms, however, have developed
complex strategies to release stressors. The plant cells will be
in a state of “oxidative stress” if the ROS quantity is more
than the inside defense mechanisms. It then exhibits growth
retardation under oxidative stress, including flower and leaf
abscission [7, 8], root gravitropism [9], seed germination [10],

polar cell growth [11], lignin biosynthesis in cell wall [12], and
cell senescence [13].

ROS include superoxide radical (O
2

∙−), hydroxyl radical
(OH∙), hydrogen peroxide (H

2
O
2
), singlet oxygen (1O

2
), and

so on [14, 15]. They are regarded as natural byproducts of
the aerobic way of life and are generated in different cellular
compartments like chloroplasts, peroxisomes, mitochondria,
and plasma membrane [16]. It is significant that the increase
of ROS level is highly reactive and affects a large variety
of cellular, physiological, and biochemical functions, such
as the disruption of plasma membrane via carbohydrate
deoxidation, lipid peroxidation, protein denaturation, and
the destruction of DNA, RNA, enzymes, and pigments [17–
20]. All of those result in the loss of crop yield and quality
[6, 21–27]. For example, in potatoes (Solanum tuberosum L.),
overexpression of AtCYP21-4, a protein involved in oxidative
stress tolerance, resulted in heavier tubers [28]. Similarly, in
rice (Oryza sativa L.), OsCYP21-4 overexpressing transgenic
plants exhibited higher biomass and productivity with 10-
15% higher seed weight than in the WT [28]. Besides, in
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sweet oranges (Citrus sinensis L. Osbeck), overexpression of
CitERF13 in citrus fruit peel resulted in rapid chlorophyll
degradation and led to the accumulation of ROS [29, 30].
Moreover, in Arabidopsis (Arabidopsis thaliana), mutants
of the singlet oxygen (1O

2
) overproducing flu and chlo-

rina1 (ch1) have shown that 1O
2
-induced changes in gene

expression can lead to either PCD or acclimation [31]. In
conclusion, all of those observations demonstrate that ROS
have a significant impact on crop yield and quality.

In the past several decades, research on oxidative stress
was mainly focused on Escherichia coli. In the past ten
years, however, it has moved beyond animals (e.g., human)
to plants, particularly model plants and crops (e.g., Ara-
bidopsis thaliana, rice). It has substantially increased the
understanding of the role and action of oxidative stress
in general development-defense and environment-related
responses [32–35]. Plants evolved their own antioxidant
protection mechanism to maintain a dynamic balance of
ROS, since the overcounteraction of ROS leads to the loss of
an important intracellular signaling molecule [36].

This review primarily deals with the metabolism of
ROS in plants and gives a brief introduction to the types,
generation sites, and induced oxidative stresses of ROS.Then,
we will focus on the antioxidative defense machinery in
resisting the risk of overproduced ROS under disadvanta-
geous environments and summarize recent researches on
different environmental factors in regulating oxidative stress
in plants.

2. The Metabolism of ROS in Plants

2.1. The Types of ROS. The most common ROS include
O
2

∙−, 1O
2
, H
2
O
2
, and OH∙. The environment of molecular

oxygen (O
2
) is generally inactive due to its electron con-

figuration [37]. But the unbalanced metabolism of O
2
can

lead to the production of ROS, which include both free
radicals (O

2

∙−, superoxide radical; OH∙, hydroxyl radical;
HO
2

∙, perhydroxyl radical; and RO∙, alkoxy radicals) and
nonradical molecules (H

2
O
2
, hydrogen peroxide; and 1O

2
,

singlet oxygen) [5, 15, 38].
Among the various types of ROS, H

2
O
2
received most

attention. It plays a vital role in the regulation of senescence
process [39], stomatal behavior [40], cell wall crosslinking
[41], regulation of the cell cycle [42], photosynthesis [43],
stress acclimation [44], and antioxidative defense [45]. In
addition, it is indicated that H

2
O
2
can interact with other

signal molecules such as abscisic acid (ABA), auxin, brassi-
nosteroid (BR), and ethylene, which are important for plant
development and senescence [46–48]. Both ABA and BR
induce heat and paraquat tolerance via H

2
O
2
produced by

RBOH1 in tomato (Solanum lycopersicum L.) [49]. Moreover,
ethylene mediates UV-B-induced stomatal closure through
peroxidase-dependent H

2
O
2
production in Vicia faba [50].

Besides, ethylene-induced stomatal closure is required for
H
2
O
2
synthesis, and both ethylene and H

2
O
2
signaling

mediate in guard cells in Arabidopsis [51]. The specificity
of these responses allowing different signaling transduction
pathways to act according to surrounding environmental
triggers perceived and the physiological status of the plants is

likely to be determined by spatial-temporal changes in H
2
O
2

production and accumulation.
Several recent studies have demonstrated that H

2
O
2
is

involved in stress signal transduction pathways, which can
activate multiple acclamatory responses that reinforce resis-
tance to various biotic and abiotic stressors. Overexpression
of pepper (Capsicum annuum) CaWRKY41 in Arabidop-
sis indicated that it impaired Cd tolerance, enhanced Cd
levels through activating Zn transporters, and accelerated
H
2
O
2
accumulation. On the contrary, CaWRKY41 silenced

via VIGS in pepper plants displayed increased Cd toler-
ance and reduced H

2
O
2
levels [52]. Mutations of Cu/Zn-

SOD1 (csd1), csd2, and sodx led to enhanced resistance to
Magnaporthe oryzae and increased H

2
O
2
accumulation in

rice. Further studies revealed that they altered the expres-
sion of CSDs and other SOD family members, resulting
in increased total SOD enzyme activity and leading to
higher H

2
O
2
production compared to WT [53]. These

transgenic studies established the role of H
2
O
2
in the for-

mation of plant tolerance to different biotic and abiotic
stresses.

2.2. The Production Sites of ROS. ROS are generated in both
unstressed and stressed plant cells. Gradual reduction of
O
2
by high-energy exposure or electron-transfer reactions

leads to the production of highly reactive ROS. In plants,
the activation of ROS is energy dependent and requires an
unavoidable leakage of electron from the electron transport
activities of chloroplasts, peroxisomes, mitochondria, plasma
membranes, endoplasmic reticulum (ER), apoplasts, and
cell wall or as a byproduct of various metabolic pathways
localized in different cellular compartments [48, 54–59].

Chloroplasts and peroxisomes are the main ROS gener-
ators in the presence of light, whilst the mitochondria are
the chief sources of ROS production under dark conditions
[1]. The chloroplast consists of a highly ordered system
of thylakoids, which harbors the efficient light-capturing
photosynthetic machinery. Photosystem (PS) I and PSII form
the core of the light-harvesting systems in the thylakoids
and are the primary sources of ROS generation [60, 61].
Near the reaction centers of PSII, O

2
may produce 1O

2
when

there is overexcitation of chlorophyll under stress conditions.
Besides, O

2

∙− may also be formed at PSI via Mehler reaction
[62] or at PSII during electron transfer to O

2
through QA and

QB [55]. Additionally, due to the activities of flavin oxidases,
peroxisomes are themain sites ofH

2
O
2
generation [58, 63]. In

mitochondria, O
2

∙− andH
2
O
2
may be generated by univalent

reduction of O
2
near electron transport chain in plant cell

[57].
Apart from those organelles, there are cellular sites

mediated in the generation of ROS. At plasmamembrane that
plays a vital role in sensing environmental conditions, local-
ized NADPH-dependent oxidase transfers electrons from
NADPH on cytoplasmic side to O

2
producing O

2

∙− [59]. ER
also mediates the generation of O

2

∙− by Cyt P
450

[64]. During
harsh environmental conditions, the apoplast is rendered
for H

2
O
2
production by stress signals combined with ABA

[65]. As cell wall localized peroxidase(s), diamine/polyamine
oxidases and oxalate oxidase produceH

2
O
2
that may, in turn,
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be metabolized to OH∙ by the activity of class III peroxidases
[66, 67].

2.3. Oxidative Damage. When the level of ROS is low or
moderate, they function as second messenger that mediates
a series of reactions in plant cells, including stomatal closure,
programmed cell death (PCD) [23], gravitropism [81], and
acquisition of tolerance to both abiotic and biotic stresses
[82]. However, in the past two decades, it has become more
and more evident that all types of ROS at a high con-
centration are significantly harmful to organisms. Constant
environmental stresses for plants will lead to the generation
of superfluous ROS which cannot be completely disposed by
the active oxygen scavenging system. Therefore, important
physiological actions should be exerted, such as peroxidation
of lipids, oxidation of nucleic acids, denaturation of proteins,
inhibition of enzyme activity, and even activation of PCD
pathway [55, 59].

Themajor targets of oxidative damage caused by ROS are
lipids and proteins in plant cell.The oxidative decomposition
of polyunsaturated lipids in plasma membrane, which is
known as lipid peroxidation, occurs in every organism and
is often considered as an indicator to determine the extent of
lipid damage under severe conditions [83–85]. It is now well
demonstrated that lipid peroxidation starts a reaction chain
that can also create other reactive products such as ketones,
aldehydes, and hydroxyl acids and can modify proteins,
by oxidation of some amino acid residues [86, 87]. The
activity of the protein is altered due to modifications such as
glutathionylation, carbonylation, nitrosylation, and disulfide
bond formation [88].

3. Antioxidative Defense System in Plants

Environmental factors such as salinity, drought, chilling,
metal toxicity, air pollutants, UV-B radiation, and high doses
of pesticides as well as pathogen infection lead to enhanced
production of ROS in plant cells [89, 90]. Plenty of studies
demonstrated the significance of intracellular antioxidant
defense machinery against a variety of stresses [91–93].
This antioxidant defense machinery includes enzymatic and
nonenzymatic components to scavenge ROS, and it operates
at different subcellular compartments such as chloroplasts,
peroxisomes, plasma membranes, and ER [59]. Enzymatic
antioxidants contain enzymes such as superoxide dismutase
(SOD), catalase [84], guaiacol peroxidase (GPX), ascorbate
peroxidase (APX), guaiacol peroxidase (GPOX), monodehy-
droascorbate reductase (MDHAR), dehydroascorbate reduc-
tase (DHAR), glutathione reductase (GR), and glutathione S-
transferases (GST) and nonenzymatic antioxidants which are
ascorbic acid, glutathione, carotenoids, tocopherols, proline,
glycine betaine, and flavonoids [94]. Additionally, NADPH
oxidases and respiratory burst oxidase homologues (RBOHs)
are also known to be major components of ROS production
system in plants [95].

Initially, most of the studies on antioxidative defense
system were focused on enzymatic characteristics due to
the limitations of the experimental conditions. The enzymes
of SOD, APX, CAT, etc. have been widely investigated in

order to understand the antioxidative defense mechanisms
in response to oxidative stress induced by various envi-
ronmental factors. For instance, in alfalfa (Medicago sativa
L.), after NaCl treatment, Xinmu No. 1 exhibited higher
enzymatic activity of SOD, APX, and CAT in its shoots
and roots than Northstar and, meanwhile, showed lower
levels of H

2
O
2
production and lipid peroxidation [96]. In

another example, blue light illumination increased fruit color
index, enhanced the activities of SOD, CAT, and APX, and
maintained lower levels of H

2
O
2
in strawberry (Fragaria

vesca), which demonstrated that the treatment of blue light
maintains fruit quality and increases nutritional value in
strawberries due to the strengthening of both antioxidant
systems and free radical elimination capabilities [97].

Subsequently, with the development of molecular cloning
technology, researches on the functions of antioxidant genes
generated many new insights into this area. The dynamic
transcription activity of ROS-scavenging enzymatic genes
has been widely characterized. In pear (Pyrus communis L.),
the expression of SOD, CAT, and APX were significantly
upregulated over 24, 48, 72, and 96 h after inoculation
of Erwinia amylovora, comparing to the controls [98]. In
cotton (Gossypium hirsutum), the expression patterns of 18
GhSOD genes were tested in different abiotic stresses, which
indicated that they may play a very crucial role in ROS
scavenging caused by various stresses through genome-wide
characterization [99]. These expression patterns of SOD,
CAT, and APX in pear and GhSOD suggest that they are
associated with the antioxidative defense process. There have
been a large number of similar studies on antioxidant genes
expression in plants, focused mainly on the mRNA level, but
further functional studies are limited.

In recent years, numbers of transgenic plants such as
Arabidopsis, tomato, rice, tobacco, and maize have been
developed with disposed expression of antioxidant enzymes
that exhibited increased tolerance to salinity, extreme temper-
atures, and drought stress [100]. Jing et al. reported that over-
expressingKandelia candel KcCSD (a Cu/Zn SOD) in tobacco
showed salinity tolerance in the aspect of lipid peroxidation,
root growth, and survival rate and enhanced SOD and CAT
activity compared to wild type (WT)[68]. Likewise, overex-
pression of Chinese cabbage (Brassica campestris) BcAPX2
and BcAPX3 in Arabidopsis improved seed germination rate
and showed amazing high temperature tolerance via efficient
scavenging of cellular H

2
O
2
[73]. In Arachis hypogaea, trans-

genic AhCuZnSOD in tobacco plants resulted in enhanced
salinity and drought tolerance as indicated by better seed
germination and higher chlorophyll content compared toWT
[69]. Notably, overexpression of a single gene could increase
plant tolerance to different stresses andmany researchers paid
close attention to transgenics with overexpression of SOD for
enhancing stress tolerance [90].

As science advances, a growing amount of researches
show that the stress tolerance can develop markedly by
applying the simultaneous coexpression of genes involved
in metabolic pathways. Xu et al. (2014) coexpressed MeCu/
ZnSOD and MeAPX2 in cassava (Manihot esculenta Crantz)
and tested the tolerance of transgenic plants against oxidative
and chilling stresses. After exposure to 100 𝜇M methyl
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viologen and 0.5 M H
2
O
2
, the result exhibited a lower

level of chlorophyll degreening, lipid peroxidation, and
H
2
O
2
accumulation along with a higher level of activities

of SOD and APX in transgenic plants than the WT [75].
Similarly, coexpression of Brassica rapa BrMDHAR and
BrDHAR genes via hybridization conferred tolerance to
freezing [101]; cotransformation of cytSOD and cytAPX led to
salinity tolerance in transgenic plums [102]; coexpression of
PaSOD and RaAPX genes from Potentilla atrosanguinea and
Rheumaustral, respectively, in transgenicArabidopsis showed
increased salt tolerance through regulating lignin deposition
[70].

Genes encoding enzymes required for antioxidative
defense have been widely studied in several types of plants.
However, research on the transcriptional regulation of
antioxidant enzymes remains limited and mainly focuses on
the oxidative stress-related transcription factors including
AP2/ERF, NAC, MYB, and bHLH family [15, 103–105]. For
example, overexpression of the buckwheat (Fagopyrum tatar-
icum) FtbHLH3 in Arabidopsis resulted in enhanced drought
tolerance, which was attributed to not only the lower level
of H
2
O
2
but also the higher activities of SOD and CAT as

well as the higher photosynthetic efficiency in transgenic lines
compared to WT [106]. Overexpressing of rice miR529a led
to enhanced plant resistance to high level of H

2
O
2
, which

manifested as improved seed germination rate and increased
SOD and POD activities, as well as reduced leaf rolling
rate and chlorophyll content [107]. However, the underlying
regulatory mechanisms specific to antioxidant enzymes are
still not fully characterized and should be further explored.

4. The Impact of Environmental Factors on
Plant Oxidative Stress

4.1. Salinity. Soil salinity is a major issue that limits the
productivity and quality of the agricultural crops inmany arid
and semiarid regions of the world. Hypersaline conditions
impact the stressed crops atmultiple aspects such as oxidative
stress, genotoxicity, ionic imbalance and toxicity, nutrition
deficiency, and osmotic stress, resulting in subhealthy status
of the plants [108]. As a consequence, plant cells decrease
photosynthetic electron transport and generate excessive
ROS. To counteract the deleterious effects mentioned above,
plants have developed various strategies, including salt com-
partmentalization and exclusion [109].

In plants, all enzymatic scavengers operate together to
conquer salt stress for better growth and development. In
maize seedlings organs including roots, mature leaves, and
young leaves, the activities of CAT and DHAR increased in
all organs of salt-treated plants, while SOD, APX, GST, and
GR increased specifically in the roots after NaCl treatment
[110]. Two local wheat salt-tolerant cultivars, BARI Gom
27 and 28, displayed reduced accumulations of H

2
O
2
and

higher activities of CAT, peroxidase, and APX than salt-
sensitive cultivars in virtue of reduced oxidative damage [111].
In the above reports, higher expression level of enzymatic
antioxidants induced by salt treatment suggests an efficient
way to decrease saline toxicities. However, some studies
also indicated that differential expression behavior of these

enzyme genes, the salinity extent, and the exposure time as
well as the plant developmental stagewillmake the expression
levels different [53, 71, 72].

Due to the significance of antioxidant enzymes, genetic
engineering with altered antioxidant entities through over-
expression of their pathway genes has been conducted to
improve salt tolerance in various crops [72]. Zhou et al. (2018)
demonstrated that Tyr-210 is a major phosphorylation site in
CatC and is activated by STRK1 (receptor-like cytoplasmic
kinase). Moreover, phosphorylating and activating CatC
by overexpressing STRK1 regulated H

2
O
2
homeostasis and

indeed improved salt and oxidative tolerance. Importantly,
overexpression of STRK1 in rice enhanced rice seedling
growth status; meanwhile, the loss of grain yield under salt
stress was significantly limited [112]. Guan et al. (2015) found
that the expression ofPutAPX was upregulatedwith extended
exposure to NaHCO

3
, NaCl, H

2
O
2
, and PEG6000 treatment

in Puccinellia tenuiflora. Furthermore, when grown with 150
or 175 mM NaCl, transgenic Arabidopsis plants overexpress-
ing PutAPX displayed increased tolerance of saline toxicity
and decreased level of lipid peroxidation [71].

4.2. Drought. Drought is an important environmental stress
for plant growth that ultimately causes the reduction in crops
yield in a global warming world, especially for commercial
crops including rice, wheat, and maize [113]. Nevertheless,
plants have evolved multiple strategies to minimize the dam-
age during drought conditions [108]. It is demonstrated that
the key process in plant physiological response to drought is
the production of ROS, which causes progressive oxidative
damage, stunted growth, and eventual cell death when ROS
level reaches a certain threshold [89].

Several researches indicated that sustainable tolerance to
drought stress could be achieved by increasing the expres-
sion/activity of ROS scavenging-related genes/enzymes [96].
For example, overexpression (OE) of OsLG3 (a ERF family
transcription factor) increased rice drought tolerance by
modulating ROS homeostasis through upregulation in the
OE lines and downregulation in the RNAi lines of the expres-
sion of 10 ROS scavenging-related genes (APX1,APX2,APX4,
APX6, APX8, CATB, POD1, POD2, SODcc1, and FeSOD)
[114]. Moreover, Xu et al. (2016) reported that the increasing
cytokinin production through overexpression of isopentenyl
transferase (ipt) alleviated drought damage and promoted
root growth in Agrostis stolonifera. Further enzymatic assays
and transcript abundance analysis showed that CAT, SOD,
POD, and DHAR were much higher in roots of a transgenic
line overexpressing ipt under drought stress [74]. In another
example, Arabidopsis ZAT18 (a C2H2 zinc finger protein) OE
plants exhibited less leaf water loss, lower content of H

2
O
2
,

higher leaf water content, and higher activities of POD and
CAT after drought treatment when compared with the WT
[115].

The significant roles of oxidant enzymes in ROS scav-
enging also have been suggested by studies with transgenic
plants. Wang et al. (2005) demonstrated that overexpression
of pea (Pisum sativum)MnSOD in rice showed reduced elec-
trolyte leakage compared toWT leaf slices after polyethylene
glycol 6000 treatment, which could induce drought stress
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Table 1: Antioxidant enzymatic defense mechanism in response to oxidative stress induced by various environmental factors.

Environmental factors Antioxidant enzymes
Plant

species/source
crop

Recipient crop References

salinity Cu/ZnSOD, CAT Kandelia candel tobacco [68]

SOD Arachis
hypogaea [69]

PaSOD, RaAPX
Potentilla

atrosanguinea
Rheum austral

Arabidopsis [70]

PutAPX Puccinellia
tenuiflora Arabidopsis [71]

OsAPX Oryza sativa knockout [72]

drought APX Solanum
melongena

Oryza sativa [73]

[74]

chilling SOD, APX Manihot
esculenta [75]

Glutaredoxins Arabidopsis
thaliana Solanum lycopersicum [76]

metal toxicity GR Cannabis sativa Cannabis sativa [77]
GSH synthetic Oryza sativa [78]

UV-B radiations APX, SOD, POD, CAT
Pisum sativum

Cassia
auriculata

[79]

pathogens peroxidase expression Oryza sativa mutation [80]

[116]. Lu et al. (2010) reported that overexpressing APX and
Cu/ZnSOD in chloroplasts of sweet potato improved the
capacity of drought tolerance and recovery in plants. It also
exhibited enhanced photosynthetic activity when suffered
drought stress, compared to WT [117].

4.3. Chilling. Chilling stress is a major restriction of crops
growth, production, and distribution. Enhancing crop chill-
ing tolerance is thus vital to crops yield increase. As chilling
induces oxidative stress and results in lipid peroxidation,
chlorophyll degradation, etc., chilling tolerance is thusmainly
associated with antioxidant enzyme activities enhancement
and corresponding H

2
O
2
accumulation reduction (Table 1).

Glutaredoxins (GRXs), as common oxidoreductases,
mainly utilize the reducing power of glutathione to break
disulfide bonds of substrate proteins and maintain cellular
redox homeostasis. It has been reported that the expres-
sion of AtGRXS17 in tomato conferred transgenic tomato
chilling stress tolerance without any growth defects showing
up. Compared with wild-type plants, tomato expressing
AtGRXS17 exhibits lower ion leakage and increased maximal
photochemical efficiency when challenged by cold [76]. Solu-
ble sugar in those transgenic tomato plants also accumulates
to a higher level.

Xu et al. (2014) coexpressed MeCu/ZnSOD and MeAPX2
in cassava (Manihot esculenta Crantz) to enhance tolerance
against oxidative attributed to chilling stresses. Specifically,
higher levels of antioxidative enzymes activities and lower
levels of chlorophyll degradation, lipid peroxidation, and
H
2
O
2
accumulation were detected in transgenic plants after

exposure to H
2
O
2
and methyl viologen, a ROS-generating

reagent [75]. Similarly, BrMDHAR and BrDHAR coexpres-
sion in Brassica rapa via hybridization elevated the plant
resistance to freezing [101].

4.4. Metal Toxicity. Since the industrial revolution, heavy
metal environmental pollution has become so serious that
an increasing number of scientists are engaged in relevant
scientific research. Usually, the concentrations of heavy
metals determine their negative impacts on plants and the
environment [118]. Plants then exhibit their ability to avoid
the detrimental impacts when the amount of heavy metals
is controlled in a natural level [119]. There has already been
evidence suggesting that excessive level of heavy metals
impairs homeostasis and increases ROS production in the
plant cells [120].

Due to the redox ability, heavy metals absorbed by
plants are involved in several mechanisms that produce free
radicals. As redox-active elements, iron (Fe), copper (Cu),
chromium [121], etc., can participate in a redox-cycling reac-
tion, resulting in the production of toxic hydroxyl radicals
which seriously damage the living cells. Mannitol exhibits
the ability to activate the antioxidant enzyme which might
be helpful to alleviating pathological symptoms in wheat
(Triticum aestivum L.) when challenged by Cr stress [122].
As for other metals without redox capacity, such as lead (Li),
cadmium (Cd), mercury (Hg), zinc (Zn), and nickel (Ni), the
primary route for their toxicity is to suppress the antioxidative
system, which can be achieved by depleting glutathione and
binding sulfhydryl groups of antioxidative enzymes including
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reductases, superoxide dismutase, and catalases [77]. They
also meddle with photosynthetic process and consequently
increase the superoxide and singlet oxygen generation within
the cells [123]. As highlighted by several authors, the inten-
sity of oxidative stress induced by heavy metals depends
on species and varies across disparate genotypes, tissues,
and/or developmental stages. In general, metal-susceptible
plants displaymarked symptomsunder oxidative stress, while
metal-resistant plants display only mild or even no oxidative
damages [119].

In addition to the antioxidant responses in plants, there
have been a number of chemicals reported that may reduce
the uptake of heavy metals and ameliorate the oxidative stress
in plants. For example, the biochar derived from Citrus epi-
carp inhibited Abelmoschus esculentus (L.) Moench (okra) to
absorb Cd from low Cd stress environment [124]. Decreasing
Cuuptake and oxidative damage through applying exogenous
SNP (Sodium Nitroprusside) and GSH (Glutathione) also
alleviated copper toxicity in rice seedlings [78]. Besides, some
fungus can provide plants with protections via mycorrhiza-
tion [125].

4.5. UV-BRadiations. UV-B radiation (280 - 315 nm) accom-
panies exposure to sunlight and is an inevitable abiotic factor
for photosynthetic organisms. When plants are exposed to
high level of UV-B radiation, a plethora of cell components,
particularly the cellular macromolecules (DNA and protein),
are interfered, and oxygen radicals are induced as a conse-
quence. The effects of these radiations vary from the applied
dose and sensitivity of living plant cells to the action of
radiation type [126].

It has been known for many years that exposure of
crop plants to physical radiations such as ionizing FN and
nonionizing UV-B generates excessive free radicals which
give rise to cytogenetic changes in plants [79]. A current
study observed that almost all irradiation exposure doses of
FN and UV-B exhibited special interference with meiotic-
pollen mother cells and pollen grains leading to the geno-
toxic effect in Vicia faba L. [127]. The RUS1/RUS2 (Root
UV-B Sensitive) complex, which works in UV-B-sensing
pathway in root, is involved in seedling morphogenesis and
development at early stages in Arabidopsis. In the absence
of RUS1/RUS2 complex, the development of seedling is
interfered with due to the dramatically increased signal
generated from photoreceptors after the perception of UV-B
[128].

4.6. Pathogens. Pathogen infection which causes plant dis-
eases and epidemics has threatened plant growth, crop yield,
and food security worldwide. Diverse and rapidly evolving
characters make pathogen one of the most disastrous threats
for plants. Different fromvertebrates, sessile plants developed
a conserved, unique yet sophisticated immune system to
combat invading pathogens. Physical and chemical barriers
deal with most of the microbes, while specific resistance
responses termed host resistance handle the rest of them.
When plants perceive PAMPs (Pathogen-associated Molec-
ular Patterns), a multitude of immune responses within the
cells will be triggered [129, 130].

ROS production is one of the responses mentioned above
that bursts rapidly and transiently. It is mediated by NADPH
oxidases located in plasma membrane, belonging to the
respiratory burst oxidase homolog (RBOH) family [131–133],
as well as apoplastic peroxidases (PRXs). The mechanism
of RBOH in stress response is well studied [134]. Kadota et
al. (2014) has demonstrated that RBOHD phosphorylation
mediated by BIK1 has biological significance for stomatal
closure, ROS burst, and disease resistance against bacterial
pathogens in PTI (PAMP-triggered immunity) [95]. Another
example of ROS-related defense response is regulated by
ACD11, whose binding partners are Arabidopsis BPA1 and
its homologs. Those binding partners can be targeted by an
effector, RxLR207, derived from Phytophthora capsici., and
then ROS-mediated cell death, which is indispensable for
virulence of P. capsici., is activated [135].

Another way to enhance plant disease resistance is to
prevent H

2
O
2
degradation catalyzed by peroxidases and to

increase ROS burst to eliminate invading pathogens. A recent
discovery found a naturalmutation of the transcription factor
that suppresses peroxidase expression and confers broad-
spectrum blast resistance in rice [80].

Nevertheless, the transcriptional regulation of ROS-
related genes in the apoplast remains largely controver-
sial. For example, the expression of the apoplastic peroxi-
dases coding genes PRX33 and PRX34 enhanced cytokinin-
mediated stomatal immunity and plant resistance to bacteria
[136]. It has also been reported that plants knocked down
PRX33 and PRX34 exhibited enhanced disease resistance to
the necrotrophic fungus Alternaria brassicicola [137].

Although ROS burst and accumulation cause damage
to plant cells, the generation of ROS is indispensable in
plant immunity. Owing to the signaling and bactericidal
functions of ROS, short-term oxidative stress is utilized by
plant immune system as an effective way to defend against
pathogens. The dual roles of ROS in signal transduction help
plants detect pathogen invasion. Still, the production of ROS
needs to be strictly regulated to control its function.

ROS and Ca 2+ waves contribute to rapid systemic
signaling, which is crucial to plant adaptation to abiotic
stresses [138]. Besides, plant resistance to pathogens can
be attenuated or enhanced by abiotic stress factors [139].
ROS production bursts in a few minutes after immunogenic
treatment; thus, this biological process can be detected to
uncover the contribution of those plant components that are
necessary in the burst of early immune responses [133].

5. Conclusions

Plants face a variety of pressure during their growth, espe-
cially environmental pressure including salinity, drought,
extreme temperature, metal toxicity, UV-B radiation, pesti-
cides, and pathogen infection. They adapt to those conditions
with adjustments at molecular, biochemical, and physiolog-
ical levels, especially via antioxidant systems. Although the
general process of ROS formation as well as the antioxidative
defense of plants (Figure 1) are understood, it is still unclear
how plants detect stresses and prepare themselves for the
incoming threats because of the extremely reactive nature and



BioMed Research International 7

Signal Observance, 
Recognition, Transduction 

and Regulation

Environmental Stress
(salinity, temperature, drought, metal 
toxicity, UV-B radiations, pathogens)

Production of ROS
(O2

·- , 1 O2 , OH., H2O2)

Antioxidative 
Defense 

Mechanism

Enzymatic Antioxidants
(SOD, CAT, GPX, APX, GPOX, 
MDHAR, DHAR, GR, GST)

Non-enzymatic Antioxidants
(GSH, AA, carotenoids, proline, 
tocopherols, glycine betaine, flavonoids) 

Oxidative Stress
(lipids, proteins, DNA)Cell Death

Figure 1: Environmental stress induced ROS generation, antioxidative defense, and cell death in plant.

short half-life of ROS. In recent studies, genetically modified
plants with overexpressing functional genes have shown
promising traits in combating oxidative stress. Moreover, to
achieve high tolerance against various adverse environments,
efforts should be made to generate transgenic plants by
coexpressing multiple effective genes.
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Impaired intestinal mucosal integrity and immunity are frequently observed in low-birth-weight (LBW) animals, which lead to
inadequate growth and high neonatal mortality. However, the mechanisms of intestinal dysfunction in LBW animals are still
unclear. Milk fat globule membrane (MFGM), a protein-lipid complex surrounding the fat globules in milk, has many healthful
benefits for animals. Therefore, this study was conducted to explore the effect of MFGM supplementation on intestinal injury and
inflammation in LBW mouse pups while being challenged with lipopolysaccharide (LPS). C57BL/6J LBW female neonatal mice
were fed on breast milk and divided into four groups, including two normal diet groups (ND; CON group and LPS group) and
the diet supplemented with two dosages of MFGM, namely, MFGM100 (ND plus MFGM at 100 mg/kg BW) and MFGM200 (ND
plus MFGM at 200 mg/kg BW) from postnatal day (PND) 4 to PND 21. At PND21, pups from the LPS group, MFGM100 group,
and MFGM200 group were injected intraperitoneally with LPS while the pups from the CON group were injected with equivalent
volume of sterile saline. After 4 h of LPS administration, all pups were slaughtered and then the plasma, mid-ileum, andmid-colon
tissue samples were collected. Our results showed thatMFGM supplementation promoted the body weight from PND16 to PND21
and attenuated intestinal inflammationmanifested by reduced histological damage, decreased secretion of TNF-𝛼, IL-6, IFN-𝛾, and
IL-1𝛽, and improved oxidative stress characterized by increased SOD activity and decreased secretion of MDA. Expression of tight
junction proteins (ZO-1, occludin, and claudin-1),MUC1, andMUC2 was increased in MFGMpresupplemented groups compared
to the LPS-challenged mice with normal diet. Meanwhile, the expression of proinflammatory cytokines and TLRs was decreased
by MFGM presupplementation. Collectively, MFGM is a critical nutrient with an ability to improve the growth performance of
LBWmouse pups, especially during the LPS challenge, by promoting the intestinal epithelial integrity and inhibiting inflammation
through activating of TLR2 and TLR4 signals.

1. Introduction

Infants with low birth weight (LBW) have higher morbidity
and mortality than normal birth weight infants during
their neonatal period as an outcome of intrauterine growth
restriction (IUGR) [1], whichwas defined as impaired growth
and development of the mammalian embryo/fetus or its
organs during pregnancy [2]. Despite advanced prenatal care
for both mothers and fetuses, approximately 15% of human

infants suffer from LBW worldwide [3] and approximately
15-20% of newborn piglets suffer from IUGR [4]. Neonates
with LBW show impaired intestinal development, nutrient
metabolism, and immune function in both human-beings
[5, 6] and animal models [2, 7, 8]. Metabolic programming
and the alterations in early physiological may proceed to
intestinal dysfunction during the neonatal period [9]. During
this critical window, nutrition is the principal contributor
to the development of immune and metabolic and the
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establishment of microbes [10]. Epidemiological studies also
indicated that the LBWhumans or animals are in high risk of
metabolic disease in their later life [11]. Therefore, exploring
novel strategies to improve the development of LBW animals
or human infants during their suckling period is paramount
and has prospects for practical applications.

Milk fat globule membrane (MFGM), derived from the
apical surface of mammary epithelial cells and composed of
proteins and lipids [12], could protect the milk fat globules
and retard their physical destabilization in milk [13, 14]. Sev-
eral studies have found that supplementation of the MFGM
could decrease the infection and inflammation in rodent
models [15] and promote the gut mucosal integrity during
lipopolysaccharide (LPS)-induced intestine inflammation in
male BALB/c adult mice [16], suggesting that MFGM possess
a function of antibacterial and anti-inflammatory activity
[16]. In addition, MFGM has attracting attentions in related
metabolic disorders in high fat diet induced obese mice
[17]. MFGM treatment on human infants and neonatal
piglets could improve the neurodevelopment and increase
the cognitive as compared to the control formula, reaching a
similar effect to those of breastfed infants [18–20]. However,
previous studies showed no significant effects of MFGM
supplementation on weight gain and feed intake of normal
birth weight mice during early life and adulthood time
[16, 21]. Whether MFGM can promote the growth of LBW
newborns or alleviate the intestinal inflammation and injury
induced by LPS challenge is unknown. We hypothesized
that MFGM supplementation could attenuate the intestinal
inflammation and damage in LBW pups, especially while
being challenged with LPS. Therefore, the present study
was conducted to investigate the protective effect of MFGM
against intestinal injury in LBWmice during neonatal growth
and LPS challenge, as well as the possible mechanisms.

2. Materials and Methods

2.1. Animals and Treatments. All experiments were per-
formed in accordance with the Health Guide for Care and
Use of Laboratory Animals by China Agricultural Uni-
versity. C57BL/6J female mice were obtained from Sibeifu
Inc. (Beijing, China). All mice were housed under a 12 h
light/dark cycle, a constant temperature (24∘C), and 50%
humidity. Pregnant mice were housed individually with ad
libitum access to normal chow diet (KeAoXieLi Feed Co.,
Ltd., Beijing, China). At birth, pups were spontaneously
delivered from female mice and their body weights were
recorded. A low-birth-weight (LBW) pup was defined when
its birth weight was lower than 2 SD (standard deviations)
of the mean birth weight of their littermates [22, 23]. On
postnatal day (PND) 4, LBW female mice (n = 32) were
cross-fostered to adjust the litter size among these groups and
were divided into four groups (n = 8 pups/group), including
two normal diet groups (ND; CON group and LPS group)
and the diet supplemented with two dosages of MFGM,
namely, MFGM100 (ND plus MFGM at 100 mg/kg BW)
and MFGM200 (ND plus MFGM at 200 mg/kg BW) from
PND4 to PND 21. Meanwhile, body weight was measured
every day and dosage ofMFGMadministration was adjusted.

From PND4 to PND11, pups were administered in a volume
averaged 20 𝜇L and 50 𝜇L from PND11 to PND21. At PND21,
pups from the LPS group, MFGM100 group and MFGM200
group were injected intraperitoneally with LPS (10 mg/kg
BW; E. coli serotype 055: B5, Sigma Chemical) while the pups
from the CON group were injected with equivalent amount
of sterile saline.

2.2. Tissue Sampling. After 4 h of LPS treatment, all the
pups were anesthetized with tribromoethanol (500 mg/kg)
and blood was taken to collect plasma and the mid-ileum
and mid-colon were dissected. The blood was centrifuged
for 15 minutes at 3000 rpm and plasma stored at -20∘C.
Intestinal tissues (mid-ileum and mid-colon) were harvested
immediately and fixed in 4% buffered formalin overnight and
processed for routine histological analysis. Meanwhile, the
mid-ileum and mid-colon were washed with normal saline,
snapped frozen in liquid nitrogen, and stored at -80∘Cprior to
processing for ELISA and qRT-PCR analysis of the cytokines.

2.3. Histological Analysis. The paraformaldehyde-fixed mid-
ileum and mid-colon were dehydrated in graded alcohol
and embedded in paraffin wax. Then, hematoxylin and
eosin (H&E) stained paraffin sections were viewed under
bright field on a Zeiss Axio Imager microscope as outlined
previously. Microscopic intestinal damage was observed in
images using the measurement tool on CaseViewer software
at 200x magnification. The degree of intestinal tissue damage
was scored as described by Ji et al. [24] and Nishiyama et al.
[25], where the extent of epithelial loss on intestinal villi and
inflammatory infiltration was evaluated and included in the
histopathological examination.

2.4. Plasma Inflammatory Profile Analysis. The concentra-
tions of proinflammatory cytokines (TNF-𝛼, IL-6, and IL-1𝛽)
were detected using enzyme-linked immunosorbent assay
(ELISA) kits according to the protocol provided (eBioscience,
CA, USA). Meanwhile, the concentrations of malonyldialde-
hyde (MDA) and superoxide dismutase (SOD) were analyzed
by kits from Nanjing Jiancheng Bioengineering Institute
(Nanjing, China).

2.5. RNA Extraction and Quantitative Real-Time PCR Anal-
ysis. Total RNA from mid-ileum and mid-colon were
extracted using TRIzol kit (Invitrogen, Carlsbad, CA, USA)
following the protocol. cDNA was obtained using Prime-
Script� RT Kit (Takara, Japan). The qPCR was performed
according to the SYBR Premix Ex Taq� II instructions
(Takara, Japan). The reaction was performed on a Light-
Cycler� System (Roche, Germany). Primers for RT-qPCR
were synthesized by Shanghai Generay Biotech Co., Ltd.
(Supplementary Table S1). Amplifications were performed in
triplicate for each sample. The relative abundances of target
genes to that of the reference gene (𝛽-actin) were calculated
according to 2−ΔΔCt method.

2.6. Statistical Analysis. The statistical significance of differ-
ences among means was assessed with one-way analyses of
variance (ANOVA) and Student-Newman-Keuls test. All the
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Table 1: Effect of MFGM supplementation from postnatal d 4 to d 21 on plasma proinflammatory cytokines, antioxidant enzyme activity,
and oxidant products in LPS-challenged LBW micea.

Items CON LPS MFGM100 MFGM200
TNF-𝛼 (pg/ml) 19.14±1.80a 37.02±4.84c 27.84±3.16b 24.63±2.51b
IL-6 (pg/ml) 227.03±15.68a 325.00±10.70d 282.04±15.97c 251.99±12.94b
IL-1𝛽 (pg/ml) 15.56±4.12a 26.01±3.49c 20.14±3.94b 25.69±3.45c
T-SOD (U/ml) 109.69±3.30a 101.45±11.58a 127.18±7.92c 111.70±8.05ab
MDA (nmol/ml) 5.09±0.83 5.38±0.80 5.06±0.83 5.32±0.45
aMean values with their standard errors of the mean (SEM) (n = 8/group). Within a row, means without a common letter (a, b, c, and d) differ (p < 0.05).

data are expressed as mean ± standard deviations (SD). P
< 0.05 was regarded as statistically significant. The Prism
software (Graphpad, San Diego, CA, USA) was used for all
statistical analyses.

3. Results

3.1. MFGM Supplementation during Neonatal Stage Improved
the Growth Performance of LBW Mice. As shown in
Figure 1(a), there was no difference in the body weight of
LBWmice among the CON, LPS, MFGM100 andMFGM200
groups at beginning of the experiment (PND4). From PND16
to PND21, the body weight of MFGM100 and MFGM200
groups became significantly higher (P < 0.05) than that of
the PBS gavaged treatments, due to the higher average daily
gain with MFGM treatment (P < 0.05) (Figure 1(b)). Finally,
at PND21, the body weight of pups from the MFGM100 and
MFGM200 groups were higher (P < 0.05) (Figure 1(c)) than
the pups from the normal diet groups (CON and LPS).

3.2. MFGM Presupplementation Prevented the Intestinal
Inflammatory Alterations Induced by LPS Challenge in LBW
Mice. As shown in Figures 2 and 3, LPS-challenged mice had
increased infiltration of inflammatory cells in the mucosal
layer of ileal and colonic tissue comparedwith the control pup
(CON), while these harmful effects of LPS were significantly
mitigated (P < 0.05) in MFGM100 and MFGM200 groups
(Figures 2 and 3), suggesting that MFGM supplementation
during the neonatal stage alleviated the LPS-induced intesti-
nal injury in LBW pups. Meanwhile, feeding of the 100
mg/kg BWMFGM showed better effects than MFGM200 in
mitigating (P < 0.05) the LPS-induced intestinal damage.

To gain an insight into the effects ofMFGMon secretional
level of inflammatory cytokines in LPS-induced LBW pups,
we assessed the concentrations of cytokines including TNF-
𝛼, IL-6, and IL-1𝛽 in the plasma. As shown in Table 1,
pups challenged with LPS (LPS group) had higher levels
of TNF-𝛼, IL-6, and IL-1𝛽 than the CON group (P <
0.05), which was largely relieved (P < 0.05) by MFGM
supplementation, suggesting an effect of MFGM (MFGM100
and MFGM200 group) in inhibiting the secretion of proin-
flammatory cytokines. Furthermore, the supplementation
of 100 mg/kg BW MFGM resulted in significantly lower
concentrations of the proinflammatory cytokines (IL-6 and
IL-1𝛽) (P < 0.05) in pups than the MFGM200 group.

Expression level of the proinflammatory genes such as
TNF-𝛼, IL-6, IFN-𝛾, and IL-1𝛽 was provided in Figures 4

and 5. In the ileum (Figure 4(a)), the pups challenged with
LPS had higher expression of TNF-𝛼, IL-6, IFN-𝛾, and IL-1𝛽
(P < 0.05), compared to the mice in CON group. However,
the MFGM presupplementation (MFGM100 or MFGM200
group) relieved (P < 0.05) the LPS-induced intestinal damage
by decreasing the gene expression levels of TNF-𝛼, IL-6, and
IL-1𝛽. In the colon (Figure 5(a)), compared to the controls,
the genes expressions of TNF-𝛼 and IL-1𝛽 were significantly
increased (P < 0.05) in the LPS group, which were decreased
(P < 0.05) by MFGM treatment (MFGM100 or MFGM200
group).

3.3. MFGM Presupplementation Prevented the Alterations of
Plasma Antioxidant Index and Intestinal Antioxidant Gene
Expressions Induced by LPS Challenge in LBW Mice. As
shown in Table 1, the plasma activity of T-SOD was increased
(P < 0.05) byMFGMpresupplementation compared with the
LPS group, and the MFGM100 had higher (P < 0.05) activity
of T-SOD than MFGM200. LBW pups fed with 100 mg/kg
BW MFGM (MFGM100 group) had also higher (P < 0.05)
mRNA levels of CAT and SOD as compared with the controls
in both ileum and colon, whereas there was no difference
(P > 0.05) between the LPS group and CON group in ileum
(Figures 4(c) and 5(c)). However, the expression level of SOD
was lower (P < 0.05) in colon of the LPS group than those in
other groups.

3.4. MFGM Presupplementation Regulated the Gene Expres-
sions of Tight Junction and Inflammatory Pathway and Pre-
vented Activation of the Toll-Like Receptors Induced by LPS
Challenge in LBW Mice. To investigate whether the MFGM
supplementation regulates intestinal tight junction, the gene
expressions of ZO-1, claudin-1, and occludin in ileum and
colonweremeasured. As shown in Figures 4 and 5, there were
significant interactions (P < 0.05) between LPS challenge
and intestinal tight junction or MUCs genes expression in
ileum and colon. After the LBWpups were injected intraperi-
toneally with LPS for 4 h, presupplementation of MFGM
increased the mRNA expression levels of ZO-1, claudin-1,
and occludin (P < 0.05) (Figures 4(b) and 5(b)). At the same
time, the expression of MUC1 and MUC2 was significantly
increased (P < 0.05) by MFGM administration (MFGM100
and MFGM200 groups) in both ileum and colon (Figures
4(b) and 5(b)), compared with the CON and LPS group.

Compared with the MFGM200 group, MFGM100 group
had higher (P < 0.05) mRNA expression levels of ZO-
1, claudin-1, and occludin in both ileum and colon. After
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Figure 1: Effects of MFGM supplementation from postnatal d 4 to d 21 on the body weight gain in LBW mice. Before LPS being injected, pups
were fed with phosphate buffered solution (CON and LPS group), MFGM at 100 mg/kg BW (MFGM100), and 200 mg/kg BW (MFGM200)
from PND4 to PND21. (a) Body weight from PND4 to PND21. (b) Average daily gain. (c) The body weight of pups at PND21. Mean values
with their standard errors of the mean (SEM) (n = 8 pups/group). Within a row, means without a common letter (A, B, and C) differ (p <
0.05).

4 h of LPS injection (Figures 4(d) and 5(d)), the gene
expressions of TLR2 and TLR4 in ileum and colon were
higher (P < 0.05) in LPS group than those in the CON group,
while were significantly decreased (P < 0.05) by MFGM
presupplementation (MFGM100 and MFGM200 groups).

4. Discussion

The gastrointestinal tract (GIT) is of paramount importance
in postnatal nutrient digestion and acquisition, where the
epithelial barrier of the GIT plays an important function

in immune system during neonatal period [26]. However,
LBW or IUGR predispose the offspring to malnutrition and
endanger the development of intestine and other organs after
birth [2, 27, 28]. In current study, our results showed that
MFGMsupplementation fromPND4 toPND21 improved the
growth performance of LBW mice, and the MFGM presup-
plementation mitigated LPS-induced intestinal damage and
inflammation at PND21. Our results suggested that this pro-
tective effect of MFGM is associated with reduced secretion
of proinflammatory cytokines, increased antioxidant enzyme
activity, and reduced gene expressions of TLR2 and TLR4.



BioMed Research International 5

0

2

4

6

8

a

c
b

c

CON LPS

MFGM100 MFGM200

H
ist

ol
og

ic
al

 sc
or

es

CON LPS

MFGM10
0

MFGM20
0

Figure 2: Effect of MFGM presupplementation from postnatal d 4 to d 21 on ileum damage in LBWmice aer LPS challenge. Mean values with
their standard errors of the mean (SEM) (n = 8 pups/group). Within a row, means without a common letter (a, b, and c) differ (p < 0.05).

0

2

4

6

8

10

a

bb

c

LPS

MFGM200MFGM100

CON

H
ist

ol
og

ic
al

 sc
or

es

CON LPS

MFGM10
0

MFGM20
0
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To the best of our knowledge, this is the first to report that
MFGM supplementation affects the epithelium integrity and
toll-like receptors pathway in LBW neonatal mice.

First, MFGM supplementation from PND4 to PND21
improved the weight gain and growth performance in LBW
pups. Studies showed that milk contains various bioactive
compounds for infants, playing vital roles in regulating GIT
development and protecting against infections during the
early life of infants [29]. Milk fat globule membrane is a
bioactive molecule better for gut health [13]. MFGM sup-
plementation could increase the villus lengths and decrease
crypt depths in the neonatal period of mice and, therefore,
usually increase the utilization of nutrients [30, 31]. In this
study, our results showed that MFGM supplementation (100
mg/kg BW or 200 mg/kg BW) could improve the growth
performance of LBW pups from PND16 to PND21, which

is consistent with the previous study [22]. The growth-
promoting effects during this time zone could be explained
by the increased needs of the neonates for growth but
gradually decreased amount of secreted breast milk from
PND14 [8, 32]. Consequently, further studies need to be done
to elucidate how MFGM supplementation affects the growth
performance at different ages.

Second, MFGM presupplementation improved the
intestinal structure and barrier function and alleviated the
intestinal inflammation after LPS challenge. In link with
previous studies [33], intestinal villus was damaged by LPS
challenge, suggesting that LPS could cause obstruction of
intestinal development and histological damage during
early life. As mentioned before, the GIT was important
for postnatal nutrient acquisition [26]; damage of the
intestinal morphology and structure was associated with
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Figure 4: Effect of MFGM presupplementation from postnatal d 4 to d 21 on the mRNA abundance of genes in the ileum of LBW mice aer LPS
challenge. Mean values with their standard errors of the mean (SEM) (n = 8 pups/group). Within a row, means without a common letter (A,
B, and C) differ (p < 0.05).

disorder of digestion and absorption. In the current study,
our results showed that MFGM presupplementation from
PND 4 to PND 21 mitigated the intestinal histological
damage and decreased the infiltration of intestinal lamina
propria in ileum and colon of LBW mice challenged by
LPS, which were in accordance with study carried out by
Snow et al. [16]. Previous studies have also found that the
intestinal epithelium forms the most important barrier
among the internal and external environments [34]. The
barrier is maintained by the tight junctions, including ZO-1,
occludin, and claudin-1 [8, 33, 35]. Meanwhile, mucins
(MUCs), the major components of mucous and a kind of
glycoproteins, act as various roles in homeostasis [36] and
can protect and lubricate the epithelial mucosa [37]. Our
results showed that MFGM presupplementation increased
the mRNA levels of ZO-1, claudin-1, and occludin in ileum
and colon of the LPS-induced LBW mice and improved the
expression of MUC1 and MUC2, in accordance with the
study carried out by Snow et al. [16]. These results suggested
that MFGM supplementation improves the development
of villi morphology, as well as maintaining the intestinal

integrity and barrier function by improving the expression
levels of tight junction and MUCs.

Third, MFGM presupplementation improved the intesti-
nal oxidative stress during LPS challenge.Due to the suddenly
increased oxygen concentration at birth, a large number
of oxygen free radicals were produced in the intestine [8,
38–40], ultimately leading to oxidative stress in the GIT
of the neonates [38, 41]. According to previous studies [8,
10, 28, 38, 42], the impaired GIT of IUGR neonates is
prone to produce a large amount of oxygen free radicals,
thereby exacerbating their oxidative stress. The intestinal
morphology and barrier of neonatal mice were disturbed
by LPS, leading to increased intestinal permeability and
damaged tight junction, ultimately resulting in oxidative
stress [43–45]. Oxidative stress is frequently associated with
intestinal epithelial barrier and inflammatory cytokines, such
as tight junction and proinflammatory cytokines, respectively
[8, 46]. Previous studies showed that oxidative stress could
increase the proinflammatory cytokine (TNF-𝛼) expression
and decreased the tight junction mRNA level in the intestinal
mucosa of piglets [16, 46, 47], where oxidative stress could be
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Figure 5: Effect of MFGM presupplementation from postnatal d 4 to d 21 on the mRNA abundance of genes in the colon of LBW mice aer LPS
challenge. Mean values with their standard errors of the mean (SEM) (n = 8 pups/group). Within a row, means without a common letter (A,
B, and C) differ (p < 0.05).

a vital factor leading to intestinal dysfunction in LBW piglets
[8]. To investigate the oxidative stress in LBW pups after
LPS challenge, the redox status of plasma and intestine was
determined. In the current study, the plasma concentration
of SOD was increased by MFGM presupplementation from
PND4 to PND21 in LPS-induced LBW mice. Meanwhile,
MFGM presupplementation increased the expression levels
of SOD and CAT in both ileum and colon after LPS challenge.
It was well known that SOD and CAT are antioxidant enzyme
systems to maintain cellular integrity and tissue redox home-
ostasis [48, 49]. And MDA is the most important biomarker
of lipid peroxidation products and may impair intestinal
integrity and intestinal permeability [8]. Thus, MFGM sup-
plementation could ameliorate intestinal dysfunction in LBW
pups by enhancing the antioxidant systems.

Fourth, mammalian toll-like receptors (TLRs) play a
vital role in signal transduction during pathogen invasion,
inflammatory, and immune response [50, 51]. Previous stud-
ies revealed that TLR2 played important role in inflam-
matory response [50, 51]. Meanwhile, it was well known

that intestinal epithelium cells recognize LPS through the
membrane protein of TLR4. LPS can cause intestinal inflam-
matory and promote the expression levels of proinflamma-
tory cytokines via activation of the TLR4/NF-𝜅B signaling
pathway [52]. According to our results, the expression levels
of TLR4 and TLR2 were increased in the ileum and colon
of LPS-challenged LBWmice, while being significantly abol-
ished by MFGM presupplementation. Meanwhile, the genes
expression of proinflammatory cytokines was decreased in
the MFGM presupplementation group. In summary, our
results showed that MFGM presupplementation decreased
the expression level of proinflammatory cytokines by mod-
ulating TLR signaling pathway in LPS-induced LBW mice,
which was consistent with previous studies [16, 33].

In conclusion, using the LPS-induced neonatal LBW
mice model, we demonstrated that MFGM supplementation
improved the growth performance of the neonatal mice
during their early life. MFGMpresupplementation could also
alleviate the intestinal damage induced by LPS challenge
in LBW mice through increasing the mRNA levels of tight
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junction, intestinal mucosal barrier, and antioxidant enzyme,
while reducing the expression of proinflammatory cytokines
by inhibiting TLR2 and TLR4 signaling. This study disclosed
thatMFGM is a functional nutrient with an ability to improve
the growth performance of LBW mouse pups, especially
during the LPS challenge, and provides a new approach for
treatment or prevention of intestinal inflammatory in LBW
neonates during their early life.
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Huërou-Luron, “Intrauterine growth restriction delays feeding-
inducedgut adaptation in termnewbornpigs,”Neonatology, vol.
99, no. 3, pp. 208–216, 2011.

[27] J. Wang, L. Chen, D. Li et al., “Intrauterine growth restriction
affects the proteomes of the small intestine, liver, and skeletal

muscle in newborn pigs,” Journal of Nutrition, vol. 138, no. 1, pp.
60–66, 2008.

[28] J. Wang, Z. Wu, D. Li et al., “Nutrition, epigenetics, and meta-
bolic syndrome,” Antioxidants & Redox Signaling, vol. 17, no. 2,
pp. 282–301, 2012.

[29] W. Z. Wu, X. Q. Wang, G. Y. Wu, S. W. Kim, F. Chen, and
J. J. Wang, “Differential composition of proteomes in sow
colostrum and milk from anterior and posterior mammary
glands,” Journal of Animal Science, vol. 88, no. 8, pp. 2657–2664,
2010.

[30] K.-Y. Yeh and M. Yeh, “Use of pup in a cup model to
study gastrointestinal development: Interaction of nutrition and
pituitary hormones,” Journal of Nutrition, vol. 123, no. 2, pp.
378–381, 1993.

[31] I. C. Teller, H. Hoyer-Kuhn, H. Brönneke et al., “Complex lipid
globules in early-life nutrition improve long-term metabolic
phenotype in intra-uterine growth-restricted rats,” British Jour-
nal of Nutrition, vol. 120, no. 7, pp. 763–776, 2018.

[32] Y. Chen, D. Mou, L. Hu et al., “Effects of maternal low-energy
diet during gestation on intestinal morphology, disaccharidase
activity, and immune response to lipopolysaccharide challenge
in pig offspring,” Nutrients, vol. 9, no. 10, 2017.

[33] H. Zhu, H. Wang, S. Wang et al., “Flaxseed oil attenuates
intestinal damage and inflammation by regulating necroptosis
and TLR4/NOD signaling pathways following lipopolysaccha-
ride challenge in a piglet model,” Molecular Nutrition & Food
Research, vol. 62, no. 9, Article ID e1700814, 2018.

[34] K. R. Groschwitz and S. P. Hogan, “Intestinal barrier function:
molecular regulation and disease pathogenesis,” �e Journal of
Allergy and Clinical Immunology, vol. 124, no. 1, pp. 3–20, 2009.

[35] E. Dejana, “Endothelial cell-cell junctions: happy together,”
Nature ReviewsMolecularCell Biology, vol. 5, no. 4, pp. 261–270,
2004.

[36] E. Levi, D. S. Klimstra, N. V. Adsay, A. Andea, and O. Basturk,
“MUC1 and MUC2 in pancreatic neoplasia,” Journal of Clinical
Pathology, vol. 57, no. 5, pp. 456–462, 2004.

[37] A. P. Corfield, D. Carroll, N. Myerscough, and C. S. Probert,
“Mucins in the gastrointestinal tract in health and disease,”
Frontiers in Bioscience: A Journal and Virtual Library, vol. 6, pp.
D1321–1357, 2001.

[38] W. Wang, J. Degroote, C. Van Ginneken et al., “Intrauterine
growth restriction in neonatal piglets affects small intestinal
mucosal permeability andmRNA expression of redox-sensitive
genes,”�e FASEB Journal, vol. 30, no. 2, pp. 863–873, 2016.

[39] J. Yin, W. Ren, G. Liu et al., “Birth oxidative stress and the
development of an antioxidant system in newborn piglets,” Free
Radical Research, vol. 47, no. 12, pp. 1027–1035, 2013.

[40] Y. Surh, J. K. Kundu, H. Na, and J. Lee, “Redox-sensitive
transcription factors as prime targets for chemopreventionwith
anti-inflammatory and antioxidative phytochemicals,” Journal
of Nutrition, vol. 135, no. 12, pp. 2993S–3001S, 2005.

[41] J. K. Friel, R. W. Friesen, S. V. Harding, and L. J. Roberts,
“Evidence of oxidative stress in full-term healthy infants,”
Pediatric Research, vol. 56, no. 6, pp. 878–882, 2004.

[42] X. Wang, G. Lin, C. Liu et al., “Temporal proteomic analysis
reveals defects in small-intestinal development of porcine
fetuses with intrauterine growth restriction,” �e Journal of
Nutritional Biochemistry, vol. 25, no. 7, pp. 785–795, 2014.

[43] M. Mittal, M. R. Siddiqui, K. Tran, S. P. Reddy, and A. B. Malik,
“Reactive oxygen species in inflammation and tissue injury,”
Antioxidants & Redox Signaling, vol. 20, no. 7, pp. 1126–1167,
2014.



10 BioMed Research International

[44] N. R. P. G. Kallapura, X. H. Velasco, B. Hargisand, andG. Tellez,
“Mechanisms involved in lipopolysaccharide derived ROS and
RNS oxidative stress and septic shock,” Journal of Microbiology
Research and Reviews, vol. 2, pp. 6–11, 2014.

[45] P. Libby, “Inflammatory mechanisms: the molecular basis of
inflammation and disease,”Nutrition Reviews, vol. 65, no. 3, pp.
S140–S146, 2007.

[46] B. Rada, P. Gardina, T. G. Myers, and T. L. Leto, “Reactive oxy-
gen species mediate inflammatory cytokine release and EGFR-
dependent mucin secretion in airway epithelial cells exposed to
Pseudomonas pyocyanin,” Mucosal Immunology, vol. 4, no. 2,
pp. 158–171, 2011.

[47] G. Buonocore, F. Bazzini, F. Proietti et al., “The free radical
diseases of newborn,” Journal of Pediatric Biochemistry, vol. 6,
no. 2, pp. 73–78, 2016.

[48] Y. Ozsurekci and K. Aykac, “Oxidative Stress Related Diseases
in Newborns,” Oxidative Medicine and Cellular Longevity, vol.
2016, 2016.

[49] L. He, T. He, S. Farrar, L. Ji, T. Liu, and X. Ma, “Antioxidants
maintain cellular redox homeostasis by elimination of reactive
oxygen species,” Cellular Physiology and Biochemistry, vol. 44,
no. 2, pp. 532–553, 2017.

[50] E.-K. Jo, “Mycobacterial interaction with innate receptors:
TLRs, C-type lectins, and NLRs,” Current Opinion in Infectious
Diseases, vol. 21, no. 3, pp. 279–286, 2008.

[51] S. Janssens and R. Beyaert, “Role of Toll-like receptors in
pathogen recognition,” Clinical Microbiology Reviews, vol. 16,
no. 4, pp. 637–646, 2003.

[52] T. Liu, L. Zhang, D. Joo, and S. Sun, “NF-𝜅B signaling in
inflammation,” Signal Transduction and Targeted �erapy, vol.
2, pp. 1–9, 2017.



Review Article
The Bidirectional Interactions between Resveratrol and Gut
Microbiota: An Insight into Oxidative Stress and Inflammatory
Bowel Disease Therapy

Yaolian Hu,1,2,3 Daiwen Chen,1,2,3 Ping Zheng,1,2,3 Jie Yu,1,2,3 Jun He,1,2,3

Xiangbing Mao ,1,2,3 and Bing Yu 1,2,3

1Key Laboratory of Animal Disease-Resistant Nutrition, Sichuan Province, China
2Key Laboratory of Animal Disease-Resistant Nutrition, Ministry of Education, China
3Animal Nutrition Institute, Sichuan Agricultural University, Ya’an, 625014, China

Correspondence should be addressed to Bing Yu; ybingtian@163.com

Received 27 February 2019; Revised 10 April 2019; Accepted 15 April 2019; Published 24 April 2019

Academic Editor: Gang Liu

Copyright © 2019 Yaolian Hu et al. This is an open access article distributed under the Creative Commons Attribution License,
which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

Dysbiosis and oxidative stress in the gut have contributed to the progression of intestinal inflammatory bowel disease (IBD). The
current study has reported that enteric bacteriamediate redox homeostasis through the regulation of reactive oxygen species (ROS)
production. Resveratrol, one of the most abundant polyphenols, with poor oral bioavailability, is considered as a scavenger of ROS
and other free radicals. Recent studies have shown that resveratrol effectively enhances the growth of Lactococcus lactis and inhibits
the growth of Enterococcus faecalis. (1) In terms of the two-way relationship between gut microbiota and resveratrol, resveratrol
modulates gut microbiota; (2) in terms of resveratrol biotransformation by gut microbiota, we speculate that gut microbiota could
be a target of resveratrol tomaintain gut homeostasis. Here, we reviewed the current researches about the cellular signaling pathways
in intestinal epithelial cells triggered by gut microbiota in response to oxidative stress. These results suggest that the modulation of
the gut microbiota through resveratrol supplementation appears as a promising potential approach for the therapy of inflammatory
bowel disease.

1. Introduction

Oxidative stress is caused by an imbalance between reactive
oxygen species (ROS) production and cellular antioxidant
capacity with accumulation of excessive ROS in cells [1, 2].
Prolonged oxidative stress plays a key role in the initiation
and development of inflammatory bowel disease (IBD),
including Crohn’s disease (CD) and ulcerative colitis (UC)
[3–5]. IBD is an inappropriate immune response caused
by a range of genetic, microbial, and environmental fac-
tors, characterized by chronic inflammation with alternating
periods of remissions and relapses [6–8]. Recent evidence
further identified that oxidative stress also appears to play
a pathogenic role in chronic inflammatory diseases [9–11].
The inhibition of NF-E2 related factor-2 (Nrf2) attenuated
anti-oxidative stress pathway and induced inflammation in
Nrf2 knockout mice [12]. The intestinal mucosae of patients

with IBD have high levels of ROS and decreased antioxidant
defense capacity [13]. Excessive production of ROS can
increase membrane permeability and cellular stress, finally
resulting in the expansion of facultative anaerobic bacteria,
gut barrier dysfunction, and inflammation [14, 15]. More-
over, experimental UC in mice is attenuated by antioxidant
interventions [16]. Notably, certain intestinal epithelial cells
have been reported to rapidly generate ROS in response to
microbial signals [17]. The enteric bacteria in the intestinal
lumen have been identified as a large source of redox-
based effector signals. They regulate multiple cell signaling
via promoting the generation of ROS in intestinal epithelial
cells, leading to the initiation and progression of many
diseases such as IBD, metabolic syndrome, and cancer [18,
19]. The pathogenic bacteria-induced ROS will cause DNA
damage in epithelial cells, which can give rise to genomic
instability and the dysregulation of epithelial barrier function
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[20, 21]. It is generally accepted that chronic inflammation
is associated with the inability of the gut immune system
to manage microflora and the alteration in the microbial
composition in the gastrointestinal tract [22–25]. Further-
more, the metabolism disorder of bacterial fermentation
products short-chain fatty acids (SCFAs) may stimulate the
immune responses, resulting in increased intestinal epithelial
permeability [26]. In all, theROSoverproduction in intestinal
epithelial cells is the main consequence of intestinal dysbiosis
that can be considered a significant risk factor of IBD. Thus,
targeting gut microbiota to improve of oxidative stress and
inflammation in the gut could be a promising potential
therapy for IBD.

Resveratrol (3,5,4-trihydroxy-trans-stilbene), a nonfla-
vonoid polyphenol compound, is found in various plants,
including Vitis vinifera, Arachis hypogaea, and Polygonum
cuspidatum [27, 28]. It is proved to be a potent antioxidant,
antibacterial, antiobesity, anti-inflammatory, and anticancer
agent in in vitro and in vivo experiments [29–33]. Notably,
resveratrol is considered as a strong scavenger of ROS and
other free radicals [34]. In a review, Manach et al. [35]
proposed that polyphenols are the major dietary antioxidants
present in the colon, as other antioxidants, such as vitamins
E and C, are absorbed in the small intestine. Although
resveratrol has shown beneficial effects on host metabolism,
measurements of plasma levels of the parent drug suggest
that resveratrol exhibits poor bioavailability and high rate of
metabolism when administered orally [36, 37]. Resveratrol
can be metabolized by hepatic and gut microbial enzymes
[38, 39]. The metabolite of resveratrol, dihydroresveratrol
(DH-RES), is formed in cecum, colon, and rectum by gut
microbiota fermentation, and the level of DH-RES is much
higher than that of resveratrol. Therefore, this metabolite may
also contribute to pharmacological activity in the human
large intestine [36]. Besides, many studies have assessed
the effect of resveratrol on gut microbiota diversity and
composition, including inhibiting the growth of Enterococcus
faecalis, increasing the Bacteroidetes-to-Firmicutes ratios,
and increasing the Lactobacillus and Bifidobacterium popula-
tions [40, 41]. Here, we discuss the cellular signaling triggered
by enteric bacteria in host defense and disease development.
In addition, we review the reciprocal interactions between
resveratrol and gut microbiota, as well as the new evidence
for the treatment of oxidative stress and inflammatory bowel
disease.

2. The Role of Gut Microbiota in IBD

The intestine contains a complex microbial community of 100
trillion bacterial cells with more than 1,000 species, most of
which are beneficial to our health [42, 43].The gutmicrobiota
affect human metabolism due to their ability to interact
with receptors on gut epithelial cells and other effector cells
[25, 44, 45]. Given the development of novel diagnostic
and therapeutic approaches for human diseases, a critical
need exists for a deeper understanding of the underlying
mechanism of cellular signaling induced by gut microbiota,
and the symbiotic relationship between gut microbiota and
the host.

In response to symbiotic microbes, intestinal epithelial
cells can use NADPHoxidase (NOX) family to generate ROS,
which have beendetected in differentmulticellular organisms
[46, 47]. NOX-produced H

2
O
2
, a major nonradical ROS

production in the epithelial cells after the formylated peptide
receptors sense and bind to a specific N-formyl group of the
Lactobacilli, is well documented as a second messenger in
signal transduction networks. These changes in H

2
O
2
do not

cause a significant imbalance between oxidant production
and antioxidant levels [48–50]. H

2
O
2
generated by the cells

can oxidize redox-sensitive cysteine residues on Kelch-like
ECH-associated protein 1 (Keap1), resulting in the activation
ofNrf2 (see Figure 1) [51]. Of note, high levels ofH

2
O
2
further

oxidize thiolate anions of the peroxidatic Cys to sulfinic
(SO
2
H) or sulfonic (SO

3
H) species. This irreversible modifi-

cation can lead to cellular damage and oxidative stress [52]. In
fact, the diverse biological outcomes of different ROS depend
on the specificity and selectivity of ROS on their targets and
the compartmentalization of ROS production in cells [53].
Lactococcus lactis was found to diminish oxidative stress, by
releasing cytoplasmic superoxide dismutase A (SodA) due to
host lysozyme-mediated lysis at inflamed colonic sites [54].
Interestingly, Lactobacillus appears to modify the natural
course of the disease through the upregulation of Nrf2-
dependent antioxidant enzymes. Enterococcus faecalis near
the oxygenated colonic luminal surface generates extracel-
lular O2− at high rate causing intestinal injury [23, 55]. For
example, germ-free interleukin-10 knockout (IL-10 KO)mice
developed IBD after colonization with Enterococcus faecalis
but not in the Lactococcus lactis colonized mice [56]. Indeed,
unlike Lactococcus lactis, intestinal ROS overproduction is
induced by opportunistic pathogens under certain condi-
tions, and this can aggravate intestinal damage.The bacterial-
derived uracil is responsible for dual oxidase (DUOX)-
dependent ROS generation in humanmucosal epithelial cells,
which can lead to overexpression of DUOX2 and oxidative
stress in the gut (see Figure 1) [57]. Oxygen radical generation
by opportunistic pathogens promotes epithelial cell DNA
damage and exacerbates intestine inflammation [58]. Taken
together, the microbiota composition is thought to be a
major determinant of health and disease of the host, because
of the potential of intestinal microbiota to modulate ROS
production and antioxidant defense.

Culture-independent methods to analyze the gut micro-
bial composition allow a more detailed understanding of
the alterations in gut microbe and IBD. The high lev-
els of mucosa-associated bacteria were detected in those
patients [59, 60]. As mentioned above, the studies have
demonstrated an association between microbiota composi-
tion and redox state of enterocytes; that is, several enteric
bacteria could produce extracellular ROS, which may dys-
regulate intestinal homeostasis (see Figure 1). Moreover,
anaerobic intestinal bacteria can downregulate proinflamma-
tory cytokines expression and modulate the host mucosal
immune response by inhibiting peroxisome proliferator-
activated receptor gamma-mediated nuclear factor-kappaB
(NF-𝜅B) activation [61, 62]. Furthermore, anaerobic bac-
terial fermentation gives rise to the production of SCFAs,
including acetate, propionate, and butyrate. SCFAs have been
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Figure 1: The associations between gut microbiota, intestinal inflammation, and oxidative stress. (a) Intestinal homeostasis is associated
with enteric bacteria residing in the intestinal lumen. (b) Dysbiosis and oxidative stress in the gut have been shown as contributors of the
pathogenesis of intestinal diseases.

suggested to bind to the intestinal epithelial cell-surface G-
protein-coupled receptors (GPRs) in the surface of intestinal
epithelial cells, such as GPR41, GPR43, and GPR109A [63–
66].Theymaintain intestinal homeostasis by suppressingNF-
𝜅B activation, reducing the production of proinflammatory
factors, increasing intestinal mucus synthesis, and decreasing
the intestinal epithelial permeability (see Figure 1) [67–69].
Moreover, the metabolism of butyrate in the colonocytes has
been shown to drive the oxygen consumption, which leads
to a significant reduction of H

2
O
2
-induced DNA damage

[26, 70]. A hypoxic environment induced by the oxygen
consumption is also essential for preventing the expansion of
facultative anaerobic bacteria. However, continued oxidative
stress can alter the colonocyte metabolism and damage
the hypoxic environment in large intestine, leading to the
expansion of facultative anaerobic bacteria during dysbiosis
[71]. The disorder of butyrate metabolism can give rise to an
increasing number of macrophages and NF-𝜅B activation in
colonocytes of patients with UC (see Figure 1) [72].

Several clinical studies have shown that the fecal micro-
biota transplantation (FMT) from the healthy donor pro-
motes intestinal microbiota recovery and inflammation res-
olution in IBD patients [73, 74]. Therefore, a new potent
approach by normalizing the intestinal dysbiosis and improv-
ing redox imbalance may open a new era for patients with
chronic inflammation in the gut.

3. The Relationship between Resveratrol
and Gut Microbiota

Resveratrol and its derivatives have shown therapeutic poten-
tial for the prevention and treatment of different chronic

diseases such as diabetes and IBD [75–78]. Resveratrol,
as a phytoalexin, shows antioxidant and anti-inflammatory
activities to improve oxidative stress and chronic inflamma-
tion [30, 79]. For instance, resveratrol protects the porcine
intestinal epithelial cell line (IPEC-J2) from mycotoxin-
induced increases in intracellular ROS level and cell damage
through the regulation of the Nrf2 signaling pathway [80].
The supplementation with 500 mg resveratrol can reduce
levels of proinflammatory mediators and inhibit activity of
NF-𝜅B inpatientswith activeUC [81].However, the lowwater
solubility of resveratrol leads to poor oral bioavailability,
which has limits for resveratrol’s concentration in plasma
[82, 83]. It seems to be a controversial issue about multiple
biological activities of resveratrol. It can be speculated that
enteric bacteria might represent a major contributor to
the effects of resveratrol on the functional modifications
of host cells [35, 84]. Using ultrahigh-performance liquid
chromatography (UHPLC), coupled with a linear ion trap
mass spectrometer, this hypothesis has been confirmed by
these determinations of resveratrolmetabolites in plasma and
colon. Resveratrol was shown to be metabolized into various
derivatives by pharmacokinetic profiling [85]. Resveratrol
cannot be absorbed in the native form but is present at a
very low concentration in plasma in conjugated forms such as
sulfate and glucuronide conjugates [86–88]. An accumulation
of resveratrol in the large intestine after oral administration
has been reported, because of its poor absorption [37, 39]. It
has been reported that resveratrol canmodulate gutmicrobial
composition while microbiota can also regulate resveratrol
biotransformation [89, 90].

However, it is debated whether the effects of resveratrol
on gut microbiome modulation are enough to be responsible
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Table 1: The effects of resveratrol administration are partly dependent on the gut microbiota.

Animal model Treatment Alerted bacterial taxa Biological effects Reference

Kunming mice High-fat diet

Increasing Lactobacillus and
Bifidobacterium abundance;

decreasing Enterococcus faecalis
abundance

Anti-obesity effects Qiao et al.
[41]

Wistar rats High-fat sucrose
diet

Decreasing the abundance of
Parabacteroides genus

Altering the mRNA expression of
tight-junction proteins and

inflammation-associated genes

Etxeberria et
al. [90]

Fischer F344 rats DSS

Increasing Lactobacillus and
Bifidobacterium abundance;

decreasing Enterococcus faecalis
abundance

Protecting the colonic mucosa
architecture and reducing

systemic inflammation markers

Larrosa et al.
[84]

Wistar rats High-fat diet

Inhibiting the growth of
Bacteroides and

Desulfovibrionaceae sp.;
enhancing the proportion of
Blautia and Dorea in the
Lachnospiraceae family

Reducing fasting blood glucose
levels and increasing the HDL-c

levels

Yang et al.
[91]

C57BL/6J mice Choline or
Trimethylamine

Increasing the relative abundance
of Bacteroides, Lactobacillus,

Bifidobacterium, and
Akkermansia; decreasing the

relative abundance of Prevotella,
uncultured Ruminococcaceae,
Anaerotruncus, Alistipes,

Helicobacter, and uncultured
Peptococcaceae

Anti-atherosclerosis effects Chen et al.
[93]

for its antioxidant and anti-inflammatory activities and these
effects are associated with the improvement of gut diseases in
the process of bacteria-mediated ROS overproduction. The
definitive mechanisms remain to be obtained. Based on the
current evidence, the potential mechanisms will be discussed
in the following sections.

3.1. Alterations of the Intestinal Microbiota by Resveratrol.
Resveratrol is known to modulate the composition of the
gut microbiota with a decrease in opportunistic pathogenic
bacteria in vivo. Yang et al. [91] showed a significant decrease
in the diversity of the gut microbiota and an increase in
oxidative stress in high-fat-diet-fed rats compared with that
in controls. Resveratrol supplementation (400 mg resveratrol
per kg of feed for 8 weeks) increases the population of
butyrate producer Blautia and Dorea in the Lachnospiraceae
family. However, they noted that the supplementation of
resveratrol had no significant influence on the levels of
SCFAs. SCFAs are rapidly absorbed in the colon. This may
result in the inaccuracy of SCFAsmeasurement. Additionally,
resveratrol administration decreased the population of Bac-
teroidetes. Most Bacteroides, as antibiotic-resistant bacteria,
may become highly pathogenic bacteria. The increased levels
of Bacteroides can result in inflammation [92]. However, Qiao
et al. [41] demonstrated that resveratrol supplementation (200
mg/kg/d for 12 weeks) promotes a higher Bacteroidetes-to-
Firmicutes ratio in Western-diet-fed mice. Species (rats vs.
mice) and/or housing environments (isolated vs. conven-
tional) being studied could potentially explain the differences

in specific microbial changes. In addition, the number of
Lactobacillus and Bifidobacterium was significantly increased
in resveratrol-fed animals. These genera, as noted above, are
closely linked with redox signaling inmucosal epithelial cells,
which plays a critical role in maintaining gut homeostasis.
Moreover, Enterococcus faecalis, which is linked with the
high levels of extracellular O2−, was significantly decreased
in resveratrol-fed mice. Similarly, recent evidence suggests
that the relative abundance of Bacteroides, Lactobacillus,
Bifidobacterium, and Akkermansia is increased with resver-
atrol supplementation [93]. Previous studies have also shown
that resveratrol administration leads to the increases in the
number of Lactobacilli and the decrease in the number of
Enterococcus faecalis and Escherichia coli species in high-fat-
fed mice. Both Escherichia coli and Enterococcus faecalis are
positively correlated with colonic ROS andMDA levels, while
several bacteria such as Lactobacilli are significantly associ-
ated with colonic T-AOC [94]. Cellular studies also indicated
an antimicrobial activity of natural phenolic compounds such
as resveratrol and kaempferol, which is a growth inhibition
of Enterococcus faecalis [95]. Thus, it is speculated that
resveratrol alleviates oxidative stress by ROS and subsequent
intestinal damage through gut microbiota (see Table 1).

A previous study, using the dextran sulfate sodium-
induced colitis (DSS-colitis) rat model, has demonstrated
that resveratrol treatment (1 mg/kg/day for 25 days) pro-
vides beneficial effects on the colon, including altering the
expression of inflammation-associated genes, protecting the
colonic mucosa architecture, and modulating intracellular
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signaling such as NF-𝜅B signaling pathway [84]. In addition,
resveratrol administration can also restore normal intestinal
microbiota in bacterial composition under DSS treatment.
These include some anti-inflammatory gut microbiota, such
as Lactobacilli and Bifidobacteria.More recently, Wellman et
al. [96] reported that agedmicewith deletion of Sirtuin1 in the
intestinal epithelium (SIRT1 iKO mice) exhibited a reduced
abundance of Bacilli, particularly Lactobacillus. Compared to
wild-typeDSS-colitismice, aged SIRT1 iKOmice experienced
enhanced rectal bleeding, increased colonic shortening, and
elevated colonic crypt erosion after DSS challenge. Therefore,
SIRT1 has been shown to improve intestinal barrier function
and maintain epithelial cell homeostasis. Interestedly, deple-
tion of gut microbiota by the antibiotic cocktail in SIRT1
iKOmice showsminimal colonic spontaneous inflammation.
Hence, SIRT1 deficiency-induced intestinal mucosal damage
is highly associated with alterations in gut microbiota upon
DSS treatment. In view of the proved associations between
gut microbiota, intestinal inflammation, and SIRT1, among
them, gut microbiota is the main target of SIRT1 to reduce
inflammation markers. Resveratrol, a well-known activator
of SIRT1, has been shown to significantly increase SIRT1
activity [97, 98]. It has been postulated that health benefits
of resveratrol in the gut are largely dependent on the gut
microbiota.

3.2. Antioxidant andAnti-Inflammatory Properties of Resvera-
trol-DerivedMicrobialMetabolites. Asmentioned previously,
large quantities of resveratrol and its metabolites were found
in the content of gastrointestinal tract in resveratrol-fed
animals. The new data suggested that most unabsorbed
resveratrol was transformed by gut microbiota into various
bioactive metabolites, including DH-RES, 3,4’-dihydroxy-
trans-stilbene, and piceid [99].The enzymes of these bacteria,
such as Slackia equolifaciens and Adlercreutzia equolifaciens,
are responsible for the hydrogenation of resveratrol to yield
DH-RES [100]. In addition, Jung et al. [101] showed that
DH-RES was also synthesized by E. lenta ATCC 43055 and
B. uniformis ATCC 8492 in vitro. For piceid, studies have
demonstrated that Bacillus cereus could transform resver-
atrol into piceid. Of note, though the biological activity
of resveratrol is generally attributed to the parent drug,
bacterial-derived metabolites have demonstrated equal or
similar activity.

In in vitro experiments, Lin et al. [102] indicate that 3,4’-
dihydroxy-trans-stilbene has cytoprotection function against
t-BHP-induced oxidative insult through activating the Keap1-
Nrf2-ARE signaling pathway and the downstream antioxi-
dant genes in HepG2 cells. This bacterial metabolite exhibits
similar antioxidant effects in gut tract. Moreover, recent evi-
dence has established thatDH-RES,whose solubility is higher
than that of resveratrol, can participate in the inhibition of
NF-𝜅B activity in the cerulein-treated rats [103]. Piceid and
resveratrol show similar activities as inhibitors of the lipid
peroxidation. Piceid may bemore efficacious than resveratrol
due to the slow reactivity [104]. Piceid administration can
alter the transfer of electrons fromNADPH to oxygen and the
production of ROS, increasing the availability of GSH and the
activity of SOD in rotenone-induced Parkinson’s disease rat

models [105]. Plant callus is considered as a source of valuable
secondary metabolites. Several studies have reported that
rice callus suspension culture (RCSC) exhibits strong anti-
inflammatory and antiproliferative activity. RCSC treatment
has been shown to exhibit strong ROS modulating effects
and reduce the effect of inflammation on cell death in cell
lines treated with the proinflammatory cytokine cocktail.
Piceid, 4-deoxyphloridzin, 5-methoxycurcumin and lupeol,
identified through HPLC and mass spectroscopy, are respon-
sible for biological activities of RCSC [106]. Zhu et al.
[107] demonstrated that DH-RES, an extract of Dendrobium,
quenches intracellular ROS in a more efficient manner than
vitamin E. In experimental acute pancreatitis rats, the levels
of proinflammatory cytokines were notably reduced, and
the nuclear expression of NF-𝜅B was remarkably decreased
with the administration of DH-RES at 10, 20, and 50mg/kg
[108]. Furthermore, Kim et al. [109] recently reported that
resveratrol-FMT recipients, which are obese mice receiving
FMTs fromhealthy resveratrol-fed mice, showed significantly
lower inflammatory cytokine levels in the colon when com-
pared with Chow-FMT recipients. These results indicated
that resveratrol and/or its metabolites suppressed mucosal
inflammation through the inhibition of NF-𝜅B activation.
Sung et al. [110] previously demonstrated that bacterial-
derived metabolites induced by resveratrol are capable of
modulating energymetabolism inhigh-fat high-salt-fedmice
receiving FMTs and increasing SCFAs production. It is sug-
gested that the biological activity of metabolites or nonliving
microorganisms in the gut is also associated with SCFAs
production.

4. Conclusions

Gut microbiota regulates the cellular redox state in the host
organism. Lactobacillus-mediated ROS production within
gut epithelial cells in low levels maintains gut homeosta-
sis, whereas high levels of extracellular O2− induced by
Enterococcus faecalis cause epithelial cell DNA damage,
intestinal injury, and inflammatory responses. Addition-
ally, proinflammatory cytokines expression and the produc-
tion of SCFAs, which are associated with enteric bacteria,
can both modulate the proinflammatory NF-𝜅B signaling
pathway.

Resveratrol can inhibit inflammatory disorders through
the changes in the gut microbiota. Resveratrol and its
microbial metabolites can reduce the increased levels of
ROS, activate Nrf2 signaling, and improve oxidative stress.
They protect epithelial barrier function and suppress the
activation of NF-𝜅B and intestinal inflammation. However,
questions remain regarding the bidirectional interactions
between resveratrol and gut microbiota, and if these inter-
actions can fully afford resveratrol’s biological activity. The
mechanism of how resveratrol and its derivatives regulate
ROS production in intestinal epithelial cells has yet to be fully
elucidated. Considering the health benefits of resveratrol and
itsmetabolic characteristics, the administration of resveratrol
is a novel and rational strategy for the treatment of chronic
inflammatory diseases.
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Dittrichia viscosawhich belongs to theAsteraceae family is frequently used to treat hematomas and skin disorders inMediterranean
herbal medicine. This study aims to validate its antioxidant effects and its potential on healing wounds. The ethanolic extract of
D. viscosa leaves was formulated as 2.5% and 5% (w/w) in ointment bases on the beeswax and sesame oil. During this study, the
ethanolicD. viscosa extract, ointments containing 2.5% and 5% ofD. viscosa extract, and the vehiculumwere assessed for their total
phenol content (TPC), caffeoylquinic acid content (CQC), and antioxidant activities using complementary methods (TAC, the
DPPH, ABTS, FRAP, and the BCB). The effects on wound healing of obtained ointments were evaluated by excision of the wound
in amicemodel for 12 days. Subsequently, the excised wound areas weremeasured at the 3rd, 9th, and 12th days.The skin tissues were
isolated for histological studies.The ointments containingD. viscosa extract (2.5%, 5%) possessed a considerable TPC, CQC, radical
scavenging potential, and antioxidant activities compared to the vehiculum. Treated animals with ointments containing D. viscosa
extract at 2.5% and 5% showed almost and totally healedwounds compared to the vehiculum and control groups, evidenced by good
skin regeneration and reepithelialization. The present work showed the role of D. viscosa antioxidants exerted by its polyphenolic
compounds, in particular, caffeoylquinic acids, in enhancing wound healing.

1. Introduction

The research to ensure a good quality of wound closure and
scarless healing remains a health preoccupation until today
[1, 2]. Recent investigation in wound healing mechanisms
has evidenced that reactive oxygen species (i.e., hydroxyl
OH−, peroxyl radicals ROO−, and superoxide anion O

2

−)
act as mediator molecules between lymphoid cells and the
wound sites as well as defensivemolecules against pathogenic
microorganisms in the wound area [3, 4]. In fact, basal level
of reactive oxygen species (ROS) is necessary to regularize the
inflammatory response, construction, and relaxation of blood
vessels around wound areas [3, 4]. However, an excess of ROS
level causes an imbalance between cellular production of free

radicals (oxidants), and antioxidant defenses mechanisms,
augmentation in inflammatory response, and inhibition of
the wound repair [5, 6].

Indeed, antioxidants are scavengers molecules which
are indispensable for neutralization of free radicals and for
remediation of ROS damage during healing process [3, 6].
In this sense, plants extracts are emerging as a rich source of
active compounds (i.e., triterpenes, flavonoids, polyphenolic,
and tannins) for their pertinent properties to prevent from
(i) accumulation of free radicals, (ii) oxidation of lipid, and
(iii) inhibition of inflammatory disease. The use of several
medicinal plants was strongly associated to their antioxi-
dant properties. In particular, Asteraceae species plants were
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frequently used in wound healing treatment due to their high
amount of phenolic compounds [7].

Among them, Dittrichia viscosa belonging to the genus
of Dittrichia produced typical secondary metabolites such
as phenolic compounds with antioxidant properties [7–10].
The D. viscosa was investigated against some free radicals
(i.e., DPPH and ABTS). Then, some isolated flavonoids from
this plant (i.e., sakuranetin, 7-O-methylaromadendrin, and 3-
acetyl-7-O-methylaromadendrin) have been studied for their
anti-inflammatory properties by subcutaneous injection of
phospholipase A2 (PLA2) into mouse paws. However, to
the best of our knowledge, the data about the antioxidant
activities of crude extracts is scanty and there are no previ-
ous studies about the wound healing activity of D. viscosa
ethanolic extract. The high use of this plant in traditional
medicine in Mediterranean area explains our interest to
suggest the usefulness of the extract of D. viscosa as wound
healing ointment. The aims of the present study are to
investigate in vitro the antiradical and antioxidant properties
of ointments based on ethanolic D. viscosa extract and then
to evaluate the potential of these ointments in wound healing
in vivo.

2. Materials and Methods

2.1. Plant Extraction and Identification of Major Constituents.
Fresh leaves ofD. viscosawere collected from a remote area in
Sidi Thabet, province of Ariana, North West of Tunisia. The
plant was botanically identified in the Laboratory of Botany
and Ornamental Plants, National Institute of Agronomic
Research of Tunis. Leaves were air dried and then ground (0.5
mm) using blender mill. The powdered leaf was macerated
in ethanol (10:100, w/v (g/ml)) during 48 h. After filtration,
the solvent of extract was removed in rotary evaporator
(Schwabach, Germany).The dried ethanolic extract was used
for all experiments. The constituents of Dittrichia viscosa
extract were identified using HPLC-DAD-ESI/MS as pre-
viously reported [11], and 20 𝜇L of extract at the concen-
tration of 5 mg/mL was used for high performance liquid
chromatography analysis (HPLC) using a chromatograph
Alliance e2695 (waters, Bedford, MA, USA) equipped with
photodiode array detector (PDA), interfaced with a triple
quadruple mass spectrometer (MSD 3100, Waters) and an
ESI ion source. The separation was carried out on an RP-
xTerraMS column (150 × 4.6mm. i.d., 3.5 𝜇mparticles sizes).
The phase mobile composed of water (A) and acetonitrile
(B), both containing formic acid 0.1% with flow rate of 0.5
mL/min. The following gradient elution was used as follows:
0-40 min, 86 A%; 40-60 min, 85% A; 60-75 min, 100% A; 75-
80 min, 86 % A. The mass spectra were acquired over m/z
100-1000 amu. The PDA acquisition wavelength was set in
200-800 nm, and the ionization conditions were performed
as follows: electrospray voltage on negative mode of the ion
source 25 V and a capillary temperature of 380∘C. Mass Lynx
v.4.1 software was used for data acquisition and processing.
Identification of the constituents was based on their retention
times, UV absorption spectra, and mass spectra data, as well
as by comparison with authentic standards if available or
literature data.

2.2. Ointment Preparation

2.2.1. Formulation of Topical Preparation. Two concentra-
tions of D. viscosa ethanolic extract (2.5% and 5% (w:w))
were used to formulate ointments according to the method
of Alkafafy et al. [12] with a slight modification. Black sesame
oil was heated to 100∘C and ethanolic extract was added and
homogenized for 3 min using an Ultra-Turrax homogenizer
(T25, IKA Works, Wilmington, NC). Then, the liquefied
beewax (10% of ointment) was added into the mixture and
dispersed for 2 min using Ultra-Turrax homogenizer. Finally,
obtained ointments were transferred to cool in ambient
temperature and stored for all subsequent studies.

In order to evaluate the total phenol content, the caf-
feoylquinic acid content, and the antiradical and antioxidant
potential of samples, ethanolic extract of D. viscosa was
solubilized in methanol at a concentration of 1 mg/mL, while
ointments containingD. viscosa (2.5% and 5%) and ointment
base (vehiculum) were solubilized in dimethyl sulfoxide
(DMSO) at concentration of 10 mg/mL.

2.2.2. Total Phenol Content (TPC). The TPC was determined
using the Folin-Ciocalteu assay according to the method of
Meda et al. [13]. Briefly, 500 𝜇L of each dissolved sample
(extract, or ointment) was added to 2.5 mL of 10-fold
diluted Folin-Ciocalteu reagent. Then, the 2 mL of saturated
sodium carbonate (Na

2
CO
3
) solution (7.5%)was added to the

mixture. The reaction mixtures were kept in the dark for 2 h.
After the incubation, the samples absorbance was measured
at 760 nm against the blank (methanol for extract and DMSO
for ointments). All assays were conducted in triplicate and the
results were averaged. The gallic acid (GAE) was used as the
standard and the results were expressed asmilligrams of gallic
acid equivalent per gram of sample (extract or ointment) (mg
GAE/g sample).

2.2.3. Caffeoylquinic Acid Content (CQC). The CQC in all
samples was determined with the molybdate colorimetric
assay according to the method of Chan et al. [14]. Briefly,
0.3 mL of appropriate sample solution was added to 2.7
mL of the molybdate reagent (1.65 g sodium molybdate, 0.8
g dipotassium hydrogen phosphate, and 0.79 g potassium
dihydrogen phosphate in 100 mL of deionized water). The
reactionmixturewas incubated for 10min, and its absorbance
was measured at 370 nm against a blank sample. The chloro-
genic acid (ChlA) was used as the standard and the results
were expressed as milligram of ChlA equivalent per gram of
sample (extract or ointment) (mg ChlA/g sample).

2.3. Antiradical and Antioxidant Properties

2.3.1. Total Antioxidant Capacity (TAC) Method. The total
antioxidant capacities of extract and ointments were evalu-
ated using the phosphomolybdenum method described by
Prieto et al. [15] with slight modifications. An aliquot of 0.25
mL sample solution (with concentration that ranged from
0.01 to 1mg/mL for extract and from 1mg to 10 mg/mL for
ointments and vehiculum)wasmixedwith 0.75mL of reagent
solution (2.4Mof sulfuric acid, 112mMof sodiumphosphate,



BioMed Research International 3

and 16 mM of ammoniummolybdate). Methanol was used as
blank.The tubeswere capped and incubated in a boilingwater
bath at 95∘C for 90min. After the samples had cooled in room
temperature, the absorbance of each sample was measured
in spectrophotometer (Milton Roy, New York, USA) at 695
nm. Total antioxidant capacity was expressed as equivalents
of ascorbic acid per gram of sample (extract or ointment) (mg
AAE/g of sample).

2.3.2. Diphenyl-1-Picrylhydrazyl (DPPH∙) Method. The rad-
ical scavenging activity of the extracts against DPPH∙ free
radical was determined by the method of Molyneux et al.
[16] with some adjustments. 1 mL of sample solution (with
concentration that ranged from 0.01 to 1mg/mL for extract
and from 1mg to 10 mg/mL for ointments and vehiculum)
was combined with methanol DPPH∙ solution (0.1 mM).The
obtained samples were mixed vigorously and kept in the dark
for 60 min.

Subsequently, the absorbance of each sample was mea-
sured at 517 nm.The scavenging activity was measured as the
decrease in absorbance of the samples versusDPPH∙ standard
solution. BHT synthetic antioxidant was used as positive
control. Results were expressed as radical scavenging activity
percentage (%) of the DPPH∙ according to the following
equation:

% DPPH radical scavenging = (Abs0 − Abss)
Abs
0
)

∗ 100 (1)

where Abs
0
represents absorbance value of the control and

Abss represents absorbance value of sample.
The DPPH radical scavenging activity is shown as EC

50

(𝜇g sample/mL) which is the concentration necessary to 50%
reduction of DPPH∙ radical.

2.3.3. 2-Azino-Bis-3-Ethylbenzothiazoline-6-Sulfonic Acid
(ABTS) Method. The ABTS method is used according to
Thaipong et al. [17] for investigating the radical scavenging
capacity of each extract. The ABTS∙ solution was prepared
by the dissolving of 7 mM ABTS∙ in deionized water with
potassium persulfate (2.45 mM). The mixture was stranded
in the dark at room temperature for 12-16 hours before use.
TheABTS∙ solutionwas diluted inmethanol to an absorbance
of 0.7 at 734 nm. For each analysis, a 0.15 mL aliquot of
sample solution (with concentration that ranged from 0.01 to
1 mg/mL for extract and from 1mg to 10mg/mL for ointments
and vehiculum) was added to 2.875 mL of ABTS∙ solution.
The samples mixed were incubated for 15 min in the dark,
and the absorbance was measured at 734 nm. BHT was used
as standard.

Results were expressed in terms of EC
50
(𝜇g sample/mL),

which is the concentration necessary to 50% reduction of
ABTS∙ radical.

2.3.4. Ferric Reducing Antioxidant Power (FRAP) Method.
The FRAP assay was performed as described by the method
of Gouveia et al. [18]. The stock solutions included 300 mM
of acetate buffer (3.1 g of C

2
H
3
NaO
2
3H
2
O and 16 mL of

C
2
H
4
O
2
, at pH 3.6, 10 mM of 2, 4, 6-tripyridyl-s-triazine

(TPTZ) solution in 10 mM HCl, and 20 mM FeCl
3
6H
2
O

solution).The FRAP solution was prepared bymixing acetate
buffer, TPTZ solution, and FeCl

3
6H
2
O (10:1:1), and it was

then warmed at 37∘C before using. For each analysis, 0.15
mL of sample solution with concentration that ranged from
0.01 to 1mg/mL for extract and from 1mg to 10 mg/mL
for ointments and vehiculum was added to 2,85 mL of the
FRAP solution. The absorbance of the reaction mixture was
measured at 593 nm after 30 min against methanol as blank.
Results were expressed asmicromole of Trolox equivalent per
gram of sample (𝜇mol TE/g of sample).

2.3.5. ß-Carotene Linoleic Acid (BCB) Method. The ß-
carotene bleaching test was determined according to the
method described by Velioglu et al. [19]. This assay based
on the measure of the discoloration of ß-carotene during
the oxidation of linoleic acid at 50∘C of temperature. 0.2
mg of ß-carotene, 20 mg of linoleic acid, and 200 mg of
tween 40 were dissolved in 0.5 mL of chloroform. After
removing chloroform, 100mL of oxygenatedwater was added
to the final mixture and mixed until homogenization of the
emulsion.

4 mL of the prepared mixture was added to 0.2 mL of
sample solution (at concentration of 1mg/mL for extract and
10 mg/mL for ointments and vehicle) incubated for 2 h at
50∘C in water bath. The BHT was used as a standard. The
absorbance of all samples was measured at 470 nm at two
times (t = 0 h and t = 2 h). The antioxidant power of sample
was evaluated in terms of bleaching of ß-carotene using the
following equation:

% inhibition of the ß-carotene bleaching radical

= 100 ∗ [1 − (Abs
0
− Abst)(Abs

0 (t = 0) − Abst (t = 0))]
(2)

where Abs
0
(t=0) represents absorbance value of control at

zero time, Abs
0
represents absorbance value of control after

2 h of incubation, Abst (t=0) represents absorbance value of
sample at zero time, and Abst represents absorbance value of
sample after 2 h of incubation.

2.4. Wound Healing Experimental Design. Forty Swiss Web-
ster mice weighing about 20-25g were purchased from the
Pasteur Institute of Tunis, Tunisia. Animals were fed with
standard pellet diet and were maintained under the following
conditions: temperature (25 ± 3∘C), humidity (60 ± 5%),
and 24-h light/dark cycle. All experiments were performed
with respect to the Institutional Animal Ethical Committee.
Hair was shaved on the dorsal back of mice and disinfected
with ethanol (70 %). Skin wounds of 10 mm diameter
circular full-thickness were made on back of mice using a
skin biopsy punch. Animals were randomly allocated into
four groups (n=10 each): Group 1: negative control; the
group had not received any healing creams/ointments. Group
2: the wounded area was treated with the ointment base
(vehiculum). Group 3: the wounded area was treated with
ointment of D. viscosa extract 2.5%. Group 4: the wounded
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area was treated with ointment of D. viscosa extract 5%.
Ointments and vehiculum were applied daily during 12 post-
wounding days [12]. At 3, 9, and 12 days of wound healing
period, the wound area was measured and the percentage
wound contraction was calculated according to the following
equation:

% Wound contraction

= ((Wound area on day"0" −Wound area on day"n")
Wound area on day"0" )

× 100
(3)

2.5. Histological Studies. On the 3rd, 9th, and 12th days,
three mice were randomly taken from each group for the
histological examination. The isolated wound tissues from
mice skin were formalin fixed and paraffin blocked. Then,
5 𝜇m thick transverse incisions were made by means of a
microtome fixed blade. Finally, sections were stained with
hematoxylin and eosin (HE) and examined by light micro-
scope (Olympus BX51) and photomicrographed using light
microscope (Olympus BX51).

2.6. Statistical Analysis. Results were statistically analysed by
using one way analysis of variance (ANOVA) test. Significant
differences were set at p<0.05. The IBM SPSS 22 was used to
perform statistical analysis.

3. Results and Discussion

3.1. HPLC-DAD-MS Analysis of D. viscosa Ethanolic Extract.
Based on mass spectrum, UV spectra, and retention time of
each peak ofHPLC-PDA-ESI-MS/MSdata, 29 phenolicswere
identified in ethanol extract of D. viscosa (Table 1).

The dicaffeoylquinic isomers (i.e., chlorogenic acid, 1, 3-
O-dicaffeoylquinic acid, 3, 4 dicaffeoylquinic acid, 3, 5-
dicaffeoylquinic acid, 1, 5-Di-caffeoylquinic acid, and 4, 5-
dicaffeoylquinic acid) and quercetin derivatives (i.e., quer-
cetin-galactosylrhamnoside, rutin-O-pentoside, quercetin-
3-O-glucoside, rutin, and dihydroquercetin) were the major
phenolic compounds. Others minor compounds (i.e., isoori-
entin, apigenin-glucoside, myricetin, and isorhamnetin-O-
glucuronopyranoside) were also found.

To the best of our knowledge the triterpenoid ganoderic
acids were identified for the first time in D. viscosa ethanolic
extract. In this context, the comparison of our finding
with previous results evidenced that the main representative
compounds were unchangeable contrary to other minor
compounds which are dependent on environmental factors
(i.e., territory, temperature, and period of plant collection)
andmethods of extraction (materials, solvent, and extraction
time) [11, 30].

3.2. Contents of Total Phenolics and Caffeoylquinic Acid. The
TPC andCQCofD. viscosa ethanolic extract leaves, ointment
base, and ointments containing 5% and 2.5% of extract have
been reported in Table 2.

The TPC and CQC of D. viscosa ethanolic extract leaves
were comparable to leaves of Asteraceae family plant (i.e.,
Cynara scolymus L. and Cynara cardunculus) [31–33]. The
TPC and CQC values of ointment containing 2.5% and 5%
of D. viscosa ethanolic extract showed that there is no con-
siderable loss in amount of both phenolic and caffeoylquinic
acid compounds during the formulation of ointments. In
this sense, it has been reported that the CQC are slightly
modifiable after heating at temperature of 100∘C for 5 min
[34].

3.3. Antiradical and Antioxidant Properties. The TAC, The
DPPH, ABTS, FRAP, and the BCB of D. viscosa ethanolic
extract, ointment base, and ointment containing 5% and 2.5%
of extract have been represented in Table 3.

The results of antiradical and antioxidants screening of
D. viscosa leaves showed that our findings were comparable
to other plants of Asteraceae family. In fact, the TAC, EC

50

(DPPH), EC
50

(ABTS), FRAP, and BCB values were in the
range of otherAsteraceae plants from different country where
the TAC ranged from 110.03 to 194.64 mg AAE/g extract
[35, 36], and EC

50
(DPPH) values ranged from 100 to 250𝜇g/mL [37]. EC

50
(ABTS) ranged from 180 to 200 𝜇g/mL.

FRAP values were ranging from 12.083 to 626.783 mg TE/g
extract [38] and BCB percentage ranged from 34.8 to 75.20%
[36, 39].

To the best of our knowledge there is no data on FRAP
and BCB method of D. viscosa extracts. However, the TAC,
EC
50
(DPPH), and EC

50
(ABTS) are in good agreement with

those of Morocco D. viscosa leaves extracts [40]. Based on
those findings the ethanolic D. viscosa exhibited a strong
antioxidant activity explained by the high phenolic content,
particularly by the highest caffeoylquinic acid content as
indicated in Table 2. Previous investigation on plant of
Asteraceae family was in relation to the role of polyphenols
such as hydroxycinnamic acids (ferulic acid, p-coumaric
acid, chlorogenic acid, and caffeic acid) on the antioxidant
activity [41, 42]. Other studies confirmed the implication of
dicaffeoylquinic derivatives in antioxidant activity and other
biological activities [41, 43, 44].

In particular, the high contribution of caffeoyl derivatives
in the antioxidant activities of D. viscosa was confirmed by
Danino et al. [45] who proved that the isolated compound 1,
3-diCQA from D. viscosa has the greatest scavenging activity
DPPH (EC

50
=40𝜇M) and ABTS (EC

50
=12±0.4 𝜇M) than the

trolox standard.
As shown in Table 3, 10 mg of ointments based on

D. viscosa extract (2.5 and 5%) that exhibited excellent
antiradical and antioxidant capacity values was comparable
to 1 mg of BHT. The antioxidants, ointment samples showed
dependence on to the concentration used.The ointment ofD.
viscosa extract (5%) possessed the high and the total antiox-
idant capacity comparing to ointment of D. viscosa extract
(2.5%) and the base ointment, evidenced by its strongest
radical scavenging activities, ferric reducing as well as BCB
inhibition. These findings suggested that the formulation at
temperature of 100∘C did not affect significantly the phenolic
composition and did not significantly change the antioxidant
activities. Our findings were in agreement with previous
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Table 1: Retention time, UV and mass spectral data, and tentative identification of the phenolic components in ethanolic leaves extractof D.
viscosa.

Peak n Tr
(min)

𝜆max
max

[M-H]-
(m/z) Fragments ions (m/z) Tentative of identification Ref/std

1 7.969 325 353 191 (100)-161(10) Chlorogenic acid std
2 8.231 260-324 375 375(20)-191(100) 3-o-Caffeoylquinic acid std
3 9.153 293-324- 543 387(50)-191(100) 1,3-O-Dicaffeoylquinic acid std
4 11.405 260 599 467(100) Ganoderic acid C

6
[20]

5 11.694 260 599 467(100) Ganoderic acid C
6

[20]
6 12.243 280 583 467(100)-329(50) Ganoderic acid D [20]

7 18.712 284sh 609 429(60)-341(20)-301(100)-151(60) Quercetin-
galactosylrhamnoside [21]

8 19.609 260-
284sh 741 509(50)- 301(100)- 241(60) Rutin-O-pentoside [22]

9 20.751 260-331 463 301(100)-179(20)-151(30) Quercetin-3-O-glucoside [23]
10 21.158 260-332 591 301(100)-179(20)-151(30) Rutin std

11 22.791 326 sh 741 301(100)-241(20)-151(30) Quercetin-7-O-xyloside-3-O-
rutinoside [23]

12 23.350 327 515 315(70)-191(40)-179(100) 3,4-Dicaffeoylquinic acid std
13 25.543 327 515 353 (33)-191 (100)- 179(30) 3,5-Dicaffeoylquinic acid std

14 26.253 327 677 515(15)-353(15)-191(100)-179(40)-
135(20)

Dicaffeoylquinic acid
glucoside [24]

15 27.015 326 653 515(15)-353(15)-191(100)-179(40)-
135(20 3, 4,5-Tricaffeoylquinic acid std

16 28.901 327 515 353(30)-191(50)-179(100)-135(40) 1,5-Dicaffeoylquinic acid std
17 29.180 327 515 353(30)-191(50)-179(100)-135(40) 3,5-Dicaffeoylquinic acid std
18 30.525 324 591 509(30)-191(70)-179(100) 4,5-Dicaffeoylquinic acid std
19 32.022 326 790 591- 405(80)-241(100)-191(60) Dehydrodimers of caffeic acid [25]
20 33.291 260-327 489 241(100) Isoorientin [26]
21 35.414 281-327 489 241(100) Isoorientin [26]
22 36.108 292-323 303 241(60), 151(100) Dihydroquercetin [21]
23 39.280 280-328 567 413(100) Apigenin-glucoside [26]
24 41.792 288 493 493(100) Myricetin-O-glucuronide [27]

25 44.651 332-288 495 493(100) Dihydromyricetin-O-
glucuronide [28]

26 46.004 260-297-
330 493 493(75)-315(100)-300 (50)-271

(80)
Isorhamnetin-O-

glucuronopyranoside [29]

27 47.815 260-290-
331 533 515(100), 353 (80) Dicaffeoylquinic derivatives std

28 51.130 260-327 757 553(25), 323 (20), 203(100), 165
(50), 133 (30) Caffeoyl-N-tryptophan [26]

29 52.061 260-330 553 265(70), 203(100), 163(40) Caffeoyl-N-tryptophan-
rhamnoside [26]

Table 2: Total phenol content (TPC), caffeoylquinic acid content (CQC) of D. viscosa ethanolic extract, ointment base, and ointment
containing 5% and 2.5% of extract.

Ethanolic extract [11] Ointment containing
2.5% of extract

Ointment containing
5% of extract

Ointment base
(vehiculum)

TPC (mg GAE/g of
sample) 117.58 ± 1.29 4.70 ± 0.19 11.27 ± 0.121 0.94 ± 0.05

CQC (mg ChlA/g of
sample) 71.85 ± 0.35 1.85 ± 0.06 4.77 ± 0.02 0.00±0.00



6 BioMed Research International

Table 3: Total antioxidant capacity, free radical scavenging (DPPH; ABTS), ferric reducing power, linoleic acid inhibition of D. viscosa
ethanolic extract, ointment base, and ointment containing 5% and 2.5% of extract.

𝑇𝐴𝐶 (mg AAE/g of
sample)

𝐸𝐶50 𝐷𝑃𝑃𝐻
(𝜇g/ml)

𝐸𝐶50 𝐴𝐵𝑇𝑆
(𝜇g/ml)

𝐹𝑅𝐴𝑃 (mg TE/g of
sample) ß-𝑐𝑎𝑟𝑜𝑡𝑒𝑛𝑒 𝑙𝑖𝑛𝑜𝑙𝑒𝑖𝑐 𝑎𝑐𝑖𝑑

Ethanolic extract 133.02 ± 3.1 56.25 ± 1.2 147.26 ± 1.5 296.425 ± 3.3 54.01± 1.4
(%I for 1 mg/mL)

Ointment base
(Vehiculum) 1.61± 0.1 7977.00 ± 225.0 12550 ± 132 4.37 ±0.3 10.85 ± 1.1 (%I for 10

mg/mL)
Ointment containing 2.5%
of extract 3.41 ±0.2 3073.70±138.8 6290± 183.9 11.69 ± 0.2 36.22 ± 0.9

(%I for 10 mg/mL)
Ointment containing 5%
of extract 7.46 ± 0.7 1360.50±90.6 3473.7± 217.5 19.85 ± 0.4 48.05± 1.8

(%I for 10 mg/mL)

BHT - 26.92 ± 1.22 42.64 ± 0.12 - 62.18 ± 1.6
(% I for 1 mg/mL)

Values expressed are means ± S.D.

studies that proved that phenolic acids (i.e., gallic, gentisic,
protocatechuic, and caffeic acids) in pork lard showed a
significant antioxidant activity at 150∘C [46]. In another study,
the addition of antioxidant (i.e., caffeic acid and tyrosol) into
refined camellia oil before heating at temperature up to 120∘C
has been protecting the oil from oxidation and molecular
changing [47].

3.4. Wound Contraction Ratio. Comparing the three animal
groups treated with ointments to the negative control, the
wound area decreased significantly (p<0.05) by the twelfth
day. The wound contraction ratio depends on the concen-
tration of extract present in the ointment. In particular, on
the 3, 9, and 12 days, the ointment containing D. viscosa 5%
presented the highest wound contraction ratio to animals
(Figures 1 and 2).

After 12 days, mice treated with ointments containing D.
viscosa at 2.5% and 5% were totally healed while the vehicle
showed a 57 % healing rate (Figure 2). A correlation between
the antioxidant activities and wound contraction ratio of
animals was observed. Thus, we suggest that antioxidant
properties of D. viscosa enhanced the wound healing.

3.5. Histological Study. Over 3 days, the tissue sections of
all mice groups showed incomplete healing in wound site
without significant difference between the groups; this was
manifested by the large area of scab tissue. The inflammatory
cells and fibrin were accumulated in granulation tissue and
fibroblasts were dispersed (Figure 3: C3, V3, O (2.5%) a, and
O (5%) a).

After 9 days, the tissue sections showedobvious difference
between groups, though the number of inflammation cells
decreased in all groups. Scab area tissue was observed only in
the control group and vehicle group. On the other hand, there
was great epithelial and collagen fibers organization, remark-
able reduction in inflammation cell, and high distribution
of fibroplasias. Groups treated with ointments containing D.
viscosa (5%, 2.5%) showed greater healing quality compared
with other groups manifested by tissue remodeling, the

0
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80

100

120

day 3 day 9 day 12

control
Vehiculum
Ointment containing 2.5%
of D. viscosa extract
Ointment containing 5% of
D. viscosa extract

Figure 1: Percentage of wound contraction rate of mice treated
with D. viscosa (2.5%, 5%) ointments, positive control (vehicle) and
negative control on in vivo wound model.

deposition of collagen in the wound and vessels regression,
and mostly restored and keratinized epidermis after 9 days
(Figure 3: O (5%) b and O (2.5%) b). With 5 % of D.
viscosa extract, proliferation of collagens fibers was observed
and inflammatory infiltrate was more important than those
observed in group treated with 2.5% of D. viscosa extract
(Figure 3: O (5%) b).
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Figure 2: Morphological representation on wound contraction of different groups after 3, 9, and 12 days of topical application: ∗C3: control
day 3; ∗C9: control day 9; ∗C12: control day 12; ∗V3: control day 3; ∗V9: control day 9; ∗V12: control day 12; O (2.5%) a: ointment containing
D. viscosa (2.5%) day 3; O (2.5%) b: ointment containing D. viscosa (2.5%) day 9; O (2.5%) a: ointment containing D. viscosa (2.5%) day 12; O
(2.5%) a: ointment containing D. viscosa (5%) day 3; O (2.5%) b: ointment containing D. viscosa (5%) day 9; O (2.5%) a: ointment containing
D. viscosa (5%) day 12.

On day 12, the tissue section showed difference between
untreated group (negative control, vehicle) and treated ones
with ointments containing D. viscosa. Untreated group
showed incomplete healing skin (Figure 3: C9, C12, V9, and
V12), while group treated with ointment containing 2.5%
revealed quasi-complete healing with maturated granulation
tissue and hair follicles as well as highly organized collagen
and high distribution of fibroblast cells (Figure 3: O (2.5%)
c). Concerning the group treated with ointment containing
5% it showed complete healing and full reepithelialization
where the numbers of cells and blood vessels were decreased
significantly and the collagen fibers had been cross linked
(Figure 3: O (5%) c).

In general, our findings are in agreement with previous
observations that natural antioxidants promote the wound
healing [12, 48, 49]. The wound healing is a dynamic inter-
action between epidermal and dermal cells and extracellular
cells, which occurs in three successive phases: inflammation,
proliferation, and maturation. In fact, during the inflam-
matory process the antioxidant altered the migration of the
neutrophil to wound area and modulated neutrophil and
macrophages influx (i.e., hydrolytic enzymes, reactive oxygen
species, and reactive nitrogen species) [50], thus scavenging

free radicals and preventing them from damage during pro-
liferation andmaturation process.The antioxidants stimulate
synthesis of collagen, enhance cell proliferation and the
angiogenesis, and promote the reepithelization of the wound
[51]. In this context, some individual phenolic compounds
(i.e., protocatechuic acid and caffeic acid) have a potential role
in cytokines release in wound site, i.e., vascular endothelial
growth factor (VEGF) and transforming growth factor beta
(TGF-b) which are involved in remodeling the damaged
tissue and accelerate the reepithelization [51, 52].

4. Conclusions

Our findings suggest that Tunisian D. viscosa could be a
consistent source of antioxidant compounds particularly the
caffeoylquinic, being able to scavenge free radicals and to
prevent from oxidative damage. Subsequently, the inves-
tigation on properties of ointment containing D. viscosa
leaves showed the potential antioxidant and wound healing
effect. Thus, we suggest the role of phenolic compounds in
antioxidant and healing wound activities. Hence, this study
scientifically opens the perspective to the usefulness of D.
viscosa as new pharmaceuticals product for oxidative stress
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Figure 3: Histological sections of mice of different groups after 3, 9, and 12 days of topical application C3, V3, O (2.5%) a, and O (5%) a:
complete destruction acute of epiderm, presence of inflammatory cells, and fibrin. C9, C12, V9, and V12: acute inflammation and destruction
of epiderm. O (2.5%) b: proliferation of collagens fibers, inflammatory discreet infiltrate, and reepithelization. O (5%) b: proliferation of
collagens fibers and inflammatory discreet infiltratemore important than those observed inO (2.5%) b. O (2.5%) c: Complete reepithelization.
O (5%) c: reepithelization and crosslinking of collagen fibers.

and wound healing. However, further in vivo tests should be
carried out.
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Purpose. Leptin is a nutritional cytokine encoded by the obesity gene whose concentration in the tumor microenvironment is
closely related to the occurrence and progression of cancer. However, previous evidence has suggested that there is no clear
relationship between serum leptin concentrations and lung cancer progression. Cancer-associated fibroblasts (CAFs), the most
abundant component of the tumor microenvironment in a variety of solid tumors, were recently reported to produce leptin.
Therefore, it was inferred that leptin ismost likely to affect non-small-cell lung cancer (NSCLC) through an autocrine and paracrine
mechanism. In the current study, we investigated the paracrine effect and mechanism of leptin produced by CAFs on NSCLC by
establishing a novel in vitro cell coculture system.Methods. A noncontact coculture device was designed and made by 3D printing.
CAFs and paired normal lung fibroblasts (NLFs) from 5 patients were successfully isolated and cocultured with two NSCLC cell
lines in a coculture system. The background expression of leptin was detected by western blot. The in situ expression of leptin and
its receptor (Ob-R) in NSCLC tissues and paired normal lung tissues was analyzed by immunohistochemistry. Furthermore, we
downregulated the expression of leptin in CAFs and assessed changes in its promotion on NSCLC cells in the coculture system.
Finally, changes in the phosphorylation of ERK1/2 andAKTwere examined to investigate themolecularmechanisms responsible for
the paracrine promotion of NSCLC cells by leptin. Results. Leptin was overexpressed in nearly all five primary CAF lines compared
with its expression in pairedNLFs. IHC staining showed that the expression of leptinwas high inNSCLC cells, slightly lower inCAF,
and negative in normal lung tissue. Ob-R was strongly expressed in NSCLC cells.The ability of A549 and H1299 cells to proliferate
and migrate was enhanced by high leptin levels in both the cocultured fibroblasts and the culture medium. Furthermore, western
blot assays suggested that theMAPK/ERK1/2 and PI3K/AKT signaling pathways were activated by leptin produced by CAFs, which
demonstrated that the functions of paracrine leptin in NSCLC are as those of the serum leptin to other cancers.Conclusion. Leptin
produced by CAF promotes proliferation and migration of NSCLC cells probably via PI3K/AKT and MAPK/ERK1/2 signaling
pathways in a paracrine manner.

1. Introduction

Lung cancer is the most common malignancy worldwide [1].
Non-small-cell lung cancer (NSCLC) accounts for approxi-
mately 85% of all lung cancers [2], and is usually diagnosed
at an advanced stage, often with metastases [3]. Therefore,
the elucidation of the mechanisms involved in occurrence
and progress of NSCLC could lead to novel diagnostic and
therapeutic approaches [4].

Obesity is considered to be a growing health problem
worldwide [5]. Leptin, a 16 kDa peptide hormone encoded

by LEP gene (an obesity gene) and a nutritional cytokine,
is closely related to cancer [6]. The main function of leptin
is to regulate energy metabolism and fat synthesis in the
body, and it also amplifies inflammation and immunity
signals [7]. Leptin exerts its effects through a specific trans-
membrane receptor on the surface of its target cells, the
obesity receptor (Ob-R), which is assigned to the class I
cytokine receptor family [8]. The binding of leptin to its
receptor activates multiple downstream signaling pathways
such as those involving JAK2-STAT3, mitogen-activated
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protein kinase (MAPK), and phosphatidylinositol 3-kinase/
protein kinase B (PI3K/AKT) [9].Therefore, leptin-mediated
signaling pathways play an important role in cancer cell
proliferation, invasion, and metastasis [10].

In recent years, crosstalk between the tumor microenvi-
ronment and cancer cells has received increasing attention
[11]. The tumor microenvironment is the internal environ-
ment in which cancer cells intergrow and interact with the
“nontumoral” components [12]. Cancer-associated fibrob-
lasts (CAFs), the most abundant component of the tumor
microenvironment of NSCLC, account for 70% of the total
number of cells in solid tumors [13] and are most often
identified by the expression of myofibroblastic biomarkers
such as 𝛼-smooth muscle actin (𝛼-SMA) [14]. Besides,
fibroblast activating protein (FAP) and vimentin are also
used as auxiliary markers to identify CAF [15]. CAFs can
promote tumor progression through the secretion of various
cytokines.

In addition to its synthesis by adipocytes, leptin can
also be synthesized by epithelial cells or fibroblasts. Leptin
is usually absent in nonneoplastic tissue; however, recent
studies demonstrated that, leptin was also secreted by CAFs
in breast cancer [16]. Thus, we inferred that CAF in NSCLC
tissues can also produce leptin and affect the function of
NSCLC in a paracrine manner. This hypothesis is supported
by several recent pieces of evidence, as the increase of leptin
concentration in the microenvironment was related to the
occurrence and metastasis of several types of cancer [17–19].
On the other hand, a recent meta-analysis [20] suggested
that there may be no clear relationship between the serum
leptin concentration and lung cancer progression. This may
be due to the special histological characteristics of alveoli
and bronchi. Therefore, leptin is most likely to affect NSCLC
through autocrine and paracrine effects. In the current study,
we investigated the protumorigenic effect of leptin produced
by CAFs on NSCLC by establishing a novel in vitro cell
coculture system.

2. Methods

2.1. Cell Lines. Human embryonic lung fibroblasts (HLF)
and the human NSCLC cell lines A549 and H1299 were
obtained from the American type culture collection (ATCC),
and all cell lines were cultured in DMEM (Gibco) sup-
plemented with 10% fetal bovine serum (FBS, Gibco) and
penicillin/streptomycin at 37∘C in 5% CO

2
.

2.2. Culture of Primary Fibroblasts. Tissue samples from 5
patients who had a definitive pathological diagnosis of stage
IIIA NSCLC were resected by thoracoscopic lobectomy in
the 1st Hospital of Dalian Medical University in April 2018.
The tissues were soaked in DMEM at 0∘C and digested
within 2 h of resection. Tumor tissues and their paired
normal lung tissues (4∼5 cm away from the incisal margin)
were homogenized and digested for 2.5∼4 h at 37∘C in
DMEM containing 0.1 mg/mL DNase I (Roche, Switzerland)
and 1 mg/mL collagenase (Roche, Switzerland). The cells
were filtered with a 75 𝜇m filter and then resuspended and
plated with DMEM containing 1% penicillin/streptomycin

and 15% FBS. The cultures were maintained at 37∘C in 5%
CO
2
. After 5 passages, fibroblast purity was tested by RT-

qPCR. Then, CAFs were immortalized with SV40-large T
antigen (EX-SV40T-Lv105, GeneCopoeia, USA) following
the recommended protocol.

2.3. Noncontact Coculture System. A noncontact coculture
device was designed (already in the patent examination and
approval process in China) and made by 3D printing (Wan-
wan 3D, Dongguan, China) with highly transparent nontoxic
resin to simulate the internal environment. The device was a
vessel consisting of two culture wells and a precipitation well
(Figure 1(a)).The culturewells and the precipitationwell were
separated by two 2 mm-high partitions. During cell seeding,
the level of the liquid in both culture wells should be kept
below the height of the partition. Fibroblasts andNSCLC cells
were seeded into the two culture wells, at a 2:1 ratio. After
cell adherence, DMEM containing 10% FBS was added to the
vessel until the level was above the partition. Based on the
design of the coculture device, floating cells do not go directly
into the contralateral culture well but are deposited into the
precipitation well. Before anything was done to the cells, the
medium in the precipitation well was drained in case any
floating cells entered their contralateral culture well. Then,
the two cell lines were isolated again, and 0.5% trypsin was
used for separate passage/collection of the two cell lines.

2.4. Conditioned Medium. Fibroblasts were cultured in
DMEM with 10% FBS and routine antibiotics. Then, the
mediumwas changed to FBS-freemediumwhen the cells had
grown to 80% confluence. After 48 h, the supernatant was
extracted and centrifuged at 1600×g for 10 min. The condi-
tioned medium (CM) was stored at –79∘C and used for the
colony formation assay.

2.5. Reagents and Antibodies. Recombinant human leptin
was purchased from Pepro Tech (Rocky Hill, USA). A
primary antibody against𝛼-SMAwas purchased fromAbcam
(Cambridge, UK). Primary antibodies against Ob-R were
purchased fromWanleibio (Shenyang, China). A leptin anti-
body was obtained from Bioss (Beijing, China). Other pri-
mary antibodies against AKT, p-AKT, ERK, and p-ERK were
obtained from Cell Signaling Technology (Massachusetts,
USA). And other chemicals were purchased from Sigma (St.
Louis, USA) and Vetec (St. Louis, USA).

2.6. Plasmids and Lentivirus. pLK0.1-PXR-shRNA targeting
the LEP gene was acquired from the Institute of Cancer Stem
Cell at Dalian Medical University and was packaged with
the pMD2.G lentivirus packing system (GeneCopoeia, USA).
Viral packaging was conducted based on the recommended
protocols and previous articles.

2.7. RNA Extraction and Real-Time RT-PCR. Total RNA was
extracted from CAFs and the NLFs using the TRIzol method
according to previous articles [21]. TransScript One-step
gDNA Removal and cDNA Synthesis Supermix (Transgene,
Beijing, China) was used to synthesize first strand cDNA.
SYBR Premix Ex Taq II (RR820A, Takara, Japan) was used
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Figure 1: Isolation and characterization of CAFs and NLFs. (a) Three-dimensional model of the novel noncontact coculture device. (b)
Morphology of primary fibroblasts under a microscope. Left: CAF, right: NLF. Scale bar = 500 𝜇m. (c) The purity of the primary cells was
verified by RT-qPCR to determine the levels of 𝛼-SMA, vimentin, and CK19. (d) Leptin expression in primary CAF and NLF cell lines was
detected with western blot. The quantification of leptin is shown in the bar chart.

for quantitative polymerase chain reaction according to the
manufacturer’s instructions. The primer sequences used were
as follows: 𝛼-SMA:5’- ATTGCCGACCGAATGCAGA -3’,5’-
ATGGAGCCACCGATCCAGAC-3’; vimentin: 5’- TGC-
CGTTGAAGCTGCTAACTA -3’, 5’- CCAGAGGGAGTG-
AATCCAGATTA -3’; CK-19: 5’- ACCAAGTTTGAGACG-
GAACAG -3’, 5’- CCCTCAGCGTACTGATTTCCT -3’.
The comparative Ct method was used to calculate relative
changes in gene expression.

2.8. Immunohistochemistry Staining. IHC staining of leptin,
Ob-R and 𝛼-SMA was performed according to the man-
ufacturer’s instructions. A streptavidin-peroxidase staining
kit was purchased from ZSGB BIO (Beijing, China). The
paraffin-embedded tissues were prepared by a pathology
specialist, and dewaxed, and rehydrated in the lab.The exper-
imental steps were carried out according to the instructions
of the SP kit. The tissues were incubated with primary anti-
bodies diluted to the recommended concentration overnight
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Figure 2: Immunohistochemical analyses of 𝛼-SMA, leptin and Ob-R in NSCLC.The expression of 𝛼-SMA, leptin, and Ob-R in the tumor and
paired normal lung tissues of a 54-year-old male patient with acinar growth predominant lung adenocarcinoma was detected by IHC assay.
The leptin overexpressed in the tumor stroma is marked with a black arrow in the corresponding position. Scale bar = 100 𝜇m.

at 4∘C with antibodies that was dilute to the recommended
concentration. Then 3,3-diaminobenzidine (DAB) staining
was performed, and the results were observed under a
microscope.

2.9. Western Blot Analysis. Total protein was collected
according to the methods in our previous article [22]. The
protein concentration of the cell lysis solution was assessed
using a Thermo Fisher BCA kit. Then 30 𝜇g of total protein
was run on 10% SDS-PAGE and transferred to a PVDF
membrane. Samples were incubated with primary antibodies
diluted to the recommended concentration overnight at 4∘C.
The samples were incubated with HRP-conjugated secondary
antibody at room temperature for 2 h and protein bands were
detected with a chemiluminescence device.

2.10. Colony Formation Assay. Briefly, A549 cells or H1299
cells were seeded into six-well plates (2 × 103 per well) and
incubated in complete DMEM for 24 h. Then, the medium
was replaced by the abovementioned CM with 10% FBS, and
the cells were cultured in a 37∘C incubator with 5% CO2 for 2
weeks until they grew into macroscopic colonies. Finally, the
mediumwas removed, and the cell colonies were stained with
0.1% crystal violet and counted.

2.11. Cell Migration Assay. Cell migration assays were per-
formed in Transwell chambers with an 8.0𝜇m pore size
(Corning, US). The cells were starved in FBS-free DMEM
overnight before theywere collected and resuspended. A total
of 1×105 A549 or H1299 cells were resuspended in 250 𝜇L
DMEMwith 10% FBS and injected into the upper chamber. A
total of 3×105 CAF cells were resuspended in 500 𝜇L DMEM
with 10% FBS and injected into the lower chamber. After 24 h,
the upper chamber was washed with PBS, the nonpenetrated
cells were removed with a cotton swab, and the Transwell
chamberwas dried at RT.Themigrated cells at the back side of
the Transwell membrane were stained with 0.1% crystal violet
and then observed under a microscope.

3. Results

3.1. Isolation and Characterization of CAFs and NLFs. CAFs
and paired normal lung fibroblasts (NLFs) from 5 patients
were successfully established, their cell morphology was
first observed under an inverted microscope (Figure 1(b)),
and no significant difference was observed between the two
cell lines. The purity of the primary cells was verified by
biomarkers using RT-qPCR.𝛼-SMA, vimentin, and FAPwere
more strongly expressed, while CK19 and E-cadherin were
more weakly expressed in the 5 CAF lines compared with
their expression in the respective paired normal fibroblasts
(Figure 1(c)). Leptin was overexpressed in almost all five
primary CAF lines compared to its expression in paired
corresponding NLFs (Figure 1(d)).

3.2. A Noncontact Coculture Model Was Successfully Estab-
lished. One of the five CAF cell lines (CAF03), whose leptin
background expression level was the highest, was selected
for further study. Since it was difficult to stably culture NLFs
in vitro, HLF cells were used as an alternative to the NLFs
in the coculture system. In the coculture device, CAFs and
HLF were successfully cocultured with A549 and H1299 cells
through 5 consecutive passages.

3.3. Leptin Produced by CAFs Promotes the Proliferation of
NSCLC. The original tumor tissue of the CAF03 cell line
(from a 54-year-old female patient with stage IIIA acinar
growth predominant lung adenocarcinoma) and its adjacent
normal lung tissue were stained by immunohistochemistry,
and 𝛼-SMA clearly marked the location of the stroma. IHC
staining showed that leptin was highly expressed in epithelial
cells and expressed at a slightly lower level in the cytoplasm
of tumor stromal cells (mainly CAF). In contrast, both 𝛼-
SMA and leptin were not expressed in normal lung tissues
(Figure 2). Ob-R was strongly expressed in NSCLC cells
and was expressed at low levels in both tumor stroma and
normal tissues. Subsequently, the LEP gene in CAFs was
stably downregulated by lentivirus transfection (sh4) with
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Figure 3:�e proliferation of NSCLC cells was inhibited by the downregulation of leptin in CAFs. (a)The efficiency of gene intervention by four
different shRNA fragments was verified by western blot. (b)The proliferation of NSCLC cell lines treated with the CM of different fibroblasts
was assessed with a colony formation assay. The quantification of cell colonies is shown in the bar chart.

shRNA (Figure 3(a)). The ability of A549 and H1299 cells
culturedwithCAF-CM to form colonies was greater than that
of cells cultured with HLF-CM. However, A549 and H1299
cells cultured with shLEP-CAF-CM showed inhibited prolif-
eration, while this decrease in the ability to form colonies was
reversed by the addition of 50 ng/ml recombinant leptin into
the CM (Figure 3(b)).

3.4. Leptin Produced by CAFs Promotes Migration of NSCLC.
Similar to the results of the cloning assay, the migration of
A549 and H1299 cells cocultured with CAFs was enhanced
compared with that of cells cocultured with HLF cells. While
the expression of leptin was downregulated by shLEP in
CAFs, the cocultured A549 and H1299 cells showed inhibited
migration. However, this decrease in migration was reversed
by the addition of 50 ng/ml recombinant into the medium
(Figure 4).

3.5. Leptin Produced by CAFs Mediates the Activation of
Inflammatory Cytokine-Related Pathways in NSCLC. A549

cells grown with HLF, CAFs, CAF-shLEP, and CAF-
shLEP+leptin were continuously cultured to four passages
in the coculture system. Then the total proteins of the A549
cells were analyzed by western blot (Figure 5).The expression
of Ob-Rb was no different in the four groups. Furthermore,
changes in the phosphorylation of ERK1/2 and AKT were
examined to investigate the molecular mechanisms respon-
sible for the paracrine promotion of NSCLC cells by leptin.
Similarly, leptin significantly increased the phosphorylation
of ERK1/2 andAKT.This result suggested that these two path-
ways, which are closely related to the internal inflammatory
malignant environment, were activated under conditions of
high paracrine leptin secretion.

4. Discussion

CAFs act on NSCLC cells by secreting a variety of cytokines,
thereby affecting the proliferation, migration, invasion, and
other biological functions of NSCLC cells. At the same time,
cancer cells have positive feedback on the activation and
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with different fibroblasts was assessed by Transwell migration assay. The quantification of the migrated cells is shown in the bar chart.
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Figure 5: �e phosphorylation of ERK1/2 and AKT depends on
paracrine leptin. (a) Leptin significantly increased the phosphory-
lation of ERK1/2 and AKT. Three independent experiments were
performed, and representative protein bands from one of the three
tests are shown. Leptin treatment: 50 ng/ml, 1 hour.

maintenance of the cancer-associated properties of CAFs
[23]. Researchers have tried manymethods to simulate tumor
microenvironment in both in vivo and in vitro experi-
ments, especially to revive the interaction between CAFs and
tumor cells. Classic models include conditioned medium,
the Transwell system [24], the Boyden chamber system
[25], and xenoanimal coinjection models [26]. In recent
years, microfluidic chip technology [27] and the patient-
derived xenograftmousemodel [28] (PDX) have also become
common research tools. In the current study, we introduced a
novel noncontact coculture device, that solves the limitations
of previous models in terms of cell quantity and passages, and
its practicality was experimentally verified.

Leptin is a cytokine and hormone first shown to be
secreted by adipose tissue [29]. Leptin is also produced
and secreted by many nonadipose tissues, including gastric
mucosal [30], breast [31], muscle [32], placenta [33], and lung
tissues [34]. Studies have suggested that a leptin-enriched
microenvironment promotes tumor cells [17–19, 35]. In the
current study, we confirmed that leptin was overexpressed in
NSCLC and was produced not only from epithelial cells, but
also from CAFs. Furthermore, we found that the receptor of
leptin, Ob-Rb, was only overexpressed in NSCLC cells, and
was not expressed in CAFs. As previous studies have shown
that serum leptin has no significant effect on lung cancer, we
hypothesized that leptin most likely affects NSCLC through
autocrine and paracrine mechanisms.

Furthermore, we observed the effect of paracrine leptin
on NSCLC, and found that CAF-produced leptin reversibly
promoted colony formation and migration of NSCLC cells.
On this basis we found that the function of paracrine leptin
was similar to that of the addition of recombinant leptin
directly into the medium. Nevertheless, the downregulation
of leptin produced by CAFs can offset this effect. This
result confirmed that paracrine leptin promotes the prolif-
eration and migration of NSCLC cells. However, given that
NSCLC cells themselves also produce large amounts of leptin,
whether autocrine leptin has an effect on NSCLC still needs
to be explored in future studies.

The function of leptin depends on a specific receptor
(leptin receptor, OB- Rb) on the surface of its target cells
[36]. Ob-R is expressed at very low levels in epithelial cells
fromnormal humanmammary glands, but it is overexpressed
in cancer cells [37]. A variety of inflammatory cytokines
and inflammatory-mediating pathways are downstream of
the leptin-OB-Rb signaling pathway, such as the PI3K/AKT,
MAPK/ERK1/2, JAK2/STAT3, and insulin receptor substance
(IRS) pathways [38]. In the current study, we investigated
changes in key molecules from several signaling pathways
in NSCLC cells cocultured with CAFs and found that the
MAPK/ERK1/2 and PI3K/AKT signaling pathways were acti-
vated by leptin produced by CAFs, which demonstrated that
the functions of paracrine leptin in NSCLC were similar to
those in the same pattern with that of the serum leptin to in
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other cancers. Thus, it was concluded that leptin produced
by CAFs promotes the proliferation andmigration of NSCLC
cells probably via the PI3K/AKT and MAPK/ERK1/2 signal-
ing pathways in a paracrine manner.
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Bacterial quorum sensing (QS) is a cell-to-cell communication in which specific signals are activated to coordinate pathogenic
behaviors and help bacteria acclimatize to the disadvantages. The QS signals in the bacteria mainly consist of acyl-homoserine
lactone, autoinducing peptide, and autoinducer-2.QS signaling activation and biofilm formation lead to the antimicrobial resistance
of the pathogens, thus increasing the therapy difficulty of bacterial diseases. Anti-QS agents can abolish theQS signaling andprevent
the biofilm formation, therefore reducing bacterial virulence without causing drug-resistant to the pathogens, suggesting that anti-
QS agents are potential alternatives for antibiotics. This review focuses on the anti-QS agents and their mediated signals in the
pathogens and conveys the potential of QS targeted therapy for bacterial diseases.

1. Introduction

Antibiotics have been commonly used to prevent bacterial
infection and diseases for many decades since their discovery
at the beginning of the 20th century. However, emerging
evidence [1–6] indicates that traditional antibiotic treatments
tend to be ineffective for the patients, due to the emergence of
drug-resistant pathogens resulting from antibiotics overuse
[7, 8]. The fact that bacterial infection annually deprives
about 16 million human lives prompts us to develop novel
approaches fighting against the drug-resistant pathogens and
related diseases [9].

Bacterial quorum sensing (QS) signaling can be acti-
vated by the self-produced extracellular chemical signals
in the milieu. The QS signals mainly consist of acyl-
homoserine lactones (AHLs), autoinducing peptides (AIPs)
and autoinducer-2 (AI-2), all of which play key roles in the
regulation of bacterial pathogenesis. For instance, studies
[10–12] reported that QS signals participate in the synthesis
of virulence factors such as lectin, exotoxin A, pyocyanin,
and elastase in the Pseudomonas aeruginosa during bacte-
rial growth and infection. The synthesis and secretion of

hemolysins, protein A, enterotoxins, lipases, and fibronectin
protein are regulated by the QS signals in the Staphylococcus
aureus [13, 14]. These virulence factors regulated by QS help
bacteria evade the host immune and obtain nutrition from
the hosts.

The anti-QS agents, which are considered as alternatives
to antibiotics due to its capacity in reducing bacterial vir-
ulence and promoting clearance of pathogens in different
animal model, have been verified to prevent the bacterial
infection. The clinical application of anti-QS agents is still
not mature. This review builds on the increasing discoveries
and applications of the anti-QS agents from the studies in
the past two decades. Our goal is to illustrate the potential
of exploiting the QS signals-based drugs and methods for
preventing the bacterial infection without resulting in any
drug-resistance of pathogens.

2. Quorum Sensing Signals

The bacterial QS signals mainly consist of acyl-homoserine
lactones (AHLs), autoinducing peptides (AIPs), and

Hindawi
BioMed Research International
Volume 2019, Article ID 2015978, 15 pages
https://doi.org/10.1155/2019/2015978

http://orcid.org/0000-0002-7840-0210
http://orcid.org/0000-0001-6112-6975
http://orcid.org/0000-0001-5251-4116
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2019/2015978


2 BioMed Research International

autoinducer-2 (AI-2) and participate in the various physio-
logical processes of bacteria including biofilm formation,
plasmid conjugation, motility, and antibiotic resistance by
which bacteria can adapt to and survive from disadvantages
[15]. The Gram-negative and Gram-positive bacteria have
different QS signals for cell-to-cell communications. The
AHL signaling molecules are mainly produced by Gram-
negative bacteria [16], and AIP signaling molecules are
produced by the Gram-positive bacteria [17]. Both Gram-
negative and Gram-positive bacteria produce and sense
the AI-2 signals [18]. These three families of QS signals are
gaining more and more attention due to their regulatory
roles in bacterial growth and infection.

Lux-I type AHL synthase circuit has been considered
as the QS signals producer in the Gram-negative bacte-
ria [19]. Once the AHLs accumulate in the extracellular
environment and exceed the threshold level, these signal
molecules will diffuse across the cell membrane [20] and
then bind to specific QS transcriptional regulators, thereby
promoting target gene expression [21]. The signal molecules
AIPs are synthesized in Gram-positive bacteria and secreted
by membrane transporters [17]. When an environmental
concentration of AIPs exceeds the threshold, these AIPs bind
to a bicomponent histidine kinase sensor, whose phospho-
rylation, in turn, alters target gene expression and triggers
related physiological process [22]. For instance, QS signals in
Staphylococcus aureus are strictly regulated by the accessory
gene regulator (ARG) which associated with AIPs secretion
[23, 24]. ARG genes are involved in the production of many
toxins and degradable exoenzymes [25], which are mainly
controlled by P2 and P3 promoters [26, 27]. The AGR genes
also participate in the encoding of AIPs and the signaling
transduction of histidine kinase [28]. Bacteria can sense and
translate the signals from other strains in the environment
known as AI-2 interspecific signals. AI-2 signaling in most
bacterial strains is catalyzed by LuxS synthase [29, 30]. LuxS
is involved not only in the regulation of the AI-2 signals but
also in the activated methyl cycle and has been revealed to
control the expressions of 400more genes associated with the
bacterial processes of surface adhesion, movement, and toxin
production [31].

3. Biofilm Formation and Virulence Factors

Bacteria widely exist in the natural environment, on the
surface of hospital devices, and in the pathological tissues
[32]. Biofilm formation is one of the necessary requirements
for bacterial adhesion and growth [33]. The biofilm for-
mation is accompanied by the production of extracellular
polymer and adhesion matrix [34, 35] and leads to funda-
mental changes in the bacterial growth and gene expression
[36]. The formation of biofilm significantly reduces the
sensitivity of bacteria to antibacterial agents [37, 38] and
radiations [39] and seriously affects public health. Some
formidable infections are associated with the formation of
bacterial biofilms on the pathological tissues, andmost infec-
tions induced by hospital-acquired bloodstream and urinary
tract are caused by biofilms-coated pathogens on hospital

medical devices. A large number of studies [33, 40, 41] have
shown that bacterial quorum sensing (QS) signaling plays
important roles in biofilm formation. Specific QS signaling
blockage is considered an effective means to prevent the
biofilms formation of most pathogens, thereby increasing the
sensitivity of pathogens to antibacterial agents and improving
the bactericidal effect of antibiotics [42, 43].

The production of virulence factors, which could help
bacteria evade the host's immune response and cause patho-
logical damage, is crucial for the pathogenesis of infections
[44–46]. The virulence factors produced by different strains
are different. For example, Gram-negative Pseudomonas
aeruginosa produces virulence factors, such as pyocyanin,
elastase, lectin, and exotoxin A [47, 48], and Gram-positive
Staphylococcus aureus produces virulence factors such as
fibronectin binding protein, hemolysin, protein A, lipase, and
enterotoxin [49, 50]. Studies have shown that the production
of these virulence factors is regulated by the bacterial QS
signaling systems [51, 52]. Disruption of QS to control the
production of virulence factors seems to be an attractive
broad-spectrum therapeutic strategy.

4. Strategies for QS Disruption

The fact pathogens colonized in the host must active the
QS signaling to form biofilm and produce virulence factors
suggests that breaking this bacterial ”conversation” by anti-
QS agents makes pathogens more susceptible to host immune
responses and antibiotics. In this section, we discuss the QS
disruption strategies including receptor inactivation, signals
synthesis inhibition, signals degradation, signaling blockage
by antibody, and combining use with antibiotics and convey
the potential of QS as the therapeutic target for bacterial
diseases.

4.1. QS Receptor Inactivation. Inactivation of receptors in
QS signaling is an effective strategy for reducing bacte-
rial virulence and infection (Table 1). Studies [53] have
demonstrated that flavonoids can bind to QS receptors
and significantly reduce the virulence gene expression in
Pseudomonas aeruginosa. N-decanoyl-L-homoserine benzyl
ester, a structural analog of AHL signals, has been revealed
to reduce the production of virulence factors, such as elastase
and rhamnolipid, by blocking the homologous receptors in
Pseudomonas aeruginosa [54, 55]. Receptor antagonists have
been revealed to enhance the antibacterial activity of various
antibiotics and minimize the therapeutic dose of antibi-
otics for Pseudomonas aeruginosa infection [56]. The meta-
bromo-thiolactone was reported to prevent Pseudomonas
aeruginosa infection by decreasing the pyocyanin production
and inhibiting the biofilm formation [57]. Geske et al. have
developed AHLs analogs that can bind with the LuxR,
TraR, and LasR receptors in Vibrio fischeri, Agrobacterium
tumefaciens, and Pseudomonas aeruginosa, respectively [58].
However, the application of receptor inhibitors for treating
bacterial diseases is lagging behind due to the properties
of instability and degradability within alkaline conditions.
Further studies are warranted to improve the stability of these
effective anti-QS agents.
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4.2. QS Signals Synthesis Inhibition. The acyl-homoserine
lactone molecules (AHLs) not only participate in bacterial
communication but also play roles in conversations with
eukaryotic cells. AHLs can regulate the signaling pathways
in epithelial cells and affect the behavior of innate immune
cells [59, 60]. Inhibiting the synthesis of AHLs is a direct
strategy to reduce AHL-mediated virulence factors and
prevent pathological damage (Table 2). For example, studies
have revealed that the sinefungin, butyryl-SAM, and S-
adenosylhomocysteine can attenuate the secretion of QS-
mediated virulence factors and prevent the bacterial infection
by inhibiting the AHLs synthesis in Pseudomonas aeruginosa
[61–63]. Singh et al. reported that immucillin A and its
derivatives can reduce the AHLs synthesis by inhibiting the
5-MTAN/S-adenosylhomocysteine nucleosidase [64]. The
triclosan has been verified to reduce AHL synthesis by
inhibiting the production of enoyl-ACP reductase precursors
[65, 66]. However, these agents for AHLs synthesis inhibition
also block the metabolism of amino acid and fatty acid
that play key roles in bacterial basic nutrition [67]. The
fact that triclosan increased the antibiotic-resistance of Pseu-
domonas aeruginosa implies selective pressure on bacteria
were triggered by the blocking effects of triclosan on the
metabolism of amino acid and fatty acid in the bacteria
[68]. The triclosan is considered as bioindicator pollution
due to its potential in causing the drug-resistance of the
pathogens and increasing human health risks [69]. Thus,
the drugs specifically targeting AHLs synthesis inhibition
without blocking nutritional metabolisms of bacteria should
be developed and identified by sufficient in vitro experiments
before their clinical application.

4.3. QS Signals Degradation. Degradation of QS signals by
enzymes can effectively disrupt the “communication” among
the bacteria without causing any selective pressure to the
bacteria. The enzymes consist of lactonase, acylase, oxidore-
ductases, and 3-Hydroxy-2-methyl-4(1H)-quinolone 2, 4-
dioxygenase, all of which are derived from different bacterial
strains and have been applied for QS signals degradation
(Tables 3 and 4).

The AHL lactonase, a member of Metallo-𝛽-lactamase
superfamily, was able to prevent bacterial infection by de-
grading AHLs with different length of side chain [70, 71].The
AHL lactonases were reported to increase bacterial sensitivity
to antibiotics without affecting the growth of Pseudomonas
aeruginosa [72, 73] and Acinetobacter baumannii [74]. The
AHL lactonase also has been applied to block the biofilm
formation of Pseudomonas aeruginosa [75–77]. The AHL
lactonase AiiK produced by the engineered Escherichia coli
was revealed to inhibit extracellular proteolytic activity and
pyocyanin production of Pseudomonas aeruginosa PAO1
[78]. In addition, synergistic action of AHL lactonase and
antibiotics was observed in the mice model infected with
Pseudomonas aeruginosa; that is, the drugs containing AHL
lactonase can effectively inhibit the spread of skin pathogens
while minimizing the effective dose of antibiotics. The AHL
lactonase has also been applied in the fishery industry, for
instance, Liu et al. reported the lactonaseAIO6 supplemented
to tilapia was able to prevent the Aeromonas hydrophila

infection [79]. Studies reported the lactonase AiiA can
decrease the virulence and inhibit biofilm formation ofVibrio
parahaemolyticus in shrimps [80, 81].

The acylase, which was initially found in Variovorax
paradoxus and Ralstonia, can block the QS signaling by
hydrolyzing the amide bond of AHLs [82–84]. The acylase
was revealed to decrease the growth of Pseudomonas aerug-
inosa ATCC 10145 and PAO1 by 60% [85, 86] and has been
widely applied in humanhealth care; for example, the acylase-
coated device showed a well antibacterial property due to the
QS signaling disruption by the acylase [87]. The acylase is
also chemically immobilized on some nanomaterials to act as
an antifouling agent [88]. Undoubtedly, these applications of
acylase will greatly reduce the health care cost caused by the
spread and colonization of pathogenic bacteria on medical
devices.

Oxidoreductases are enzymes that can affect the AHLs
specificity of homologous intracellular receptors by modi-
fying acyl side chains, thus interfering with the expression
of QS related virulence genes [89]. Previous studies have
demonstrated the secretion of oxidoreductases by bacteria
as a protective mechanism instead of a pathogenic sig-
naling [90]. The BpiB09 oxidoreductase was reported to
inhibit the activation of N-3-oxo-dodecanoyl homoserine
lactone (3-oxo-C12-HSL) in the Pseudomonas aeruginosa
PAO1 and decrease bacterial motility, biofilms formation, and
pyocyanin secretion [91]. Immobilization of oxidoreductases
on the glass surface can inhibit the bacterial biofilm forma-
tion and decrease the growth rate of Klebsiella oxytoca and
Klebsiella pneumoniae [92, 93].

The dioxygenase has been revealed to block the quin-
olone signals in the QS system of Pseudomonas aerugi-
nosa [94]. Dioxygenase can degrade 2-heptyl-3-hydroxy-
4 (1H)-quinolone mediated signals and decreases signaling
molecules accumulation in the bacterial milieu, therefore
reducing the secretion of pyocyanin, rhamnolipid, and lectin
A toxin, which protects the host from infective damage [95,
96].

Together, the anti-QS signaling enzymes are promising
alternatives to antibiotics that can be used not only to control
bacterial infection but also to minimize the risk of causing
antibiotic-resistant strains. However, the stability of enzymes
in vivo is the most difficult problem for their biomedical
applications. It is of great significance to study and develop
the stability of the anti-QS signaling enzymes in vivo. QS
degradation by nonpathogenic bacteria is an effective strategy
for QS disruption. Pectobacterium carotovorum subsp. caro-
tovorum is a preferred and commonly used bacterial strain
forQS degradation [97].This biological strategy for QS signal
degradation has been applied to prevent plant diseases [98]
but has not been applied for human diseases treatment. By
exploring novel QS-degradation strains, it might be possible
to cure the chronic diseases caused by the antibiotic-resistant
pathogens.

4.4. Target Antibodies for QS Blockage. Theactivation of AHL
and AI-2 signaling can induce programmed cell death by
affecting the host's immune system [59, 99]. Kaufmann et
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al. found in their study [100] that the antibody RS2-1G9
can bind to 3-oxo-C12-HSL in the extracellular environment
of Pseudomonas aeruginosa, thereby attenuating the inflam-
matory response of the host. XYD-11G2 antibody has been
shown to catalyze the hydrolysis of 3-oxo-C12-HSL signaling,
thus inhibiting the pyocyanin production by Gram-negative
bacteria [101, 102]. The monoclonal antibody AP4-24H11 was
found to block the QS signal of Gram-positive Staphylococcus
aureus by interfering with AIP IV [103]. Another in vivo study
showed that the antibody AP4-24H11 could significantly
attenuate the tissue necrosis in the infected model [104].
Although these monoclonal antibodies have been identified
to block the QS signaling of pathogenic bacteria (Table 5),
their applications for treating bacterial diseases are still in the
initial stage.

4.5. Combinations of Anti-QS Agents and Antibiotics. Com-
bining use of antibiotic with an anti-QS agent is the most
effective clinical strategy for the treatment of bacterial dis-
eases at present [105, 106]. Many studies have confirmed the
synergistic effect of antibiotics and anti-QS agents (Table 6).
Ajoene, furanone c-30, and horseradish extract have been
revealed to reduce the expression of virulence factors in
Pseudomonas aeruginosa and make Pseudomonas aeruginosa
easier to be cleared by tobramycin [107–111]. Another study
has confirmed the synergistic effects of curcumin, gentam-
icin, and azithromycin on Pseudomonas aeruginosa; that is,
the expressions of virulence genes were significantly down-
regulated by the combining use of curcumin together with
gentamicin or azithromycin, and the therapeutic doses of
gentamicin and azithromycin were minimized by curcumin
supplementation [112]. The anti-QS compounds, such as
gallocatechin 3-gallate and caffeic acid, enhanced therapeutic
effects on Mycoplasma pneumoniae infection by combining
use with tetracycline, ciprofloxacin, or gentamicin [113, 114].
N-(2-pyrimidyl) butylamine was confirmed to enhance the
antibacterial effect of tobramycin, colistin, and ciprofloxacin
on Pseudomonas aeruginosa [115]. Recent studies [116, 117]
have shown that both farnesol and hamamelitannin can
reduce the virulence of Staphylococcus aureus and increase
the sensitivity of Staphylococcus aureus to 𝛽-lactam antibi-
otics. Synergistic effects of hamamelitannin, baicalin, hydrate,
cinnamaldehyde, and antibiotics have been demonstrated in
different infection models [118, 119].These findings imply that
combining use of antibiotics with ant-QS agents has great
therapeutic potential for bacterial diseases.

5. Conclusions

Regulating bacterial QS signaling by QS-targeted agents is
an effective strategy to control the production of bacte-
rial virulence factors and the formation of biofilm. This
novel nonantibiotic therapy can inhibit the expression of
pathogenic genes, prevent infection, and reduce the risk
of drug resistance of bacterial cells and has been widely
exploited in recent years. A large number of studies have
identified many anti-QS agents to control the pathogenic
phenotypes ofmost bacteria and to attenuate the pathological

damage in various animal infection models. However, most
anti-QS agents are still in the preclinical phase and more
human clinical trials are warranted to test their practical
feasibility. The results of several existing clinical studies [120–
122] on anti-QS agents show that, compared with antibiotics,
the anti-QS compounds may have potential toxicity and
their therapeutic effect is not as stable as that of antibiotics,
which limited their extensive application. Combining use of
anti-QS agents with conventional antibiotics can significantly
improve the efficacy of therapeutic drugs and decrease the
cost of human healthcare and is likely to be the main
application method of anti-QS agents for bacterial diseases
treatment in the future.
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and Y. Dessaux, “N-acylhomoserine lactone quorum-sensing
molecules are modified and degraded by Rhodococcus ery-
thropolis W2 by both amidolytic and novel oxidoreductase
activities,”Microbiology, vol. 151, no. 10, pp. 3313–3322, 2005.

[90] B. Eva and S. Maria, “Microbial secondary metabolites as
inhibitors of pharmaceutically important transferases and oxi-
doreductases,” Ceska Slov Farm, vol. 61, no. 3, pp. 107–114, 2012.

[91] P. Bijtenhoorn, H. Mayerhofer, J. Müller-Dieckmann et al.,
“A novel metagenomic Short-Chain dehydrogenase/reductase
attenuates pseudomonas Aeruginosa biofilm formation and
virulence on Caenorhabditis elegans,” PLoS ONE, vol. 6, no. 10,
Article ID e26278, 2011.

[92] J. D. Wildschut, R. M. Lang, J. K. Voordouw, and G. Voor-
douw, “Rubredoxin: oxygen oxidoreductase enhances survival
of desulfovibrio vulgaris hildenborough under microaerophilic
conditions,” Journal of Bacteriology, vol. 188, no. 17, pp. 6253–
6260, 2006.



14 BioMed Research International

[93] X. Zhang, S. Ou-yang, J.Wang, L. Liao, R.Wu, and J.Wei, “Con-
struction of antibacterial surface via layer-by-layer method,”
Current Pharmaceutical Design, vol. 24, no. 8, pp. 926–935, 2018.

[94] C. Pustelny, A. Albers, K. Büldt-Karentzopoulos et al., “Diox-
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Myricetin has been reported as a promising chemopreventive compound with multiple biofunctions. To evaluate its influence on
gene expressions in genome-wide set and further investigate its anti-inflammatory property, the present study performed Gene
Ontology and Ingenuity Pathway Analysis (IPA) to describe the basic gene expression characteristics by myricetin treatment in
HepG2 cells, confirmed its multi-biofunction by real-time fluorescent quantitative PCR (RT-qPCR), and further verified its anti-
inflammatory property byWestern blotting andbio-plex-based cytokines assay.The IPAdata showed that 337 gene expressions (48%
of the top molecules) are disturbed over 2-fold, and the most possible biofunctions of myricetin are the effect on “cardiovascular
disease, metabolic disease, and lipidmetabolism,” via regulation of 28molecules with statistic score of 46. RT-qPCR data confirmed
the accuracy of microarray data, and cytokines assay results indicated that 6 of the total 27 inflammatory cytokine secretions were
significantly inhibited bymyricetin pretreatment, including TNF-𝛼, IFN-𝛾, IL-1𝛼, IL-1𝛽, IL-2, and IL-6.The present study is the first
time to elucidate the multi-function of myricetin in genome-wide set by IPA analysis and verify its anti-inflammatory property by
proteomics of cytokines assay.Therefore, these results enrich the comprehensive bioactivities of myricetin and reveal that myricetin
has powerful anti-inflammatory property, which provides encouragement for in vivo studies to verify its possible health benefits.

1. Introduction

Myricetin is a well-defined natural flavonoid with hydroxyl
groups at the positions of 3, 5, 7, 3’, 4’, and 5’, which is widely
existed in vegetables, fruits, and teas, as well as medicinal
herbs [1]. Myricetin has been proved to be the most potent
and promising chemopreventive compound for its multi-
ple biofunctions, such as antioxidation, anti-inflammation,
antitumor, anti-diabetes, and anti-mutation effects [2, 3].
For the antioxidant property, myricetin was reported to
attenuate the deleterious effect of oxidative stress in human
red blood cells [4], prevent against I/R-induced myocardial
injury in rats [5], and exhibit a significant hepatoprotective
activity to reduce hepatic oxidative stress in mice [6], by

the induction of antioxidant genes or proteins. For the anti-
inflammatory property, overexpression of tumor necrosis
factor-alpha (TNF-𝛼) and cyclooxygenase-2 (COX-2) in
mouse liver was found to be reduced by myricetin treatment
[6], and the production of proinflammatory mediators was
inhibited by myricetin via inhibition of NF-𝜅B and STAT1
pathways and induction of Nrf2-HO-1 pathway in LPS-
stimulated RAW264.7 macrophages [7]. For the anticancer
property, myricetin was recognized to be able to induce
apoptosis of Human T24 bladder cancer cells via modulation
of Bcl-2 family proteins and caspase-3, significantly inhibit
the tumor growth on T24 bladder cancer xenografts model
[8], and promote apoptosis through regulation of apoptotic
protein Bax, Bad, and Bcl-2 in HepG2 cells [9].
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The recent arising concept of nutrigenomics is defined
to investigate the omics-wide influences of classical nutrients
or other dietary bioactive components in food. Nutrients
or dietary bioactive components are mediators that can be
detected by the cellular sensor systems and influence gene
expressions, protein synthesis, and metabolite production
[10]. Nutrigenomics is designed to investigate the dietary
components in distinguished cells, tissues, and organisms
and to elucidate how they influence the redox balance and
homeostasis of the cells, which plays crucial role on human
health maintenance and disease prevention [10, 11]. However,
limited researches were performed to study the functional
effects of flavonoids and elucidate the underlying mechanism
by using methods of nutrigenomics. For instance, by using
quantitative proteomics approach, EGCG was reported to
exert its effect on alleviation to vanadium stress in laying hens
through regulation of metal-binding mediation, cell prolif-
eration, and immune function-related proteins [12]. Grape
polyphenols were found to improve cellular parameters and
reduce the amount of lipogenesis and glycolysis enzymes,
enhance fatty acid oxidation and stimulate insulin signaling,
and ameliorate protein oxidation or endoplasmic reticulum
stress [13]. By using transcriptomics expression analysis,
cocoa polyphenols were reported to possess antiobesity
effects in high fat diet induced obese rats by regulation of
lipidmetabolism genes and reduce adiposity in adipose tissue
[14]. Recently, a comprehensive review had summarized the
data in the last decade and found that dietary polyphenols
may function as ideal modulators of the mammalian gene
expressions by histone deacetylation, histone acetylation, and
DNA methylation in experimental models [15, 16]. Another
interesting review further provides the reliable scientific data
to reveal the importance of polyphenols to fight against
carcinogenesis epigenetically and focuses on the effects of
dietary polyphenols to mitigate carcinogenesis [17]. Our
previous study had applied microarray to analyze the effects
of myricetin on genome-wide set; however, the analysis of
the data remains scarce and shallow [18]. Therefore, further
analysis on the microarray data of myricetin and other
attached new omics tools should be performed, such as
proteomics assay.

The studies on the biofunction of polyphenols mainly
focus on the regulation of redox signaling pathways and
related genes or proteins linked to human health, especially
on the inhibition of inflammation [19]. Inflammation is
defined by the increased acute phase reactants or other
mediators, the activation of inflammatory signal pathways,
and abnormal cytokine or inflammatory marker expressions
[20]. Cytokines are important inflammatory signaling pro-
teins to mediate a wide range of physiological responses
and a spectrum of related diseases, such as tumor growth,
infections, and Parkinson’s disease. Cytokines are generally
detected by either immunoassay or bioassay [21, 22]. Recently,
the newly discovered Bio-Plex suspension array instrument
from Bio-Rad Company can simultaneously detect up to
100 cytokines in a single well of a 96-well microplate by
application of novel technology with color-coded beads.
Therefore, bio-plex based technology is of great significance
to understand the whole inflammatory process. To elucidate

the more detail about the multiple biofunctions of myricetin,
comprehensive analysis of microarray data in genome-wide
set by advanced software and specific verification of the anti-
inflammatory property by proteomic tool were performed in
the present study.

2. Materials and Methods

2.1. Materials and Antibodies. Myricetin (≥99%, purified
by HPLC) was purchased from Extrasynthese (Lyon Nord,
France). Human hepatoblastoma (HepG2) cells were donated
by the Cancer Cell Repository (Tohoku University, Japan).
Fetal bovine serum (FBS) and Dulbecco’s modified Eagle’s
medium (DMEM) were purchased from Hyclone (Logan,
USA). Lipopolysaccharide (LPS) and other general reagents
used in the chemical analysis were purchased from Sigma-
Aldrich (Shanghai, China).The antibodies for COX-2, iNOS,
𝛼-tubulin, and others were purchased from Santa Cruz
Biotechnology (Santa Cruz, USA) and Cell Signaling Tech-
nology (Beverly, USA).

2.2. Reverse Transcription and Real-Time qPCR. HepG2 cells
were planted in dishes for 24 h and then treated with 20 𝜇M
of myricetin in 0.1% DMSO or alone for additional 9 h. Total
RNA was extracted with RNA extraction kit (Nippon Gene
Co., Japan) as described accordingly.The primers used in the
present study were designed by PRIMER3 and synthesized
by company as follows: AKR1C1, forward (5’- ATC CCT
CCG AGA AGA ACC AT-3’) and reverse (5’- ACA CCT
GCA CGT TCT GTC TG-3’); AKR1C2, forward (5’- GAT
CCC ATC GAG AAG AAC CA-3’) and reverse (5’-ACA
CCT GCA CGT TCT GTC TG-3’); GCLC, forward (5’- GAG
CTG GGA GGA AAC CAA G -3’) and reverse (5’- TGG
TTT GGG TTT GTC CTT TC-3’); SERPINE, forward (5’-
GTG CTG GTG AAT GCC CTC T-3’) and reverse (5’- GCA
GTT CCA GGA TGT CGT -3’); IL11, forward (5’-GCG GAC
AGG GAA GGG TTA AAG-3’) and reverse (5’- GGG CGA
CAG CTG TAT CTG G -3’); IGFBP1, forward (5’- ATG ATG
GCT CGAAGG CTC TC-3’) and reverse (5’-ATG TCT CAC
ACT GTC TGC TGT-3’). Reverse transcription and real-
time qPCR were performed with RT-qPCR Kit (Finnzymes
Oy., Espoo, Finland) accordingly. Briefly, 200 ng of RNA was
reverse-transcribed to cDNA at 37∘C for 30 min, and the
reaction was then terminated at 85∘C for 5 min, and other
reaction conditions or procedures were described previously
[18]. The results were presented as the relative expression
levels normalized with that in control cells.

2.3. Microarray Data Analysis and Network Generation.
Microarray results were classified by Gene Ontology ID
(http://www.geneontology.org/) and analyzed by general
method and then were imported into Ingenuity Pathway
Analysis (IPA) System (http://www.ingenuity.com) for fur-
ther analysis. The gene ontology classification and analysis
are primary bioinformatics to standardize their presentation
of gene and gene product attributes from different species
and databases. The Ingenuity Knowledge Base is built by the
huge data extracted from the millions of full text literatures
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with weekly update, which is the leader of its kind to
analyze the results originated from microarray. [23]. The
original microarray data was imported into the IPA system
according to gene accession numbers and the fold change
uponmyricetin treatment versus control and other necessary
data. P<0.002 was set as the cutoff point of the IPA system,
and the genes were classified according to the molecular
functions.The canonical pathways analysis was performed to
identify the most possible disturbed pathways from the IPA
system with the most significance in the dataset [24, 25].

The network analysis was carried out to identify series of
genes belonging to certain genetic networks associated with
functions or diseases in the IPA system and were ranked
by the score that represents the possibility that a class of
genes were disturbed. The genetic network analysis was
also based on the information or findings originated from
millions of literatures focused on the study of functional
relationships between genes. A network pathway contains
a class of genes or gene products, which are represented
as nodes, and the biological relationship between 2 nodes
is represented as an edge (line). This kind of network is
a graphical representation of the molecular relationships
between genes or gene products. All the correlations or links
are supported by at least one reference stored in the Ingenuity
Pathways Knowledge Base, including literature, textbook,
and canonical information. The intensity of the node color
indicates the degree of regulation: the red represents up and
the green represents down. The various shapes of nodes and
labels of edges describe different functional gene product and
the nature of the relationship between the nodes, respectively.

2.4. Immunoblots of Inflammatory Proteins. HepG2 cells were
precultured in dishes for 24 h first and then starved by
adding serum-free medium for additional 2.5 h. The cells
were divided into 4 groups, which were a control group
without treatment; a negative control group treated with 1
𝜇g/ml of LPS alone; two groups were treated with 20𝜇M of
myricetin before exposure to LPS, or not. Every group were
treated for 30 min. Cellular lysates were boiled for 5 min,
equal amounts of which (40 𝜇g) were run on SDS-PAGE
gel (10%) and transferred to PVDF membrane (Amersham
Pharmacia Biotech). The membrane was incubated with
specific primary antibody overnight at 4∘C and incubated
with respective secondary antibodies for 1 h. Immunoblot
binds were detected by ECL system with the Image Quant
LAS 4000 mini (GE Healthcare, Chicago, US). The relative
amount of detected proteins was quantified by ImageQuant
TL software.

2.5. Bio-Plex-Based Assays of Inflammatory Cytokine. HepG2
cells were precultured and starved accordingly to eliminate
the effect of FBS. The cells were then treated with 10-20 𝜇M
of myricetin for half hour before exposure to 1 𝜇g/mL LPS
for additional 12 h. The 27 cytokines detection, including
TNF-𝛼, G-CSF, IFN-𝛾, IL-1𝛼, IL-1𝛽, IL-2, IL-4, IL-5, IL-6, IL-
7, IL-8, IL-9, IL-10, IL-12(p70), IL-13, IL-15, IL-17, RANTES,
Eotaxin, PDGF-BB, FGF basic, IP-10, MCP-1(MCAF), MIP-
1𝛼, MIP-1𝛽, GM-CSF, and VEGF were performed by using

Bio-Plex Pro Human Cytokine 27-Plex Panel kit (Bio-Rad
Laboratories) and Bio-Plex cytokines assay system (Bio-Plex
200, Bio-Rad) according to the manufacturer’s instructions
and the results were analyzed by the Bio-Plex manager
software (version 4.0).

2.6. Statistical Analysis. All the experimental data in the
present study were repeated at least three or four times.
Significances or differences of treated versus control were
analyzed by the Student’s t-test, and p<0.05 was considered
significant.

3. Results

3.1. Gene Expression Profiling of Myricetin-Treated HepG2
Cells by GO Analysis. According to our previous study,
we have performed basic analysis to the huge microarray
data. Among the total 44K gene probes, 20𝜇M of myricetin
upregulated the expressions of 143 genes (0.33% of total
probes) and downregulated the expressions of 476 genes
(1.08% of total probes) by greater than or equal to twofolds in
HepG2 cells [18]. However, the comprehensive analysis of the
data is scarce. Thus, we further utilize the free available tool,
Gene Ontology, to analyze the basic characteristic of gene
expressions in HepG2 cells bymyricetin treatment. As shown
in Table 1, three basic classes, including biological process,
molecular function, and cellular component, were list out. In
each class, we further list out the gene function subclasses
with the ratio of significant regulated genes greater than 2%of
the total, which includes 3, 5, and 16 subclasses, respectively.

Among biological process, signal transduction,
metabolism, and lipid metabolism have been largely
disturbed bymyricetin treatment, with significantly regulated
gene ratio of 7.27%, 4.68%, and 2.26%, respectively, which
implies that myricetin has the potency on the regulation of
signaling transduction and cellular metabolism, especially
lipid metabolism. For instance, in signal transduction,
expressions of F2RL2, IGFBP1, ARHGAP26, PDE11A, ADM,
SOS1, NF1, F2RL1, IL8, VDR, and TXNRD1 were identified
to be linked to the biofunction of myricetin (Table S1). In
cellular component, one of the notable affected subclasses
is nucleus, containing the largest gene ratio of 19.22%. It
involves several response element promoters of signaling
pathways, such as ARE, NF-𝜅B, XRE, or AP-1, which are
associated with oxidative stress response, inflammation, or
xenobiotic metabolism. There are several gene expressions
were remarkably altered in cellular component, including
BHLHB2, DIDO1, NDRG1, EID3, SORBS2, WDHD1,
KIAA1429, SORBS2, JUN, and SLC2A4RG, as shown in Table
S2. Another important subclass is mitochondrion, with the
differential gene ratio of 4.2%. Mitochondrion is critical
in endothelial physiology and pathophysiology, and plays
a prominent role on production of ATP, energy currency
of the cell, through respiration, and then regulates the
cellular metabolism [26, 27]. Myricetin was found to exert a
crucial role on mitochondria function and keep the redox
balance, which was evidenced by the differentially expressed
genes after myricetin medication, such as HSPA1A, GLS,
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Table 1: Gene expression profiling by GO analysis.

Class Subclass Ratio [%]

Biological process
Signal transduction 7.27

Metabolism 4.68
Lipid metabolism 2.26

Cellular component

Nucleus 19.22
Extracellular 7.27

Plasma membrane 6.79
Cytosol 3.72

Mitochondrion 4.20

Molecular function

Protein binding 27.30
DNA binding 10.02

Binding 7.59
Kinase 3.39

Protein kinase activity 2.26
calcium ion binding 3.88
nucleic acid binding 6.46

transcription factor activity 4.36
RNA binding 3.55

nucleotide binding 9.69
actin binding 3.55

catalytic activity 5.33
structural molecule activity 2.26

protein kinase activity 2.26
hydrolase 5.98

Receptor activity 5.65

Table 2: Gene expression profiling ofmyricetin-treatedHepG2 cells
by IPA analysis.

Fold of Change IPA data
Total Numbers Regulation

>4 15 8 up
7 down

3<∼<4 36 16 up
20 down

2<∼<3 286 56 up
230 down

Total 337 80 up
257 down

PDK1, ABAT, SYNE2, ATP5S, and ETFDH (Table S3). The
significantly activated molecular functions were generally
related to protein binding, DNA binding, kinase, and protein
kinase activity, with the corresponding proportion of 27.3%,
10.02%, 3.39%, and 2.26%, respectively. Almost all the features
of cells on their surfaces and interiors are based on diversity
protein carrier in terms of tool-like receptor, facilitated
glucose transporter, thioredoxin reductase 1, etc. Before that,
many signal pathways associated to molecular function rely
on DNA linking, the deliverance of genetic information, and
the period is usually activated by protein kinases [28]. As
shown in Table S3, a series of typical genes belonging to the
above 4 subclasses disturbed by myricetin have been listed

out, such as SLC2A4RG, SLC22A3, SERPINE1, MAP3K13,
ACVR1B, MAP3K8, ARHGAP26, BHLHB2, DMXL1, NCF2,
HSPA1A/B, HMOX1, FGFR3, ATR, FGFR3, ACVR1B,
WDHD1, HELLS, SOS1, and JUN. These results indicated
that myricetin has the potential to regulate molecular
function, via regulation of gene expression pathways and
modulation of signal transduction.

3.2. Gene Expression Profiling of Myricetin-Treated HepG2
Cells by IPAAnalysis. Next, to further analyze themicroarray
data, we input the data into IPA system, and the gene
expression profiling of myricetin-treated HepG2 cells has
changed a little. As shown in Table 2, comparing the signals of
myricetin-treated group with the control, the result revealed
that the expressions of 15 genes were disturbed significantly
by equal or greater than 4-fold, with upregulation of 8
genes and downregulation of 7 genes; the expressions of
36 genes were disturbed between 3-fold to 4-fold, with
upregulation of 16 genes and downregulation of 20 genes; the
expressions of 286 genes were disturbed between 2-fold to 3-
fold,with upregulation of 56 genes anddownregulation of 230
genes. Taken together, 337 gene expressions of the total 702
molecules (48%) exported by IPA were disturbed with fold
changes over 2-fold.

3.3. Top Function and Canonical Pathway Analysis of
Myricetin-Treated HepG2 Cells by IPA. To obtain a further
investigation for the elucidation of the effects and underlying
molecular mechanism of myricetin in HepG2 cells, the
advanced analysis tool of IPA systemwas performed. In brief,
IPA constructed the connection and relationship of the above
significantly regulated genes, which also output the top 10 cel-
lular functions and diseases altered bymyricetin treatment in
HepG2 cells with a p-value less than 0.05, as shown in Table 3.
The most possible cellular function/disease of myricetin is
the regulation of “cardiovascular disease, metabolic disease,
and lipid metabolism,” which consists of 28 molecules with
the score of 46. The secondary top cellular function/disease,
“connective tssue development and function, skeletal and
muscular system development and function, and tissue mor-
phology” was significantly influenced bymyricetin treatment
as well, with 22 molecules and the score of 33. Besides, other
cellular functions/diseases, such as “endocrine system dis-
orders,” “cardiovascular system development and function,”
“cellular assembly and organization,” “cellular movement,”
“cancer,” “cell death,” and “hepatic system disease,” were
also identified to be significantly disturbed by myricetin
treatment. However, “cancer” was found to be the most
frequently influenced disease with the occurrence of 4 times
in top 10 functions, and “cell death” and “metabolismdisease”
were bothmentioned 3 times there.The above result indicates
that myricetin may exert its biofunction by the regulation
of chronic disease related biomarkers and the representative
signaling pathways. For instance,MAP3K8,MAP3K13,NCF2,
NF-𝜅B (family),NFATC2,NF-𝜅B (complex), andNR2F2were
significantly disturbed by myricetin treatment, which are
belonging to cancer related MAPK/NF-𝜅B inflammatory
signaling pathway.
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Table 3: Top 10 cellular functions and diseases altered by myricetin treatment in HepG2 cells.

Molecules in Network Score Focus
Molecules

Cardiovascular Disease, Metabolic
Disease, Lipid Metabolism

ACVR1B, C14ORF139, CD3, CD36, DDX58, DYX1C1, E2f,
EFHC1, EPPK1, FST, GPAM, HAMP, HSPA1A, IFN Beta, IKK,
INHBE, INSIG2, KLF3, MAP3K8, MAP3K13, NCF2, NF-𝜅B
(family), NFATC2, NF𝜅B (complex), NR2F2, Rab11, RAB11B,
RAB11FIP4, RGS3, SLC2A2, SQSTM1, TFRC, TMEM126B,
TXNRD1, VSNL1

46 28

Connective Tissue Development and
Function, Skeletal and Muscular System
Development and Function, Tissue
Morphology

ADM, AGPAT9, Akt, BHLHB2, DCBLD2, HELLS, HSPG2
(includes EG:3339), Ige, IGF2, IGF2BP2, IL11, INPP5D, JAG1,
Laminin, LCAT, Mek, NEXN, p70 S6k, PALLD, Pdgf, PDGF BB,
PP2A, Ptk, RORA, Shc, SKAP2, SLC2A3, SLC6A4, SLC6A6,
SORBS2, Sos, STAT, Tgf beta, TINAG, XRN1

33 22

Endocrine System Disorders,
Hematological Disease, Metabolic
Disease

Adaptor protein 2, AKR1B10, Ap1, AP2A1, BNIP3L, C5ORF34,
CBR1, Ck2, Creb, DENND4A, hCG, HIP1, Histone h3, HMOX1,
Igfbp, IGFBP1, IGFBP3, JUN, KLF5, LDL, MAFF, MAZ, Mmp,
NRP1, P38 MAPK, PFKFB3, SMC4, SPP1, SULT2A1, SYNE2,
tyrosine kinase, VDR, Vegf, VitaminD3-VDR-RXR, VRK1

32 22

Cardiovascular System Development and
Function, Tissue Morphology, Amino
Acid Metabolism

A1CF, AKR1C1, AKR1C2, AKR1C3, Angiotensin II receptor type
1, EGR1, ERK, ETS, F2RL1, FGFR3, Fibrin, FOS, G-Actin,
GCLC, GCLM, GDF15, GNRH, JUN/JUNB/JUND, KLB, KLF4,
LIMA1, NF1, NGF, NTN4, PLAUR, Rar, RASGRF2, Rxr, SCLT1,
SERPINE1, SWI-SNF, T3-TR-RXR, Thyroid hormone receptor,
TRA2A, Trans-1,2-dihydrobenzene-1,2-diol dehydrogenase

30 21

Cellular Assembly and Organization,
Cellular Function and Maintenance,
Nervous System Development and
Function

14-3-3, ACTA1, ALB, ARHGAP26, ARHGDIA, ATP6V0A1,
ATYPICAL PROTEIN KINASE C, CCAR1, CPLX1, F Actin,
F2RL2, FGD4, GABBR1, Gsk3, Insulin, Jnk, MAP2K1/2,
MARCKS (includes EG:4082), NEDD4L, Nfat, PARD3,
PCYT1B, Pkc(s), Pld, PRLR, Rac, Raf, Ras, Ras homolog,
RGNEF, SH3BP2, SOS1, TCR, TNS1, VAMP2

26 20

Cellular Movement, Dermatological
Diseases and Conditions, Organismal
Injury and Abnormalities

ADCY, AIM1 (includes EG:202), ALP, ARFGEF1, ARID1A,
Calmodulin, Calpain, Cyclin A, Cyclin E, CYP1A1, ERK1/2, G
alphai, Hdac, Histone h4, IL8, IL12, Interferon alpha, ITPR2,
KNG1 (includes EG:3827), Mapk, MED13, MYLK, NDRG1,
NRD1, PDZK1, Pka, Pkg, PRKAR1A, PTRF, Rb, RBL1, RNA
polymerase II, SMARCA4, SUV420H1, THRB

24 18

Cancer, Cell Death, Reproductive System
Disease

AASS, ANXA3, APPBP2, beta-estradiol, BICD1, BUB1, CCAR1,
CHM, CORO2A, DIMT1L, EID3, FCGRT, geranylgeranyl
pyrophosphate, GJB2, GRM3, HELLS, HRAS, IGFBP1, IREB2,
KIAA2018, KLHDC2, MIRN29B2, MYC, NME5, NR3C1, PDK1,
PTP4A2, RAB6A, RABGGTB, RASA4 (includes EG:10156),
RPN2, SARDH, SELENBP1, SGK3, TXN

23 17

Cancer, Cell Cycle, Cell Death

ABAT, ADM, ALDH5A1, BMP15, CDKN2B, CEACAM5
(includes EG:1048), CENPE, CENPF, CMAS, CRK, FOXG1,
FSH, FST, GCLC, GPRC5A, GRLF1, HNRPDL, INHA, KCNA5,
KLF10, LACTB, LYVE1, MST1R, MTMR10, PCF11, PGRMC1,
RB1, SEMA6B, SMAD5, SPAG4, TGFB1, THOC1, THOC2,
thyroid hormone, TRIP11

21 16

Cell Death, Cancer, Cell Cycle

ACAP1, ADAM12, BBS7, C10ORF88, C16ORF57, C3ORF63,
CALR, CD59, CLTC, CMIP, CUGBP1, DCP1A, F2RL2,
KIAA1219, KIAA1429, KRT18, METTL7A, MME, PDIA2,
PDIA3, PHACTR2, PPP1CA, PRLR, SH3BP4, SLC6A8,
SMAD4, SRC, SSB, TFE3, TNS1, TOM1, TOM1L1, TUSC3,
YWHAZ, ZFYVE16

21 16

Cancer, Hepatic System Disease, Liver
Hyperplasia/Hyperproliferation

ATP5S, C3, CTBP1, CYP4B1, CYP4F11, EDA2R, ELK3, FGD4,
FRY, GDF15, GPRC5A, LEFTY2, LRBA, MAP3K13, MAPK8,
MAPK9, MINK1, MSLN, PEX1, PKP2, PRAM1, RAE1, RCOR3
(includes EG:55758), retinoic acid, RGL4, SH3BP5, SH3RF2,
SMOX, SPAG9, SSBP3, STMN3, TAL1, TFF2, YWHAG, ZNF217

21 16
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Figure 1: Top canonical pathway analysis of myricetin-treated HepG2 cells by IPA.

In addition to cellular function and disease, IPA system
also listed out the significantly disturbed genes by distinct
canonical pathways based on IPKB. As shown in Figure 1,
IPA system outputs all the significantly affected signaling
pathways by myricetin treatment with a p-value less than
0.05. Among the total 20 canonical pathways,Nrf-2-mediated
oxidative stress response, TGF-𝛽 signaling, and B cell recep-
tor signaling are strongly associated to chronic inflammation;
metabolism of xenobiotics by cytochrome P450, bile acid
biosynthesis, C21-steroid hormonemetabolism, glycerophos-
pholipid metabolism, glycerolipid metabolism, glutamate
metabolism, IGF-1 signaling, and fatty acid metabolism are
closely linked to metabolic disease, especially glucolipid
metabolism dysfunction.

3.4. Network Analysis of Myricetin-Treated HepG2 Cells by
IPA. Furthermore, IPA further built gene networks to con-
nect key genes and enrich categories of diseases and func-
tions, via the construction of the correlation between the
significantly disturbed genes bymyricetin treatment.Wehave
listed out the top 1 network to further elucidate the cellular
functions vividly and distinctly, corresponding to the top 1
cellular function and disease, as shown in Table 3.

As shown in Figure 2, top 1 network is related to cardio-
vascular disease, metabolic disease, and lipid metabolism. It
consists of 35 genes, 28 of which are expressed differentially.
It is worth noting that the cellular function of oxidative
stress and inflammation response were vastly involved in this
network. Among these genes, SLC2A2 (solute carrier family
2 member 2), also called GLUT2, is the most downregulated
gene, with the reduction of 4.89-fold by myricetin treatment,
and its expression is indirectly adjusted by NF-𝜅B family.
The reduction of SLC2A2 expression suggested the inhibition

of glucose absorption, which has a strong correlation to
the glucose and lipid metabolic pathways [29]. Clinical data
shows that SLC2A2 (GLUT2) mutations are the cause for
Fanconi-Bickel syndrome, a rare autosomal recessive disease
about carbohydrate metabolism dysfunction, and the tested
patients showed typical characteristics such as glycogen stor-
age disorders and proximal renal tubular nephropathy [30].
The most upregulated gene is NCF2 (solute carrier family 2
member 2), with the induction of 4.27-fold bymyricetin treat-
ment, and it is also indirectly adjusted byNF-QB family. NCF2
is reported to be associated with chronic disease, especially
inflammatory chronic granulomatous disease [31]. Besides,
multiple protein kinase genes related to inflammation are
directly regulated by myricetin via modulation of inflam-
matory transcription factors. For instance, MAP3K13 and
MAP3K8, the upstream protein kinases of NF-𝜅B pathway,
displayed the decreasing expression folds of 2.06 and 2.33,
respectively, where the expression ofMAP3K8 was indirectly
affected byNF-𝜅B.Thus, wemay speculate that inflammatory
signal molecular and the upstream protein kinase would
interact with each other.

What is more, NF-𝜅B is the core of this network
and monitors the activities of a series of inflammatory
factors and the expressions of several typical antioxidant
genes. Inflammatory genes CD36 (3.25-fold), KLF3 (2.57-
fold), NFATC2 (2.36-fold), and ACVR1B (2.15-fold) were
downregulated indirectly by myricetin treatment via NF-
𝜅B pathway, while antioxidant genes TXNRD1 (2.04-fold),
SQSTM1 (2.45-fold), TMEM126B (2.26-fold), and HSPA1A
(3.35-fold) were upregulated. All the above changes imply
that myricetin could inhibit inflammation and activate the
antioxidant chemoprevention to play a critical role in the
cellular redox equilibrium. Two typical signaling pathways
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A, Activation/Deactivation
RB, Regulation of binding
PR, Protein-mRNA binding
PP, Protein-Protein binding
PD, Protein-DNA binging
LO, Localization
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Figure 2: Top network analysis of myricetin-treated HepG2 cells by IPA. The dataset was analyzed by Ingenuity Pathway Analysis software.
The node color indicates the expression level of the genes. Nodes and edges are displayed with various shapes and labels that present the
functional class of genes and the nature of the relationship between the nodes, respectively.

are found to be involved in the top 1 network, including
B cell receptor signaling and Nrf2-mediated antioxidant
pathway. B cell receptor signaling was reported to activate
NF-𝜅B by PKC/TAK1 pathway [32].NFATC2,MAP3K13, and
MAP3K8 are belonging to B cell receptor signaling, and
their downregulation reveals that myricetin can exert its anti-
inflammatory effect via inhibition of B cell receptor signaling.
Similarly, the upregulation of SQSTM1 and TXNRD1 in Nrf2-
mediated antioxidant pathway indicates that myricetin can
also inhibit inflammation via activation of Nrf2-mediated
antioxidant pathway.

3.5. Real-Time qPCR Verification of the Specific Functional
Genes. To verify the microarray data and the above biofunc-
tion caused by myricetin in HepG2 cells, we performed RT-
qPCR and compared the result of selective top 20 altered
molecules in IPA to the raw gene chip data. As shown in
Figure 3(a), we have selected typical significantly disturbed
genes with their respective change fold from microarray
data by myricetin treatment, including antioxidant genes
GCLC, AKR1C1/2/3 and NCF2, inflammatory genes SER-
PINE, ARHGAP26, FST and IL11, and metabolic genes
IGFBP1, F2RL2, SLC2A2/6A6, and HSPA1A, which are all
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Antioxidant genes Metabolic regulating genesInflammatory genes

F2RL2 ↑  7.65
IGFBP1 ↑  5.06
SLC2A2 ↓ 4.89
SLC6A6 ↑  3.27
HSPA1A ↑  3.35

AKR1C1 ↑ 4.87
AKR1C2 ↑

AKR1C3 ↑ 2.07
NCF2 ↑ 4.27
GCLC ↑ 3.50

SERPINE ↑  6.00
ARHGAP26 ↓ 4.58
FST ↑  4.22
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Figure 3: Real-time quantitative PCR verification of the specific functional genes identified by DNA microarray and IPA. (a) Three basic
biofunction related genes filtrated by IPA. After DNA microarray, the whole data were input into ingenuity pathway analysis system. The
genes classified to antioxidant genes, inflammatory genes, and metabolic regulating genes are displayed with more than twofold expression
change by myricetin. (b) Real-time PCR verification data versus microarray data. HepG2 cells were pretreated with or without myricetin
for 9 h. RNA extract and real-time PCR were described in Material and Methods. The result was expressed as the relative expression level.
Each value represents the mean ± SD of three separate experiments, ∗p < 0.05; ∗∗p < 0.01 versus control, respectively. CTL, control; AKR1C,
aldo-keto reductase family 1, member C; GCLC, glutamate cysteine ligase, catalytic subunit; SERPINE, serpin peptidase inhibitor clade; IL,
interleukin; IGFBP1, insulin -like growth factor-binding protein 1.
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regulated by Nrf2 or NF-𝜅B signaling pathways. Then, we
further verify the gene chip results of several selected key
genes by RT-qPCR and make a comparison. As shown in
Figure 3(b), RT-qPCR results have confirmed the accuracy of
the gene chip results, and their changes are even bigger.These
results indicate that myricetin can stimulate the expressions
of antioxidant genes, inhibit that of inflammatory genes,
and induce the expressions of metabolic regulating genes in
HepG2 cells.

3.6. Bio-Plex Based Inflammatory Cytokines Assay by
Myricetin Treatment in HepG2 Cells Induced by LPS. The
above IPA analysis results reveal that inflammation is the
main interface targeted by myricetin. However, these results
just stay in mRNA level. To investigate whether myricetin
indeed works on inflammation inhibition, and we conducted
Western blotting and bio-plex inflammatory cytokine assay
in HepG2 cells, which is a more suitable inflammation
model. Cytokines are important in cell signaling and play a
significant role in inflammation [33].

Before starting, we firstly performed Western blotting
of typical biomarkers of inflammation, iNOS and COX-
2, to confirm the anti-inflammatory efficiency and the
toxicity of myricetin. The results showed that iNOS and
COX-2 expressions are both significantly decreased dose-
dependently (Figure 4(a)) and 20 𝜇M of myricetin had no
cytotoxicity on HepG2 cells, which is similar to our previous
study[18]. Then, we applied 10-20 𝜇M of myricetin in bio-
plex cytokines assay. As shown in Figure 4(b), 27 kinds
of cytokines were detected by bio-plex system, just 9 of
whichwere significantly inhibited bymyricetin pretreatment,
including TNF-𝛼, IFN-𝛾, IL-1𝛼, IL-1𝛽, IL-2, and IL-6.

4. Discussion

In the present study, we conducted microarray and bioinfor-
matic analysis to comprehensively describe the biofunction
of myricetin in HepG2 cells, GO, and IPA analysis results
provided some hints for the anti-inflammation, antioxida-
tion, and intervention on metabolism of myricetin, which
were partly verified by RT-qPCR.The function and canonical
pathway analysis by IPA further confirmed that myricetin
plays a crucial role on the regulation of redox signaling
pathways and metabolic process, especially the inhibition
on inflammation. Thus, we finally performed the proteomic
analysis by the application of bio-plex cytokines assay, and
the results indicated that myricetin does exert potent anti-
inflammatory effect by secretion inhibitions of IL-1𝛼, IL-1𝛽,
IL-2, IL-6, IFN-𝛾, and TNF-𝛼.

Top molecules generated by IPA help us to focus on
the most impossible biofunction rapidly. For example, top
metabolic gene SLC2A2 plays a key role in HIF-1-𝛼 signaling,
which acts as the central system on regulation of metabolism.
The concentration of HIF-1-𝛼 (and its subsequent activity) is
regulated byNF-𝜅B-dependent regulation [34]. HIF-1 is over-
expressed in many human cancers, and its overexpression
promotes tumour growth and metastasis through its initial
angiogenesis and regulation of cell metabolism to overcome

hypoxia [35]. Thus, an inference can be made from the phe-
nomenon that SLC2A2was involved in theHIF-1-𝛼 signaling,
and its decreased expression by myricetin treatment implies
that myricetin has the potency on the regulation of metabolic
process, which is evidenced by the canonical pathway analysis
of IPA. As shown in Figure 1, severalmetabolic pathways have
been found to be associated with the metabolic regulation
property of myricetin, including “metabolism of xenobiotics
by cytochrome P450, bile acid biosynthesis, C21-steroid hor-
mone metabolism, glycerophospholipid metabolism, glyc-
erolipid metabolism, glutamate metabolism, IGF-1 signaling,
and fatty acid metabolism.” These metabolic pathways were
all significantly disturbed by myricetin treatment, indicating
that myricetin possesses the ability of regulating glucolipid
metabolism dysfunction.

In addition to the top 1 network associated with cel-
lular function and disease, top 2 and top 3 networks are
also found to be related to inflammation. As shown in
Table 3, the top 2 and top 3 cellular functions and diseases
are “connective tissue development and function, skeletal
and muscular system development and function, and tissue
morphology” (with a score of 33 and focus molecules of
22) and “endocrine system disorders, haematological dis-
ease, and metabolic disease” (with a score of 32 and focus
molecules of 22). The cores of their networks are TGF-𝛽
and AP-1 (data not shown here), and their respective key
molecules include IL11, STAT, SORBS2, Sos, NEXN, SLC6A4,
XRN1, etc. Most of the inflammatory genes were significantly
downregulated by myricetin treatment; however, a series of
antioxidant genes, such as SQSTM1, TXNRD1, HMOX1, and
SLC family, were found to be upregulated significantly, which
reveals that myricetin plays a complex role on the balance
between inflammation and antioxidation, the redox interface
in HepG2 cells. Moreover, glucolipid metabolism was also
found to be related to the redox status, for the disturbed
expressions of IGF2, IGF2BP2, IGFBP1, and IGFBP3.

Our study is the first time to apply the inflammatory
proteomic tool of bio-plex cytokines assay to investigate the
inflammatory property of myricetin in HepG2 cells. In the
total typical 27 cytokines, the secretions of IL-1𝛼, IL-1𝛽, IL-
2, IL-6, IFN-𝛾, and TNF-𝛼 have been found to be inhibited
by myricetin treatment. TNF-𝛼, acting as a major member
of tumour necrosis factor, is an important proinflammatory
cytokine in the inflammatory response model. TNF-𝛼, by
means of binding to its receptor, can regulate NF-𝜅B expres-
sion by modulation of TRAF2 and RIP [36]. Therefore, the
significant decrease of TNF-𝛼 expression indicates that the
remission of inflammatory response is caused by myricetin
treatment through the inhibition of NF-𝜅B activity, which
is evidenced by other studies [37]. IL-6 and IL-1 are also
important proinflammatory cytokines, and they were found
to be inhibited remarkably by myricetin treatment in the
present study. As reported, LPS can activate NF-𝜅B by
stimulating monocyte MAPK signaling pathway and then
promote the expression of IL-1 gene; besides, IL-1 can induce
activation of p38 to promote the expression of NF-𝜅B in turn
[38]. IL-6 is closely correlated with STAT3, and STAT3 plays
a key role in cell proliferation and differentiation, so IL-6
can not only promote the development of inflammation but
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Figure 4: Influence of myricetin on the production of inflammatory proteins and cytokines. (a) Influence of myricetin on the production of
iNOS and COX-2 protein. HepG2 cells (1×106 cells) were precultured for 24 h and starved in serum-free medium for 2.5 h. The cells were
then treated with the indicated concentrations of myricetin for 30 min and then exposed to 1 𝜇g/mL LPS for 12 h. The proteins of iNOS,
COX-2, and 𝛼-tubulin were detected by Western blotting with their antibodies, respectively. (b) Myricetin decreased the levels of multiple
inflammatory cytokines in HepG2 cells. The levels of 27 kinds of cytokines were measured by multiplex technology and bio-plex assay and
arranged in an order from high to low change in the experimental inflammatory HepG2 cells. The data represent mean ± SD of four mice.
∗p < 0.05 and ∗∗p < 0.01. CTL, control; IL, interleukin; IFN-𝛾, interferon-gamma; TNF-𝛼, tumor necrosis factor.
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also accelerate the proliferation of normal cells and tumour
cells [39]. Hence, NF-𝜅B signaling in the HepG2 cells was
inhibited bymyricetin because of the decrease of IL-6 and IL-
1 productions. According to the result of proteomic assay of
cytokines, spontaneously, the speculation thatmyricetin has a
powerful effect on the inhibition of inflammation is obtained,
which encourages in vivo studies to verify its possible health
benefits.

5. Conclusions

Obviously, by the combined application of genomic microar-
ray and proteomic cytokine assay, we not only comprehen-
sively understand the multiple functions of myricetin, in
the form of regulation on redox signaling pathways and
metabolic process at mRNA level, but also verify its crucial
and potent anti-inflammatory property at protein level.
Therefore, myricetin exerts potent multiple biofunctions
linked to redox balance and metabolic regulation, especially
its remarkable anti-inflammatory activity. The present study
could promote the application of nutritional intervention by
myricetin in the research and development of functional food
or special medical use food.

Abbreviations

AP-1: Activator protein 1
GF: Growth factor
GO: Gene Ontology
I𝜅B: Inhibitory protein of NF-𝜅B
IRF3: Interferon regulatory factor 3
IL: Interleukin
IFN: Interferon
IPA: Ingenuity pathways analysis
LPS: Lipopolysaccharides
MAPK: Mitogen-activated protein kinase
NF-𝜅B: Nuclear factor-kappa B
Nrf2: Nuclear factor-erythroid 2 p45-related

factor 2
NCF2: Neutrophil cytosolic factor 2 (65kDa,

chronic granulomatous disease, autosomal
2)

RT-PCR: Real-time quantity polymerase chain
reaction

SLC2A2: Solute carrier family 2 (facilitated glucose
transporter), member 2

TGF-𝛽: Transforming growth factor beta
TNF: Tumour necrosis factor.

Data Availability

The data used to support the findings of this study are
available from the corresponding author upon request.

Disclosure

We have just submitted the abstract and give an oral presen-
tation with some of the content in this manuscript in the 3rd

International Conference on Agriculture and Agro-Industry
2018 (ICAAI2018), but without publishing this manuscript.
Tao Li and Jihe Zhu are joint first authors.

Conflicts of Interest

The authors declare that there are no conflicts of interest
regarding the publication of this paper.

Authors’ Contributions

Tao Li and Jihe Zhu contributed equally to the work.

Acknowledgments

This work was partially supported by Natural Science Foun-
dation of China andHunan Province, Key Scientific Research
Fund of Hunan Provincial Science and Technology Depart-
ment (2017NK2093), Core Research Program 1515 and double
first-class construction project of Hunan Agricultural Uni-
versity (No. SYL201802025) to Si Qin.The authors would like
to thank Key Laboratory for Food Science and Biotechnology
of Hunan Province, College of Food Science and Technology,
Hunan Agricultural University for providing the facilities to
carry out this study.

Supplementary Materials

Supplementary Table 1: the disturbed genes involved in
signal transduction. Supplementary Table 2: the disturbed
genes involved in nucleus and mitochondrion. Supplemen-
tary Table 3: the disturbed genes involved in DNA bind-
ing, protein binding, kinase, and protein kinase activity.
(Supplementary Materials)

References

[1] J. M. Harnly, R. F. Doherty, G. R. Beecher et al., “Flavonoid con-
tent of U.S. fruits, vegetables, and nuts,” Journal of Agricultural
and Food Chemistry, vol. 54, no. 26, pp. 9966–9977, 2006.

[2] K. C. Ong and H. E. Khoo, “Biological effects of myricetin,”
General Pharmacology: 	e Vascular System, vol. 29, no. 2, pp.
121–126, 1997.

[3] K. W. Lee, N. J. Kang, E. A. Rogozin et al., “Myricetin is a novel
natural inhibitor of neoplastic cell transformation and MEK1,”
Carcinogenesis, vol. 28, no. 9, pp. 1918–1927, 2007.

[4] P. K. Maurya, P. Kumar, S. Nagotu, S. Chand, and P. Chan-
dra, “Multi-target detection of oxidative stress biomarkers in
quercetin and myricetin treated human red blood cells,” RSC
Advances, vol. 6, no. 58, pp. 53195–53202, 2016.

[5] Y. Qiu, N. Cong, M. Liang, Y. Wang, and J. Wang, “Systems
pharmacology dissection of the protective effect of myricetin
against acute ischemia/reperfusion-induced myocardial injury
in isolated rat heart,” Cardiovascular Toxicology, vol. 17, no. 3,
pp. 277–286, 2017.
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Background and Aims. A growing body of research has demonstrated that the degeneration of chondrocytes is the primary cause of
osteoarthritis (OA). Parathyroid hormone-related protein (PTHrP) can alleviate the degeneration of chondrocytes via promotion of
chondrocyte proliferation and inhibition of terminal differentiation, but the underlying mechanism remains unknown. This study
aimed to identify the microRNAs (miRNAs) that may target PTHrP and regulate the proliferation and terminal differentiation
of chondrocytes. Methods. Bioinformatic analysis was used to predict which miRNAs target PTHrP. We collected human knee
cartilage specimens to acquire the primary chondrocytes, which we then used to test the expression and function of the targeted
miRNAs. To explore the effects of miR-15a-5p on the putative binding sites, specific mimics or inhibitors were transfected into
the chondrocytes. Furthermore, a dual-luciferase reporter gene assay and chondrocyte degeneration-related factors were used to
verify the possible mechanism. Results. The expression of PTHrP was upregulated in the OA chondrocytes, whilst miR-15a-5p was
downregulated in the OA chondrocytes. A negative correlation was observed between PTHrP and miR-15a-5p. The knockdown of
miR-15a-5p promoted the growth of chondrocytes and inhibited calcium deposition, whilst overexpression of miR-15a-5p reversed
this trend.The effect of miR-15a-5p overexpression was neutralised by PTHrP. Dual-luciferase reporter assays revealed that PTHrP
can be used as a novel targeting molecule for miR-15a-5p. Conclusions. miR-15a-5p promotes the degeneration of chondrocytes by
targeting PTHrP and, in addition to helping us understand the development of OA, may be a potential biomarker of OA.

1. Introduction

Osteoarthritis (OA), a degenerative joint condition, is the
most common disease in adults and, in addition to leading
to high medical expenses, is one of the most frequent causes
of pain, loss of function, and psychological disability [1, 2].
Several treatment options are available for relief of OA symp-
toms, but because the pathogenesis of OA remains unclear,
few practical ways of stopping the progressive degradation of
the articular cartilage have been found [3, 4].

Deterioration of the smoothness of the articular cartilage
is the chief characteristic of OA, and chondrocytes are the
only type of cells in the articular cartilage, so dysregula-
tion of cell proliferation and differentiation in chondrocytes
contributes directly to OA [5–7]. The primary function of
chondrocytes is to maintain the balance of the extracellular

matrix, which consists mainly of collagen and proteoglycans.
However, the pattern of gene expression and the related
mechanisms involved in chondrocyte action remain unclear.

Parathyroid hormone-related protein (PTHrP, also
known as PTHLH) is a widely occurring protein produced
by most tissues in the body [8, 9] and is an essential factor
in many of the physiological and pathological processes
involved in OA [10]. Numerous reports have confirmed that
PTHrP contributes to chondrocyte proliferation and inhibits
terminal differentiation [8, 11–13]. However, the regulation
of PTHrP in OA is still poorly understood.

MicroRNAs (miRNAs), about 23 nt of endogenous small
noncoding RNA, are involved in the regulation of target
protein-encoding genes via translational inhibition and/or
degradation of the target mRNA [14–16]. The expression of
various small RNAs in OA changes in relation to that in
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normal cartilage, which suggests that the expression of small
RNA may affect cartilage homeostasis [17]. The significance
of miR-15a-5p for the survival and metastasis of tumours,
especially during the process of cell proliferation or differ-
entiation, has attracted much attention [18, 19]. The function
of miR-15a-5p in regulating the degradation of the cartilage
matrix has also been investigated [20]. Unfortunately, the
underlying mechanism of the involvement of miR-15a-5p
in the progress of OA remains unclear. In this study, we
found that PTHrP served as the target of miR-15a-5p and
clarified the effects of miR-15a-5p on the proliferation and
differentiation of chondrocytes.

2. Materials and Methods

2.1. Human Specimens. In this study, rheumatoid arthritis
and septic arthritis were excluded, and samples of human
articular cartilage were obtained from 16 patients with OA
(OA Grade III–IV) who underwent total knee arthroplasty.
Eight patients with osteosarcoma who were undergoing
segmental resection and artificial knee prosthesis replace-
ment or amputation were also recruited to allow collection
of normal articular cartilage specimens. Table 1 lists the
corresponding information. Our work was approved by the
ethics committee of Second Xiangya Hospital, Central South
University (Changsha, Hunan, China).

2.2. Isolation and Culture of Chondrocytes. The cartilage
specimens were collected immediately after surgery, placed
in Petri dishes, and wetted with phosphate-buffered saline
solution (PBS). The cartilage samples were cut into 1–3mm3
pieces with two sterile scalpels. The PBS was removed,
and the diced tissues were placed in Dulbecco’s modified
Eagle’s medium (DMEM; Sangon, Shanghai, China) with
2.0mg/mL collagenase type II (Worthington, USA).The tube
was capped, covered with Parafilm, and then placed on an
orbital shaker at 200 rpm for 10–12 h at 37∘C. The next day,
the suspension was filtered through a 40-𝜇m mesh into a
sterile 50-ml centrifuge tube. The digestate was centrifuged
at 1200 rpm for 10min. The supernatant was removed, and
the pellet was gently resuspended in 10mL of DMEM. The
specific protocol of the primary chondrocyte culture is based
on the literature [21, 22]. The cells were centrifuged, washed,
and resuspended in the medium, placed in a T-25 flask, and
cultured in DMEM plus 10% FBS at 37∘C, 5% CO

2
. The

chondrocytes in the second passage were used in all of the
experiments.

2.3. Cartilage Tissue and Chondrocyte Staining. The excised
cartilage tissues were fixed in 4% paraformaldehyde (PFA),
briefly decalcified in 10% ethylenediaminetetraacetic acid
(EDTA) for 4 weeks, and sectioned into 4–5mm thick slices
with a scalpel blade. Each slice was embedded in paraffin and
sectioned at 6 𝜇m. Serial sections from each slice were stained
routinely with SafraninO/Fast Green.The cell-attached slides
were washed using PBS and stained using Toluidine blue
for 15min. The cells were rewashed with PBS, and the
morphology of the cartilage tissues and cells was assessed.

2.4. Immunohistochemical Analysis. After being seeded into
special chamber slides, the human primary chondrocytes
were fixed with 4% PFA for 10min, permeabilised with 0.1%
Triton X-100 for 15min, and treated with 1% bovine serum
albumin for 30min. Next, the cells were incubated with
PTHrP antibody for 1 h, and the anti-goat IgG antibody
conjugated with peroxidase was then incubated for 30min.
Finally, the nuclei were counterstained with haematoxylin.
All of the procedures were performed at room temperature.

2.5. Calcium Deposition Assay. To evaluate the extent of the
calcification or calcium deposition in the intervention and
control groups of the cultured primary chondrocytes, we used
Alizarin Red S staining, which is one of the most commonly
used methods.The cells were fixed at room temperature with
4% PFA for 10min and exposed to Alizarin Red S for 15min.
The cells were then washed with PBS and then photographed
under a microscope.

2.6. Western Blotting Analysis. The total protein was
extracted from each intervention group by lysing the cells
in a radioimmunoprecipitation assay buffer (Beyotime,
Shanghai, China). Quantitative analysis of the protein
concentrations was performed with a special analytical
kit (Beyotime, Shanghai, China). The same amount of
proteins was obtained by 10% sodium dodecyl sulphate-
polyacrylamide gel electrophoresis and electrotransferred
onto polyvinylidene fluoride (PVDF) membranes. The
PVDFmembranes were then blocked with 5% skimmedmilk
powder in TBST (Tris-buffered saline solution containing
0.1% Tween 20) and cultured with primary and secondary
antibodies. The specific protocol of the western blotting
is based on the literature [23]. After washing, the staining
was visualised with an enhanced chemiluminescence
kit (Beyotime, Shanghai, China), and the specific strip
was measured with the MicroChemi 4.2 system (DNR
Bio-Imaging Systems, Jerusalem, Israel).

2.7. Cell Transfection and Cell Proliferation Analysis. OA
chondrocytes in logarithmic phase were seeded into six-well
plates and cultured for 24 h. The cells were then allotted
to several groups: the siPTHrP group, the negative con-
trol (NC) group, the miR-15a-5p mimics group, the NC
inhibitors group, and the miR-15a-5p inhibitors group. The
plasmids were purchased from GenePharma Co Ltd (Shang-
hai, China). The cells were transiently transfected with plas-
mids using the Lipofectamine 2000 reagent (Thermo Fisher
Scientific) as previously reported [24]. The corresponding
sequences are listed in Table 2. A Cell Counting Kit-8 (CCK-
8, Beyotime Biotechnology, China) was used to test cell
proliferation after the cells had been incubated for various
periods of time. The OD values at 450 nm were measured by
spectrophotometry.

2.8. Luciferase Reporter Assay. We constructed wild-type and
mutant plasmids for PTHrP to explore the targeting link
between miR-15a-5p and PTHrP. Table 2 lists the sequences
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Table 1: Patients information.

Group Diagnosis
(K-L Grade)

Gender Age
Female Male

OA OA (III) 2 0 72.5 ± 3.7
OA (IV) 8 6

Normal Osteosarcoma 3 5 17.6 ± 4.0
Grading standards based on Kellgren and Lawrence system (K-L Grade).

used. We verified the recombinant plasmids via restriction
enzyme digestion and DNA sequencing.

HEK293T cells were added into a 12-well plate to con-
firm the direct interaction between miR-15a-5p and PTHrP
mRNA. The cells were transfected with miR-15a-5p mimics
and PTHrP wild-type or PTHrP mutants using the Lipofec-
tamine 2000 reagent after 24 hours. The samples were then
cotransfected with a pRL-TK plasmid that expresses Renilla
luciferase. About 48 hours after the transfection, the cellswere
lysed and the Firefly and Renilla luciferase activities were
detected with a dual luciferase reporter assay system (Biotek,
Winooski, VT).The transfection was performed in triplicate.

2.9. Quantitative Real-Time PCR (qRT-PCR). The total RNA
was separated by Trizol Reagent (Thermo Fisher Science),
reverse transcribed into cDNA, and used for the qRT-PCR
analysis, as previously reported [25]. The ABI Prism VIIA7
system was used to quantify the gene expression by qRT-
PCR (ABI Prism ViiA7, Applied Biosystems, CA). The level
of PTHrP was analysed using qRT-PCR and normalised to
actin. The miR-15a-5p was normalised to U6. The primer
design of miR-15a-5p was acquired from Sangon (Shanghai,
China). The corresponding primer sequences are listed in
Table 2.

2.10. Statistical Analysis. The statistical analysis was per-
formed using GraphPad Prism Software (Version 7.0). The
results are expressed as mean ± standard deviation (SD).
Student’s 𝑡-test was used to detect the differences between the
two groups. A 𝑃 value of less than 0.05 was considered to
indicate significant variation between groups.

3. Results

3.1. Upregulation of PTHrP inChondrocytes fromHumanKnee
OA. Thegeneralmorphology of the normal andOA articular
cartilage samples was examined after Safranin O/Fast Green
staining, which revealed differences in the surface of the
tibial plateaus. The normal articular cartilage was smooth,
whilst the OA articular cartilage showed extensive wear
(Figure 1(a)). To better understand the related mechanism,
the expression of PTHrPwas detected byRT-PCR in 8 normal
chondrocytes and 16 OA chondrocytes. The results showed
a significant increase in the expression of PTHrP in the
OA chondrocytes (Figure 1(b)). Furthermore, we cultured
chondrocytes from the articular cartilage and observed the
cell morphology after Toluidine blue staining (Figure 1(c)).
A previous study showed that the level of PTHrP was

higher in OA than in normal human knee articular cartilage
[26]. Similarly, in this study, immunohistochemical analysis
revealed a significantly higher level of PTHrP in the OA
chondrocytes than in the normal chondrocytes (p<0.01)
(Figure 1(c)). Analysis of the PTHrP protein expression in
the chondrocytes by western blotting confirmed significant
upregulation of PTHrP in the OA chondrocytes (p<0.05)
(Figure 1(d)).

3.2. PTHrP Prevents Terminal Differentiation and Promotes
Proliferation in Human OA Chondrocytes. To determine
the role played by PTHrP in promoting proliferation and
preventing terminal differentiation in human knee OA chon-
drocytes, cellswere culturedwith siPTHrP, the corresponding
controls, or recombinant human PTHrP (rhPTHrP). As
shown in Figure 2(a), a CCK8 experiment showed that the
growth rate of primary cultured chondrocytes transfected
with siPTHrP was slower than that of the control group,
whilst rhPTHrP caused a significant increase in growth
(p<0.05). qRT-PCR was performed to further test the effect
of PTHrP on the chondrocytes. Biomarkers of proliferation
and terminal differentiation, including collagen II, aggrecan,
and MMP-13, were investigated. MMP13 is a major enzyme
that targets cartilage and leads to the degradation of collagen
II and proteoglycan. Aggrecan, a proteoglycan, and collagen
II are critical components of the cartilage structure and
function of chondrocytes [27]. As shown in Figure 2(b), a
significant increase of MMP-13 was observed in the siPTHrP
group relative to the control group (p<0.01), whilst the level of
MMP-13 was lower in the rhPTHrP group than in the control
group (p<0.05). In contrast, the level of collagen II increased
in the rhPTHrP group (p<0.05, versus the NC group) and
decreased in the siPTHrP group in comparison with the NC
group (p<0.05). The level of aggrecan was also higher in the
rhPTHrP group than in the NC group (p<0.05) and lower in
the siPTHrP group than in the NC group (p<0.05).

Alizarin Red S staining demonstrated the presence of
calcium deposits in the OA chondrocytes. As shown in
Figure 2(c), the extracellular and intracellular areas were
both stained with Alizarin Red S at 12 days. Higher levels
of calcium deposition were induced by siPTHrP than in the
other groups, whilst those in the rhPTHrP group were lower.

3.3. PTHrP Is a Direct Target of miR-15a-5p and Is Neg-
atively Correlated with Its Expression in Human Primary
Cultured Chondrocytes. PTHrP 3UTR contains miR-15a-
5p binding sites (Figure 3(a)). To confirm that miR-15a-5p
targets PTHrP, a dual-luciferase analysis was performed 48 h
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Figure 1: Expression of PTHrP in human normal and OA chondrocytes. Human knee articular cartilage was taken from subjects after total
knee arthroplasty or amputation surgery. (a) Tissue morphology and Safranin O/Fast Green staining of normal and OA articular cartilage
(scale bars, 100 𝜇m). (b) RT-PCR was used to detect the relative levels of PTHrP in normal and OA chondrocytes, ∗p<0.05, n(normal) = 8,
and n(OA) = 16. (c) Toluidine blue staining and immunohistochemical staining of chondrocytes (scale bars, 100 𝜇m).The number of PTHrP
(+) cells after IHC is presented as mean ± SD in the lower panels (∗∗p<0.01, n = 6). (d) Western blot analysis shows the relative expression of
PTHrP in chondrocytes. The quantitative results are presented as mean ± SD in the lower panels (∗p<0.05, n = 4).

after transfection of theHEK293 cellswith pmir-PTHrP-wt or
pmir-PTHrP-mut reporter vectors. As shown in Figure 3(b),
cells cotransfected with miR-15a-5p and the pmiR-PTHrP-
wt vector showed a significant decrease in luciferase activity
in comparison with the NC group, indicating that miR-15a-
5p directly targets PTHrP (p<0.01, versus the NC group).
Furthermore, the protein levels of PTHrP were analysed by
western blotting, which confirmed that miR-15a-5p mimics
downregulated the PTHrP protein level (Figure 3(c)). These
results confirm that miR-15a-5p can directly bind to the
PTHrPmRNA 3UTR region and regulate the PTHrP protein
level, thus indicating that PTHrP is the target for miR-15a-5p.

We used qRT-PCR to measure the levels of miR-15a-5p
in normal and OA chondrocytes to determine the expression
of miR-15a-5p in humanOA chondrocytes.The expression of
miR-15a-5p was significantly lower in the OA chondrocytes
than in the normal chondrocytes (Figure 3(d)), whilst the
expression of PTHrP was statistically higher in the OA

chondrocytes than in the normal chondrocytes (p<0.05)
(Figure 3(e)). A close relationship was observed between
miR-15a-5p and PTHrP (p<0.01) (Figure 3(f)).

3.4. PTHrP Suppresses the Influence of miR-15a-5p on Chon-
drocyte Proliferation and Terminal Differentiation. To under-
stand whether miR-15a-5p has a negative effect on chondro-
cytes, as shown in Figure 4(a), the CCK8 assay was used
to evaluate cell proliferation. The growth rate of primary
cultured chondrocytes transfected with miR-15a-5p mimics
was slower than that seen in the control group, whilst the
growth rate of the miR-15a-5p inhibitors increased slightly.

qRT-PCR was performed to further detect the effects
of miR-15a-5p mimics on the proliferation and terminal
differentiation of chondrocytes. Chondrocytes were trans-
fected with miR-15a-5p mimics and the inhibitors, and the
markers of proliferation and terminal differentiation were
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Figure 2: Effect of PTHrP on chondrocyte proliferation and differentiation. OA chondrocytes were transfected with siPTHrP or a control
plasmid or treated with rhPTHrP. (a) Cell viability was tested with a CCK8 kit after 24, 48, 72, 96, and 120 h. (b) qRT-PCR was performed to
examine the MMP-13, collagen II, and aggrecan expression in the chondrocytes (∗p<0.05, ∗∗∗p<0.001 in comparison to the control, n = 6).
(c) Calcium deposition was visualised by Alizarin Red S staining (scale bars, 100 𝜇m). Calcium deposition (+) cells are presented as mean ±
SD in the lower panels (∗p<0.05, ∗∗p<0.01, and n = 6).

investigated, including type II collagen, aggrecan, andMMP-
13. Transfection with the miR-15a-5p mimics led to decreases
in the expression of collagen II and aggrecan (p<0.05)
(Figure 4(b)). At the same time, the level of MMP-13 was

substantially higher after treatment with the miR-15a-5p
mimics than in the control group (p<0.01).

Alizarin Red S (ARS) staining at 12 days was also
used to identify calcium deposits in the chondrocytes. As
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Figure 3: PTHrP is a direct target of miR-15a-5p. (a) Sequences of miR-15a-5p and potential miR-15a-5p-binding sites in the 3UTR of PTHrP.
(b) Luciferase activity assay for pGL3-PTHrP-wt or pGL3-PTHrP-mut versus the activity of Renilla luciferase inHEK293T cells after transient
transfection with miR-NC or miR-15a-5p mimics (∗∗p<0.001). (c) Level of PTHrP in OA chondrocytes treated with miR-15a-5p-mimics or
anti-miR-15a-5p by western blot (∗∗p<0.001). (d, e) RT-PCR analysis of the relative expression ofmiR-15a-5p or PTHrP (∗p<0.05,∗∗p<0.001,
n(normal) = 8, and n(OA) = 16). (f) Correlation between miR-15a-5p and PTHrP in OA chondrocytes.

shown in Figure 4(c), both the extracellular and intracel-
lular areas of Alizarin Red S staining were observed. The
calcium deposition in the miR-15a-5p mimics group was
higher than in the other groups, whilst that in the anti-
miR-15a-5p group was lower (Figure 4(d)). The level of
PTHrP in the chondrocytes increased significantly when
endogenous miR-15a-5p was used as a knockdown and, at
the same time, the expression of PTHrP decreased when
endogenous miR-15a-5p was upregulated via transfection
with specific miR-15a-5p mimics or inhibitors. Moreover,
the role of miR-15a-5p in regulating the level of PTHrP
in the chondrocytes was rescued by the addition of exoge-
nous PTHrP (rhPTHrP) to the cell culture medium (Fig-
ure 4(e)).

4. Discussion

This study reveals a new mechanism of action of PTHrP
in the development of OA. We found that PTHrP was
upregulated in OA chondrocytes, which is in agreement with
several studies in which the expression of PTHrP in OA
cartilage was shown to be higher than in normal human
articular cartilage [26, 28]. Several reports also suggested that
PTHrP is a vital tumour prognostic factor [29, 30], and a
recent study found that PTHrP protected chondrocytes from
degeneration [31]. Our function verification analysis also
revealed that upregulated PTHrP promoted the proliferation
of chondrocytes, whilst the forced downregulation of PTHrP
can reduce this effect, which confirms the protective role
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Figure 4: miR-15a-5p regulates chondrocyte proliferation and differentiation by targeting PTHrP. OA chondrocytes were treated with miR-
15a-5p mimics, miR-15a-5p inhibitors, miR-15a-5p mimics + rhPTHrP, or negative controls. (a) Cell viability was tested with a CCK-8 kit
after 24, 48, 72, 96, and 120 h (∗p<0.05). (b) RT-PCR was used to analyse the relative expression of collagen II, aggrecan, and MMP-13 in
the chondrocytes (∗p<0.05, ∗∗p<0.01). (c) Calcium deposition was visualised by Alizarin Red S staining (scale bars, 100 𝜇m). (d) Calcium
deposition-positive cells from Alizarin Red S staining are presented as mean ± SD in the lower panels (∗p<0.05, ∗∗p<0.001). (e) Western
blotting analysis of PTHrP expression in transfected cells treated with miR-15a-5p mimics, miR-15a-5p inhibitors, miR-15a-5p mimics +
rhPTHrP, or negative controls (∗∗p<0.001, ∗p<0.05, and n = 6).

of PTHrP in suppressing the terminal differentiation of
chondrocytes.

Although miRNAs play an important role in the regu-
lation and maintenance of normal physiological conditions,

in pathological situations, their levels may change due to
dysfunction [14, 32–34]. Consequently, findings regarding
the function of miRNAs in OA have varied depending on
their expression and the genes targeted [17, 35]. PTHrP has
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been reported to be a direct target of miR-126-5p in giant
cell tumours and of miR-33a in lung cancer [36, 37]. We
found that PTHrP was also a potential target of miR-15a-
5p in OA. MiR-15a-5p is a member of the miR-15 family,
and the expression of miR-15a-5p has been found to be
associated with tumour progression, especially in terms of
cell proliferation anddifferentiation [18, 19].Weobserved that
the expression of miR-15a-5p was downregulated in human
OAchondrocytes andwas negatively related to the expression
of PTHrP. Furthermore, in OA chondrocytes, we found that
miR-15a-5p regulated the expression and function of PTHrP.

The levels of collagen II, aggrecan, and MMP-13 in
chondrocytes have been found to be dysregulated in degen-
erative joint diseases including OA, and these abnormal
expression patterns can therefore be regarded as biomarkers
of chondrocyte function [27, 38]. MMP-13 is reportedly
overexpressed in OA, whilst the expression of collagen II and
aggrecan is reduced [39]. Aggrecan and collagen II are critical
components of cartilage structure and are important for
joint function. Consequently, the synthesis and degradation
of aggregated proteoglycan and collagen II can reveal their
roles in cartilage degradation during joint injury, disease,
and aging [40, 41]. In this study, we discovered that the
overexpression of miR-15a-5p significantly increased the
MMP-13 levels and reduced the levels of type II collagen
and aggrecan. This is contrary to the effect of PTHrP.
Wang et al. found that PTHrP inhibited the expression of
MMP-13 in antler chondrocytes [42], whilst other stud-
ies observed that the application of PTHrP significantly
increased the expression of type II collagen and aggrecan
[31].

Calcium deposition is a marker of chondrocyte terminal
differentiation and pathological calcification in osteoarthritic
joints [43, 44].The twomost common pathologically relevant
calcium crystals deposited in particular tissues are calcium
pyrophosphate dihydrate and basic calcium phosphate [45].
Calcium deposition was reported to be closely related to
chondrocyte differentiation. In our study, we found that
PTHrP reduces calcium deposition. In addition, we found
that miR-15a-5p promotes calcium deposition by targeting
PTHrP. Our study also showed that miR-15a-5p overexpres-
sion may facilitate OA. However, these findings were only
observed in vitro and will be validated in an animal model
in subsequent experiments.

5. Conclusions

We demonstrated that miR-15a-5p is downregulated in OA
chondrocytes in relation to the upregulated expression of
PTHrP. MiR-15a-5p promotes the degeneration of chondro-
cytes by targeting PTHrP. Our findings provide new evidence
that may be useful for future research on targeting miR-15a-
5p in the treatment of OA.
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Leukemia inhibitory factor (LIF) and leukemia inhibitory factor receptor (Lifr) protect CNS cells, specifically neurons and myelin-
sheath oligodendrocytes, in conditions of oxygen-glucose deprivation (OGD). In the case of astrocyte apoptosis resulting from
reperfusion injury following hypoxia, the function of the Lifr remains to be fully elucidated. This study established models of in
vivo ischemia/reperfusion (I/R) using an in vitro model of OGD to investigate the direct impact of silencing the Lifr on astrocyte
apoptosis.Astrocytes harvested fromnewbornWistar ratswere exposed toOGD.Cell viability andapoptosis levelswere determined
by the MTT (3-(4,5-dimethylthiazol-2-yl)-2,5-diphenyltetrazolium bromide) assay and annexin V/propidium iodide (PI) staining
assays, respectively. Apoptosis was further investigated by the TdT-mediated dUTP nick-end labelling (TUNEL) assay. A standard
western blotting protocol was applied to determine levels of the proteinmarkers Bcl2, Bax, p-Akt/Akt, p-Stat3/Stat3, and p-Erk/Erk.
The cell viability assay (MTT) showed that astrocyte viability decreased in response to OGD. Furthermore, blocking RNA to
silence the Lifr further reduces astrocyte viability and increases levels of apoptosis as detected by annexin V/PI double staining.
Likewise, western blotting after Lifr silencing demonstrated increased levels of the apoptosis-related proteins Bax and p-Erk/Erk
and correspondingly lower levels of Bcl2, p-Akt/Akt, and p-Stat/Stat3.The data gathered in these analyses indicate that the Lifr plays
a pivotal role in the astrocyte apoptosis induced by hypoxic/low-glucose environments. Further investigation of the relationship
between apoptosis and the Lifr may provide a potential therapeutic target for the treatment of neurological injuries.

1. Introduction

Hypoxic-ischemic encephalopathy (HIE) is known to be a
major cause of childmortality and disability, but the processes
that lead to neuronal apoptosis in HIE are as yet undefined.
Previous research has focused on blood flow and vasculature
and the effects on neurons [1, 2]; however, interest has grown
in the pathophysiology of astrocytes and their role in HIE-
related conditions [3]. Astrocytes are the glial cell type present
in the greatest numbers within the brain; they repair and
maintain brain tissues and provide trophic, structural, and
metabolic support to neurons and facilitate formation of
neuronal synapses [4–6]. Given the pivotal role of astrocytes
in CNS metabolism and glutamate balance, their death or
disruption results in damage to the CNS and neuronal cell

death [7, 8]. It is recognised that astrocytes are involved in
many events resulting from cerebral ischemia and hypoxia-
ischemia (HI) [9, 10]. Specifically, early astrocyte death due
to hypoxia and ischemia leads to an interruption in key
mechanisms, generating greater neuronal apoptosis, which
causes larger lesions and disrupts synaptogenesis [11, 12]. In
light of their critical role, it is clear that astrocytes offer a
robust therapeutic target to minimise damage resulting from
cerebral HI.

Leukemia inhibitory factor (LIF) belongs to an inter-
leukin 6 (IL-6) class and is recognised as a neuroprotector
with anti-inflammatory properties [13, 14]. Furthermore, act-
ing on macrophages and T-helper cells, LIF induces an anti-
inflammatory phenotype [15]. Production of LIF is stimulated
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by the proinflammatory cytokines IL-6 and tumor necrosis
factor-𝛼. The beneficial functions of LIF are demonstrable
both histologically and functionally, depending on the matu-
rity and the cell type upon which it acts. Activation of the
LIF receptor (Lifr), a 190-kD type 1 cytokine receptor located
in the nuclei of neuronal cells until injury occurs, initiates
upon binding of LIF [16–18]. Protein-receptor binding forms
a high-affinity complex that starts the LIF signal through sev-
eral cellular pathways, including Janus kinase- (JAK-) signal
transducer and activator of transcription (STAT), mitogen-
activated protein kinase (MAPK), and extracellular signal-
regulated kinase (ERK), preserving stroke-damaged brain
cells [19]. Additionally, LIF/Lifr binding drives phenotypic
alterations in T cells and macrophages to switch to an anti-
inflammatory response from the immediate inflammatory
response to brain injury, which leads to neurodegeneration
[20, 21]. The signal-transducing role of the Lifr is widely
recognised, but its molecular and cellular functions remain
to be elucidated.

This research aimed to define the role of Lifr in OGD
and the mechanism by which it affects hypoxic-ischemic
astrocytes. To accomplish this goal, the impact of RNA
disruption of Lifr on apoptosis levels in primary rat astrocyte
cultureswas assessed. To gain deeper insight into the function
of the Lifr in astrocytes deprived of oxygen and glucose,
expression levels of a range of apoptosis-related proteins
were determined. The proteins assessed included Lifr, B-cell
lymphoma 2 (Bcl2), Bax, p-Akt/Akt, p-Stat3/Stat3, and p-
Erk/Erk.

2. Materials and Methods

2.1. Primary Culture of Astrocytes. The Local Animal Ethics
Committee of China Medical University approved the pro-
tocols and procedures for care and use of animals in this
research. Primary astrocyte cultures were derived from new-
bornWistar rats. Briefly, the cerebral cortices were harvested
following hypothermic anaesthetisation and decapitation.
After excision of the meninges, the cortical tissue was cut
into small pieces and added to culture medium. The tissue
suspension was mixed by vortexing and then filtred through
nylon mesh filtres, firstly of pore size 80 𝜇m and then 10 𝜇m.
The resulting filtrate was further diluted in Dulbecco’s min-
imal essential medium (DMEM) with 7.5 mM glucose and
20% horse serum. The cultures were placed in a humidified
incubator at 37∘C / 5% CO

2
. Cultures were maintained by

exchanging medium with 10% serum on day 3 and thereafter
every 3-4 days. Rotary shaking of the culture flasks at 260 rpm
facilitated the removal of other cell types. Primary astrocytes
were passaged a maximum of three times in culture and used
in assays when 80 – 90% confluent. The astrocyte cultures
showed a near-uniform immunoreactivity (greater than 95%)
to glial fibrillary acidic protein.

2.2. Hypoxia and Glucose Deprivation Experiments. Briefly,
following a wash with glucose-free culture medium, pri-
mary astrocyte cultures were supplied with fresh glucose-
free medium in the absence of serum. For the hypoxic
conditions, the cells were placed in a humidified Tri-gas

incubator (Thermo Scientific, Waltham, MA) for 24 hours,
with conditions of 94% N

2
/5% CO

2
/1% O

2
. Following the

24-hour incubation, the cells were returned to standard
incubator conditions (see Section 2.1) for an additional 24
hours. Control cells, used in all assays, were maintained in
normal incubator conditions and fedwith glucose-containing
DMEM.

2.3. RNA Interference. Transient transfection of small inter-
fering RNAs (SiRNAs; Jima Medicine, Shanghai, China)
was conducted using lipofectamine reagent (Invitrogen,
Grand Island, NY) on 70% confluent primary astrocytes
in six-well plates in accordance with the manufacturer’s
instructions. The sequences of the SiRNAs used to interrupt
expression of Lifr were as follows: sense 5 GGUGAU-
CACGAAGUAACAATT-3 and antisense 5 UUGUUA-
CUUCGUGAUCACCTT-3. Western blotting was used to
demonstrate effective downregulation of Lifr expression.

2.4. Cell Viability and Apoptosis Assays. MTT assays were
conducted using a kit purchased from Sigma (USA) to
determine cell viability. To determine levels of apoptosis,
cells were double-stained with annexin V/PI in accordance
with manufacturer’s protocols, and cells stained positively
were enumerated by flow cytometry (FACSCalibur�, Becton
Dickinson, San Jose, CA). Data were analysed by CellQuest�
software (BD Biosciences). To summarise, the apoptosis
protocol was conducted on astrocytes harvested in ice-cold
PBS and pelleted by centrifugation. Thereafter, cells were
rinsed in staining buffer and exposed to 100 𝜇l of buffer
containing 5 𝜇l of annexin V-FITC and 5 𝜇g/ml of PI, for 30
minutes at 4∘C in darkness. Following incubation, the cells
were washed and resuspended in 250 𝜇l of staining buffer
prior to flow cytometry analysis using both forward- and
side-scatter light. CellQuest software was used to assess the
output from 10,000 events. Apoptotic cells are those that
exhibit positive annexin V-FITC staining in combination
with negative PI staining.

2.5. TdT-Mediated dUTP Nick-End Labelling (TUNEL) Assay.
The cells were stained with the In Situ Cell Death Detection
Kit (Cat. No. 11684817910, Roche), in accordance with the
manufacturer’s recommended protocol. Cell nuclei were
stained with 4,6-diamidino-2-phenylindole (DAPI, Roche),
and the cells were visualised by fluorescent microscopy
(Olympus iX70). Levels of apoptosis were calculated as a
percentage of positive cells per 1000 DAPI-stained nuclei.

2.6. Western Blotting. Astrocyte cultures were prepared for
western blotting as described by others [22], with 30 𝜇g
of protein (unless otherwise noted) being separated by 10%
SDS-PAGE. The gel-separated proteins were then electro-
blotted to transfer to a polyvinylidene difluoride mem-
brane. The transferred proteins were probed with the fol-
lowing primary antibodies: Anti-LIFR antibody (ab202847,
Abcam, 1:1000), Beta Actin Mouse Monoclonal antibody
(66009-1-ig, Proteintech, 1:5000), Phospho-AKT (Ser473)
(D9E)XP Rabbit mAb (Cell Signaling Technology, 1:2000),
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AKT (pan) (C67E7) Rabbit mAb (Cell Signaling Technol-
ogy, 1:1000), Phospho-Stat3 (Tyr705) (D3A7) XP Rabbit
mAb (Cell Signaling Technology, 1:2000), Stat3 (D3Z2G)
Rabbit mAb (Cell Signaling Technology, 1:1000), Anti-Bcl2
Rabbit mAb (ab196495, Abcam, 1:1000), Anti-Bax Rabbit
mAb (ab32509, Abcam, 1:2000), Phospho-p44/42 MAPK
(Erk1/2) (Thr202/Tyr204) (D13.14.4E) XP� Rabbit mAb
(Cell Signaling Technology, 1:2000), and p44/42 MAPK
(Erk1/2) (137F5) Rabbit mAb (Cell Signaling Technology,
1:1000).The membrane was washed and then incubated with
the secondary antibodies HRP-conjugated Affinipure Goat
Anti-Rabbit IgG(H+L) (SA00001-2, Proteintech, 1:2000) and
HRP-conjugated Affinipure Mouse Anti-Rabbit IgG(H+L)
(SA00001-1, Proteintech, 1:2000). After another wash, the
detection substrate Immobilon�WesternChemiluminescent
HRP Substrate (Millipore) was applied.

2.7. Statistical Analysis. Statistical analysis (t-test) was con-
ducted using GraphPad PrismV.7.0, frommean data (± SEM)
derived from three independent tests. Statistical significance
was determined as P < 0.05.

3. Results

The efficacy of the Lifr knockdown was measured by western
blotting of the LIFR expressed protein. The levels of LIFR
were significantly lower (P < 0.05) in both theORNA-silenced
groups (N+SiRNA) and oxygen-glucose deprivation (OGD)
plus SiRNA (OGD+SiRNA) groups than in either control
(normal control, N) or ODG treatment group (Figure 1). Fur-
thermore, the levels of LIFR protein in the OGD treatment
group were significantly higher than in the normal control
(N) group (P < 0.05) (Figure 1).

Astrocyte cell viability was determined by the MTT
assay (Figure 2). OGD-treated cells had significantly lower
(P < 0.01) levels of cell viability, showing a 23% reduction
in comparison with the N controls. Silencing of the Lifr
in otherwise normal cells led to a slight reduction in cell
viability. However, silencing of the Lifr in OGD-treated
cells revealed a significant (P < 0.05) decrease in viability
compared with OGD-treated cells. These data indicate that
under OGD conditions, silencing of the Lifr significantly
decreased cell viability and stimulated cell damage.

Next, we determined the effect of Lifr silencing on
apoptosis levels ofOGD-treated astrocytes, using the annexin
V/PI double-staining method (Figure 3). The results show
a significant increase (P < 0.01) in apoptosis levels in both
OGD-treated and SiRNA+OGD-treated groups in compar-
ison with N and N+SiRNA, respectively. Furthermore, apop-
tosis increased significantly (P < 0.05) in both the silenced
(N+SiRNA) group in comparison with the N group and the
OGD+SiRNA group in comparison with the OGD group.

Levels of apoptosiswere further elucidated by testing each
group with the TUNEL assay (Figure 4). N and N+SiRNA
astrocytes demonstrated low numbers of apoptotic cells,
whereas both OGD and OGD-SiRNA astrocytes exhibited
large numbers of apoptotic cells. Silencing of both the N cells
(N+SiRNA) and OGD-treated cells (OGD+SiRNA) led to a
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Figure 1: LIFR levels in response to SiRNA treatment in comparison
with untreated control and OGD-treated cells. Error bars represent
mean ± SEM (∗P < 0.05; ∗∗ P < 0.01).
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Figure 2: Comparison of cell viability in normal, normal-silenced,
OGD-treated, and OGD-treated and silenced astrocytes as deter-
mined by MTT assay. Error bars represent mean ± SEM (∗P < 0.05;
∗∗ P < 0.01; ∗ ∗ ∗ P < 0.001).

significant increase in apoptotic cells compared with N and
OGD cells, respectively (P < 0.05 and P < 0.001, respectively).
These data suggest that suppression of Lifr further stimulates
OGD-induced apoptosis in primary astrocytes.

Levels of proteins in astrocytes that are associated with
apoptosis (i.e., B-cell lymphoma 2 (Bcl2), BAX, p-Akt/Akt, p-
Stat3/Stat3, and p-Erk/Erk) were assessed by western blotting
(Figure 5). OGD treatment led to a significant reduction (P
< 0.01) in levels of Bcl2 in comparison with the N group,
whereas silencing of OGD-treated cells further rescued these
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V/PI double staining (∗ P < 0.05; ∗∗ P < 0.01; ∗ ∗ ∗ P < 0.001).
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levels (P < 0.01) in comparison with OGD treatment (P
< 0.01). Correspondingly, levels of BAX were significantly
higher in the OGD group than the N group (P < 0.01) and
in the OGD-SiRNA group than in the OGD group (P < 0.05).

The ratios of the proteins p-Akt/Akt and p-Stat3/Stat3
were significantly lower in theOGDgroup comparedwith the
N group (P < 0.05) and in the OGD-SiRNA group compared

with the OGD group (P < 0.05). Conversely, ratios of p-
Erk/Erk increased significantly in both OGD (P < 0.05) and
OGD+SiRNA (P < 0.01), compared with the N and OGD
groups, respectively. In combination, these data indicate a
critical role for these pathways in OGD-induced apoptosis,
and silencing Lifr may regulate these proteins in a manner
that further promotes apoptosis in OGD-treated cells.
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Figure 5: Signaling pathway in OGD-induced apoptosis of astrocytes was detected by western blotting (∗ P < 0.05; ∗∗ P < 0.01).

4. Discussion

The link between brain injury resulting from ischemia and
astrocyte damage is widely recognised [23, 24], and it is
proposed here that protecting astrocytes in this environment
from further apoptotic damage and death may be pivotal
in partially protecting brain tissue from ischemic injury
and thus improving postischemic functionality. OGD was
used in vitro to induce apoptosis in astrocytes through two
mechanisms: endoplasmic reticulum stress and mitochon-
drial disruption [25, 26]. Our data show that cell viability,
assessed by MMT, is reduced in OGD-treated astrocytes
compared with normal (untreated) controls. Furthermore,
silencing of the LIF receptor (Lifr) further decreases cell
viability and increases apoptosis, as measured using the
annexin V/PI method, in comparison with OGD-treated
cells. Investigation of apoptosis pathways through western
blotting analysis revealed significantly increased levels of
BAX and p-ERK/ERK ratios, and a corresponding significant
decrease in Bcl2 levels and in p-Akt/Akt and p-Stat3/Stat3
ratios in OGD+SiRNA-treated cells when compared with
OGD-treated cells. These data indicate that Lifr control

of apoptosis-signaling pathways is important in OGD-
stimulated astrocyte apoptosis.

The ratios of Bcl-2 to Bax are intrinsically linked to the
balance of apoptosis [27], as Bcl-2 is known as an anti-
apoptotic protein, the action of which is to prevent cellular
apoptosis, whereas Bax is an apoptosis-stimulating protein
[27, 28]. A stable ratio of Bcl-2 to Bax has been demonstrated
to inhibit H

2
O
2
-induced apoptosis of cultured astrocytes. In

apoptotic conditions, the action of Bax after translocation
to the mitochondria enables the extracellular release of
proapoptotic proteins and operates through permeabilisation
of the cell membrane [28].

The protective effects of an increased Bcl-2/Bax ratio,
through upregulation of Bcl-2 and corresponding downreg-
ulation of Bax, was successfully demonstrated in a coculture
of IL-6-producing mesenchymal stem cells and oxygen-
glucose deprived astrocytes, wherein the mesenchymal cells
successfully inhibited apoptosis [29]. In our study, after OGD
treatment, expression of Bcl-2 was decreased in compari-
son with controls and Bax was correspondingly increased,
indicating an increased level of apoptosis. In OGD-treated
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astrocytes that were also exposed to silencing of Lifr, the ratio
of Bcl-2 to Bax further decreased, indicating that, following
OGD, suppression of Lifr expression further reduces the Bcl-
2/Bax ratio and stimulates apoptosis.

Resulting from cell damage caused by several factors,
apoptosis is a widely known cell death mechanism that is
initiated by the upregulation of apoptotic protein production
[27, 30–32]. Researchers have found that increased levels
of Bax expression may lead to apoptosis via activation of
procaspase-3 [32, 33], whereas others define the pivotal
actions of Bcl-2, p-Akt, and p-ERK1/2 on balancing cell
survival and death [34, 35]. Suppression of Akt activity within
the CNS is linked to post-HI injury-induced neuronal death,
demonstrating the importance of the phosphoinositide 3-
kinase (PI3K)/Akt pathway as an antiapoptotic mechanism
to protect neurons [36]. The activity of Akt is increased by
phosphorylation of serine-473 (Ser473) [37, 38]. We found in
this study that p-Akt levels significantly decreased in response
to I/R damage, with no effect on levels of unphosphorylated
Akt. This response was further enhanced by silencing Lifr,
whereby lower levels of p-Akt, corresponding to lower activity
of Akt, were found. These data indicate that there is a role
for Lifr in apoptosis regulation that may be managed via
PI3K/Akt signaling.

Contributing to existing evidence of a neuroprotective
role for Lifr, our data elucidate the impact of Lifr silencing on
OGD-induced apoptosis. Furthermore, these data enhance
our current knowledge of the biological function of Lifr and
initiate a pathway for continued research from a clinical
perspective to the applicability of Lifr in treating stroke
and neurological damage. However, our work investigating
the role of Lifr in neurological damage requires further
investigation and expansion.

Data Availability

All the data are available from the correspondence author
upon request.

Conflicts of Interest

The authors declare that there are no conflicts of interest
regarding the publication of this article.

Authors’ Contributions

Liang Huo and Yuying Fan contributed equally to this
manuscript.

Acknowledgments

This work was supported by National Natural Science Foun-
dation of China (81501299).

References

[1] F. Zhao, Y. Qu, H. Wang et al., “The effect of miR-30d on
apoptosis and autophagy in cultured astrocytes under oxygen-
glucose deprivation,” Brain Research, vol. 1671, pp. 67–76, 2017.

[2] B. J. Dixon, C. Reis, W. M. Ho, J. Tang, and J. H. Zhang,
“Neuroprotective strategies after neonatal hypoxic ischemic
encephalopathy,” International Journal of Molecular Sciences,
vol. 16, no. 9, pp. 22368–22401, 2015.

[3] D. Kasprowska, G. Machnik, A. Kost, and B. Gabryel, “Time-
dependent changes in apoptosis upon autophagy inhibition in
astrocytes exposed to oxygen and glucose deprivation,” Cellular
and Molecular Neurobiology, vol. 37, no. 2, pp. 223–234, 2017.

[4] C. Farina, F. Aloisi, and E. Meinl, “Astrocytes are active players
in cerebral innate immunity,”Trends in Immunology, vol. 28, no.
3, pp. 138–145, 2007.

[5] C. Lambert, P. Cisternas, and N. C. Inestrosa, “Role of Wnt
signaling in central nervous system injury,” Molecular Neuro-
biology, vol. 53, no. 4, pp. 2297–2311, 2016.

[6] S. A. Liddelow, K. A. Guttenplan, L. E. Clarke et al., “Neurotoxic
reactive astrocytes are induced by activated microglia,” Nature,
vol. 541, no. 7638, pp. 481–487, 2017.

[7] T. Chitnis and H. L. Weiner, “CNS inflammation and neurode-
generation,”	e Journal of Clinical Investigation, vol. 127, no. 10,
pp. 3577–3587, 2017.

[8] A. Almad and N. J. Maragakis, “A stocked toolbox for under-
standing the role of astrocytes in disease,” Nature Reviews
Neurology, vol. 14, no. 6, pp. 351–362, 2018.

[9] Z. W. Liu and M. Chopp, “Astrocytes, therapeutic targets
for neuroprotection and neurorestoration in ischemic stroke,”
Progress in Neurobiology, vol. 144, pp. 103–120, 2016.

[10] Y. Jin, S. Chen, N. Li et al., “Defect-related luminescent bur-
like hydroxyapatitemicrospheres induced apoptosis ofMC3T3-
E1 cells by lysosomal and mitochondrial pathways,” SCIENCE
CHINA Life Sciences, vol. 61, no. 4, pp. 464–475, 2018.

[11] E. Ramos, P. Patiño, R. J. Reiter et al., “Ischemic brain injury:
new insights on the protective role of melatonin,” Free Radical
Biology & Medicine, vol. 104, pp. 32–53, 2017.

[12] E. Rocha-Ferreira and M. Hristova, “Plasticity in the neonatal
brain following hypoxic-ischaemic injury,” Neural Plasticity,
vol. 2016, Article ID 4901014, 16 pages, 2016.

[13] S. M. Davis, L. A. Collier, C. C. Leonardo, H. A. Seifert, C. T.
Ajmo Jr., and K. R. Pennypacker, “Leukemia inhibitory factor
protects neurons from ischemic damage via upregulation of
superoxide dismutase 3,”Molecular Neurobiology, vol. 54, no. 1,
pp. 608–622, 2017.

[14] D. D. Rowe, C. C. Leonardo, A. A. Hall et al., “Cord blood
administration induces oligodendrocyte survival through alter-
ations in gene expression,”Brain Research, vol. 1366, pp. 172–188,
2010.

[15] K. Janssens, C. Van den Haute, V. Baekelandt et al., “Leukemia
inhibitory factor tips the immune balance towards regulatory T
cells in multiple sclerosis,” Brain, Behavior, and Immunity, vol.
45, pp. 180–188, 2015.

[16] N. J. Gardiner, W. B. J. Cafferty, S. E. Slack, and S. W. N.
Thompson, “Expression of gp130 and leukaemia inhibitory fac-
tor receptor subunits in adult rat sensory neurones: regulation
by nerve injury,” Journal of Neurochemistry, vol. 83, no. 1, pp.
100–109, 2002.

[17] S.M.Davis, L. A. Collier, S. Goodwin,D. E. Lukins, D. K. Powell,
and K. R. Pennypacker, “Efficacy of leukemia inhibitory factor
as a therapeutic for permanent large vessel stroke differs among
aged male and female rats,” Brain Research, vol. 1707, pp. 62–73,
2019.

[18] J.-W. Zhao, S. C. Dyson, C. Kriegel et al., “Modelling of a
targeted nanotherapeutic ’stroma’ to deliver the cytokine LIF,



8 BioMed Research International

or XAV939, a potent inhibitor of Wnt-𝛽-catenin signalling, for
use in human fetal dopaminergic grafts in Parkinson’s disease,”
DiseaseModels &Mechanisms, vol. 7, no. 10, pp. 1193–1203, 2014.

[19] D. D. Rowe, C. C. Leonardo, J. A. Recio, L. A. Collier, A. E.
Willing, and K. R. Pennypacker, “Human umbilical cord blood
cells protect oligodendrocytes from brain ischemia throughAkt
signal transduction,” 	e Journal of Biological Chemistry, vol.
287, no. 6, pp. 4177–4187, 2012.

[20] A. H. Miller and C. L. Raison, “The role of inflammation in
depression: from evolutionary imperative to modern treatment
target,” Nature Reviews Immunology, vol. 16, no. 1, pp. 22–34,
2016.

[21] M. V. Russo and D. B. McGavern, “Immune surveillance of the
CNS following infection and injury,”Trends in Immunology, vol.
36, no. 10, pp. 637–650, 2015.

[22] B. Gabryel, A. Kost, D. Kasprowska et al., “AMP-activated
protein kinase is involved in induction of protective autophagy
in astrocytes exposed to oxygen-glucose deprivation,” Cell
Biology International, vol. 38, no. 10, pp. 1086–1097, 2014.

[23] N. Sun, J.-R. Hao, X.-Y. Li et al., “GluR6-FasL-Trx2 mediates
denitrosylation and activation of procaspase-3 in cerebral
ischemia/reperfusion in rats,” Cell Death & Disease, vol. 4,
article e771, 2013.

[24] K. Zhu, Q. He, L. Li, Y. Zhao, and J. Zhao, “Silencing thiore-
doxin1 exacerbates damage of astrocytes exposed to OGD/R
by aggravating apoptosis through the Actin–Ras2–cAMP–PKA
pathway,” International Journal of Neuroscience, vol. 128, no. 6,
pp. 512–519, 2018.

[25] G. Faraco, S. Fossati, M. E. Bianchi et al., “High mobility group
box 1 protein is released by neural cells upon different stresses
and worsens ischemic neurodegeneration in vitro and in vivo,”
Journal of Neurochemistry, vol. 103, no. 2, pp. 590–603, 2007.

[26] Y. Y. Fan, J. M. Zhang, H. Wang, X. Y. Liu, and F. H.
Yang, “Leukemia inhibitory factor inhibits the proliferation of
primary rat astrocytes induced by oxygen-glucose deprivation,”
Acta Neurobiologiae Experimentalis, vol. 73, no. 4, pp. 485–494,
2013.

[27] L. Grosse, C. A. Wurm, C. Brüser, D. Neumann, D. C. Jans,
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As a kind of antibacterial and antifungal preservative, benzoic acid is widely used in foods and feeds. Recently, many studies showed
that it could improve the growth and health, which should, at least partially, be derived from the promotion of gut functions,
including digestion, absorption, and barrier. Based on the similarity of gut physiology between human and pigs, many relative
studies in which piglets and porcine intestinal epithelial cells were used as the models have been done. And the results showed
that using appropriate benzoic acid levels might improve gut functions via regulating enzyme activity, redox status, immunity,
and microbiota, but excess administration would lead to the damage of gut health through redox status. However, the further
mechanisms that some intestinal physiological functions might be regulated are not well understood. The present review will, in
detail, summarize the effect of benzoic acid on gut functions.

1. Introduction

The gut is a highly proliferative and secretary organ, which
plays important functions in the growth and health of the
whole body [1]. On the one hand, the intestine is a main
organ of nutrient digestion and absorption. On the other
hand, it also has the barrier function. This will protect the
whole body against pathogens and toxins as the first defense.
The gut barrier function is composed of nonspecific bar-
rier mechanisms (including mucosal-epithelial regenerating
capacity, intercellular junctions between the epithelial cells,
and the mucus gel layer), specific immunological responses,
and microbiota [2–8]. Therefore, the gut is important for
health of humans and animals, which is associated with
nutrient supply and defense from harmful factors.

Because of hypoplasia digestive tract in young children
and animals, the production of gastric acid is not enough
for the digestion of nutrients (especially protein). This will
be not beneficial of growth. And the utilization of acidifiers,
including inorganic acidifier, organic acidifier, and complex
acidifier, can decrease the pH value in foods and feeds [9].

This can not only increase the nutrient digestibility but also
inhibit the harmful microorganisms (such as E. coli) in diets
and digestive tract [10]. Therefore, the acidifiers have already
been considered as a kind of gut health products in humans
and animals.

As a kind of organic acidifier, benzoic acid (C
7
H

6
O

2
,

BA) is the colorless crystalline solid, which is the simplest
aromatic carboxylic acid [11]. It is mainly absorbed and
transported in small intestines via the monocarboxylic acid
transporter 1 [12]. And the absorption rate for the jejunum
is higher than those for the duodenum and ileum, which
is consistent with the distribution of monocarboxylic acid
transporter 1 [12]. After orally administered [14C]BA in man
and 20 other species of animal, Bridges et al. (1970) found
that, in human, BAwould be entirely metabolized to hippuric
acid and then be excreted through urine [13].

BA can inhibit pathogenic microorganisms, whichmakes
it a preservative in food and feed industry [14, 15]. It may also
increase growth and health and inhibit the diarrhea induced
by E. coli challenge [16–26]. This can be due to the fact that
BA improves the gut functions. Many studies (including the
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researches in our lab) about the physiological functions of
BA mainly involve pigs and porcine cells. However, there is
the resemblance between humans and pigs (including gut
function and immunity) [27]. Pigs are usually considered as
a research model for humans. In addition, intestinal porcine
epithelial cell-1 (IPEC-1) is an appropriate model for being
directly comparable to the trial animal that is used as an in
vivo model for humans [28]. Therefore, BA has potential to
be used as an additive of improving health in foods.

2. Benzoic Acid and Digestion and
Absorption in Gut

Dietary BA supplementation can increase the digestibility of
nutrients. In recent studies, dietary 0.5%BA supplementation
increased the digestibility of total nitrogen, energy, and
amino acids in weaned and growing pigs [17, 29–31], and
we also found that 0.5% BA administration in diets could
increase dry matter, crude protein, ether extract, energy,
crush ash, and Ca and P digestibility in weaned piglets (about
1.39-22.38%) and growing pigs (about 2.66-10.38%) [22, 25].
In addition, in lactating sows, the digestibility of organic
matter, protein, fat, and fibre is also enhanced by 5.05%,
3.44%, 7.04%, and 34.02% by dietary 2%BA supplementation,
respectively [32]. Moreover, Papadomichelakis et al. (2011)
showed that the digestibility of organic matter, dry matter,
crude protein, energy, and cellulose was increased by dietary
0.5% and 2% BA administration in weaned rabbits [19].

Besides improvement of nutrient digestibility, supple-
menting BA in diets may decrease the ammonia nitrogen (N)
of distal intestinal digesta and faeces. Halas et al. (2010) and
Galassi et al. (2011) found that the ammonia-N levels of faeces
were reduced 20.17-25.57%by dietary BA supplementation in
weaned piglets and finishing pigs [33, 34]. Our recent study in
which piglets were utilized as the trial subject also found that
BA administration in diets could decrease the ammonia-N
concentration (about 49.10-57.32%) in the cecal digesta [23].

These results illustrated that BA improves the utilization
of nutrients. And it is possible that BA’s function should
be due to the effect of BA on production and activation
of digestive enzymes, and absorption of nutrients in the
intestine (Figure 1).

2.1.
e Effect of BA onDigestive Enzymes. BA administration
can promote the production and activation of digestive
enzymes.On the one hand, BA increases the digestive enzyme
production. Our recent study in which piglets were utilized
as the model indicated that the trypsin, lipase, and amy-
lopsin concentrations in the pancreas were increased 74.02%,
67.05%, and 90.44% by BA administration, respectively [35].
On the other hand, BA can activate the digestive enzymes
via decreasing the pH value in the proximal gastrointestinal
tract. The pH value is important to maintain or increase the
activity of enzymes in the gut. In our studies in which pigs
were utilized as the trial subject, compared with the control,
BA (0.2-0.5%) administration in different-type diets could
significantly decrease the pH value of digesta in stomachs
(pH 4.14-4.38 vs pH 3.39-3.79) and jejunums (pH 6.15-6.45

vs pH 5.69-6.18) [20, 21, 25, 36]. And the trypsin, lipase,
amylase, maltase, sucrose, and lactase activities of digesta
were enhanced about 30.02-141.34% by BA treatment in
jejunum of piglets, and this effect would be decreased with
age [22, 25].

However, Dierick et al. (2004) reported that supplement-
ing 1.0% benzoic acid in the barley-wheat type diet did not
significantly affect the pH value in stomach and jejunum of
pigs [37]. Therefore, it is possible that the effect of BA on pH
value and enzymes’ activities in the proximal gastrointestinal
tract is associated with dietary type and BA doses.

2.2. 
e Effect of BA on Nutrient Absorption. As the above
description, the increasing nutrient digestibility is associated
with the improvement of digestive ability. Moreover, the
enhancement of nutrient digestibility can also be relative to
the absorption capacity. The capacity of absorption mainly
depends on the absorbing regions of intestinal mucosa. Thus,
the enhancement of surface area inmucosa is beneficial to the
substances’ transfer from lumen to vascular system [38]. The
surface area is mainly associated with gut mucosal structure,
such as villi and crypts [38]. Halas et al. (2010) reported that
dietary BA supplementation could increase mucosal villus
height of ileum in weaned piglets [31]. Our recent studies
also showed that BA administration in different-type diets
might enhance the villus height and/or decrease the mucosal
crypt depth in duodenum, jejunum, and/or ileum of piglets
[23, 35, 36]. These results indirectly demonstrate that BA
treatment can improve the absorption capacity of the gut.

In addition, it is well known that pH value plays an
important role in the mineral absorption. Some studies
have shown that BA treatment significantly increases the
digestibility ofminerals [22, 25, 30], which could be due to the
fact that BA administration decreases the pH value of digesta
in the gastrointestinal tract.

Therefore, BA has the ability to promote nutrient diges-
tion and absorption in gut, which will lead to the increasing
nutrient digestibility in diets. However, some studies also
showed that supplementing BA in diets did not promote the
nutrient digestibility [16, 34, 39]. Based on the difference
among these results, we analyzed and compared the trial
design of these researches. And we found that BA improving
nutrient digestibility could be influenced by some factors,
such as age, dietary type and composition, and environment.

3. Benzoic Acid and Gut Barrier Functions

BA administration in diets can decrease the serum levels of
diamine oxidase and D-lactic acid and alleviate the diarrhea
induced by E. coli challenge [26, 36], which is possible
that BA can increase the barrier functions of intestine. And
many studies also further found that BA treatment could
indeed improve gut barrier function, including nonspecific
barrier mechanisms, specific immunological responses, and
microbiota (Figure 2).

3.1. 
e Effect of BA on Nonspecific Barrier Mechanisms in
Gut. Themucosal-epithelial integrity is a part of nonspecific



BioMed Research International 3

Benzoic acid

Nutrient digestion

pH value

Pancreas
Proximal 

gastrointestinal 
tract

Production of 
digestive enzymes

Activity of 
digestive enzymes

Mucosal 
structure

Nutrient absorption

Nutrient digestibility

Figure 1:The effect of benzoic acid on nutrient digestibility. Benzoic acid treatment can increase nutrient digestibility in humans and animals
via improving nutrient digestion and absorption. This is associated with the improvement of mucosal structure, pH value of digesta, and
production and activity of digestive enzymes in intestines.
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Figure 2: The effect of benzoic acid on gut barrier function. Benzoic acid administration can improve specific immunological responses,
nonspecific barrier mechanisms, andmicrobiota. IGF-I, insulin-like growth factor I. GLP-2, glucagon like peptide 2. Nrf2, nuclear factor-E2-
related factor 2. sIgA, secretory immunoglobulin A. mTOR, mammalian target of rapamycin.

barrier mechanisms, which is usually evaluated through
morphology analysis [2]. As mentioned above, compared
with control, dietary BA supplementation can increase the
relative weight (intestinal weight: intestinal length) of small
intestine (0.067 vs 0.077), andBA treatment also improves the
morphology of the proximal gastrointestinal tract [31], which
is similar to our results [23, 35, 36].

The gut can produce many hormones, which will ensure
that the gut epithelium has the high ability of regeneration
and restitution [40]. The further in vivo and in vitro exper-
iments in our lab showed that BA treatment could stimu-
late the expressions of IGF-1 and GLP-2, which regulated
some signaling pathways (i.e., mTOR), in small intestine
of piglets and IPEC-1 cells [25, 35, 36]. And our in vivo
and in vitro experiments also found that BA treatment

improved the redox status in small intestine of piglets and
IPEC-1 cells via Nrf2 signaling pathway [35]. These should
be the possible reasons that BA improves gut-epithelial
integrity.

The intercellular junctions between the epithelial cells
also play a critical role for maintaining the gut barrier
functions [2]. And the intercellular junctions between the gut
epithelial cells are formed mainly via some transmembrane
and nonmembrane proteins, including ZO-1 and occludin
[41]. The study in which pigs were utilized as the model
showed that dietary BA supplementation could stimulate the
expressions of ZO-1 and occludin in the jejunal mucosa [36].

These results suggest that BA administration can improve
nonspecific barrier mechanisms in the gut. However, it is
unknown whether BA treatment can affect the mucus gel
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layer, as a part of nonspecific barrier mechanisms, in the
intestinal mucosa, which needs further researches.

3.2. 
e Effect of BA on Specific Immunological Responses in
Gut. There is little study about the effect of BA on gut specific
immunological responses. Only a study in which piglets were
utilized as the trial subject found that supplementing BA in
diets tended to increase the sIgA concentration of duodenum
but did not affect that of jejunum and ileum [35]. Except this
finding, it is totally unknown whether BA is able to influence
cellular immunity and innate immunity (such as host defense
peptides) in intestines.

3.3. 
e Effect of BA on Microbiota in Gut. Recently, the
critical role of gut microbiota in health, especially gut
health, has been gradually recognized [5, 6, 42, 43]. It has
been considered as a part of intestinal barrier functions.
Torrallardona et al. (2007) and Halas et al. (2010) reported
that supplementing BA in diets could increase the diversity
of intestinal microbiota in piglets [18, 31]. And 0.5% BA
administration can increase population of effective microor-
ganisms (e.g., Lactobacillus,Bifidobacterium) and/or decrease
population of harmful microorganisms (e.g., E. coli) in the
intestine, especially distal intestine [16, 17, 31]. Our recent
studies in which piglets were utilized as the model have
similar results [21, 23, 24, 36]. However, dietary 0.85% and
1% BA supplementation also decreased the population of
Lactobacillus while it reduced the population of E. coli in
the intestinal digesta of pigs [16, 44], and supplementing
0.25-0.75% BA in diets did not affect the gastrointestinal
microbiota in broilers [45]. These findings demonstrate that
appropriate BA treatment may improve the gut microbiota,
and the effect of BA on microbiota is associated with the
species of trial subject.

4. Excess of Benzoic Acid Administration
Impairs the Gut Health

Excessive intake of BA will induce acute or chronic toxicity
symptoms, which seriously impairs the health and growth of
humans and animals [46–49]. Our recent studies in which
piglets were utilized as the model have also shown that excess
of dietary BA supplementation leads to the dysfunction and
damage of liver, spleen, and lung andmay impair the mucosal
morphology of duodenum, jejunum, and ileum [50, 51]. In
an in vitro experiment, excess of BA treatment inhibited the
proliferation of IPEC-1 cells, which could be related to the
impairment of redox status regulated by Nrf2 pathway [35].

5. Conclusion and Future Perspectives

In summary, benzoic acid administration can improve gut
functions, including digestion, absorption, and barrier, which
is an important reason that benzoic acid can improve the
growth and health in the studies that used the animals as
models. This is due to the fact that it can regulate enzyme
activity, redox status, immunity, and microbiota. Via analysis
of results in these studies, we can further ensure that benzoic

acid may be used as a kind of gut health products in humans
and animals. And it has potential to be used as an additive
of improving health in foods, especially to some patients in
convalescence. The supplementing dose of BA should be 0.2-
0.5% in feeds. However, as gut health products in humans,
the using dose of benzoic acid in foods also needs to be
further determined. In addition, for further comprehension
and utilization, some further researches should be focused
on the effect of benzoic acid on gut functions, especially the
relative mechanisms.
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The effect of chromium (Cr) and iron (Fe) on prevalence of diabetes has received great attention. This study investigated serum
and urinary Cr and Fe levels among patients with impaired fasting glucose (IFG), impaired glucose tolerance (IGT), type 1 diabetes
(T1D), and type 2 diabetes (T2D) in the Northeast Chinese population. From January 2010 to October 2011, patients with IFG
(n=12), IGT (n=15), T1D (n=25), T2D (n=137) and healthy controls (n=50) were enrolled in the First Hospital of Jilin University.
Trace elements were detected using an inductively coupled plasma spectrometer. Serum Cr levels decreased in T2D without
complications, diabetic retinopathy (DR), diabetic peripheral neuropathy (DPN), and diabetic nephropathy (DN) (P<0.05). The
urinary Cr level in T1Dwas the highest of all, which significantly exceeded those of the T2D groupswith andwithout complications.
No significant differences of serum Fe levels were found among all groups. The urinary Fe level of T1D was significantly increased
(P<0.05). The correlation between serum Cr and serum Fe in T2D was obviously positive (P<0.05). One month of simvastatin
therapy exerted no effects on serum or urinary Cr and Fe levels. These results suggest the potential role of Cr and Fe in diabetes
should receive attention.

1. Introduction

Incidence of diabetes mellitus (DM) has been remaining high
worldwide.The chronic disease has caused 1.6 million people
to die in 2015 [1] and WHO predicts the number of patients
would be over 592 million people in 2035 [2]. As the 4th-
fatal illness of the noncommunicable diseases [1], it worsens
patients’ health and quality of life severely. Previous studies
have shown increasing prevalence of diabetes inChina, which
is the world’s largest diabetes epidemic now.

Among the Chinese adult population in 2013, the esti-
mated standardized prevalence of total diagnosed and undi-
agnosed diabetes is 10.9%; that of diagnosed diabetes, 4.0%;
and that of prediabetes, 35.7% [3]. Diet plus physical activity
may reduce the incidence of type 2 diabetes (T2D) in people
with impaired glucose tolerance (IGT).

Basic and clinical studies reveal that transportation,
distribution, excretion, and accumulation of various kinds of
trace elements under diabetic condition changed differently

[4–6] and influence development of diabetes and compli-
cation progression dissimilarly [7]. Considering the noso-
genesis mechanism, chromium (Cr) and iron (Fe) promote
diabetes through insulin resistance solely [8, 9]. Some schol-
ars believe Cr benefits the human body [10]. Cr promotes
glycolysis in muscle cells and fat cells, acts as an inhibitor
of glycogen decomposition in myocytes, and is able to
regulate glucose according to a variety of animal models
and clinical trials. It is classified as a “hypoglycemic metal
element” in the review of Adrian et al. [11], which is involved
in carbohydrate, lipid, and protein metabolism primarily
by increasing insulin efficiency [12]. Chromium-containing
compounds enhance insulin activity, and what is approved is
that insulin-responsiveness is improved in diabetic patients
after supplementation with chromium-based compounds
[13]. Its mechanism may be increasing the concentration
of the insulin receptor RNA messenger; complex formation
with insulin enhancing its activity; and increasing islet 𝛽 cell
sensitivity by reducing concentration of TNF-𝛼, resistin, and
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interleukin-6 [14]. Many clinical studies have confirmed the
decrease of serum Cr in patients with T1D and T2D [15, 16]
with a drastic increase of Cr in urine [17]. Plasma Cr is
negatively correlated with glucose in patients with T2D [18].

Fe is an essential element of organisms, a constituent
of various proteins and enzymes. There has been no exper-
iment so far proving that Fe directly increases glucose,
while evidence shows it damages the pancreas and induces
diabetes [11]. It is currently believed that Fe overload strongly
associates with insulin resistance, hyperglycemia, and high
risk of T2D [19]. For example, ferritin, the index for Fe
storage, is correlated with diabetes [20]. Some researchers
believe that Fe induces diabetes through oxidative stress and
direct damage towards pancreatic 𝛽 cells [21]. In addition, the
other side is that frequent blood donation (≥2 times per year)
is considered to be a protective factor for diabetes, which
reduces Fe reserve, increases insulin sensitivity, and weakens
postprandial hyperinsulinemia [22].

The function of each element is different and their
relationships appear to be complex, as calcium, magnesium,
titanium, zinc, vanadium, and Fe reduce Cr absorption [23].
Therefore many investigators now turn to “pack” them to
analyze the changes and roles of several more related ones.
We have done so as with magnesium and calcium, copper,
and zinc [5, 6]. Because both Cr and Fe function as an
insulin resistant, we conduct this comparative study on the
distribution and correlation of Cr and Fe among healthy,
prediabetic, and diabetic populations and try to explore
the interaction of the two. By exploring their levels in the
serum and urine of subjects, respectively, we also intend to
track metabolic changes and disease-relevant information
subsequently.

2. Materials and Methods

2.1. Ethical Statements. This retrospective study was
approved by the Ethics Committee of the First Hospital
of Jilin University. All patients provided signed informed
consent. Data were obtained from electronic medical records
of the hospital, and the information was anonymous.

2.2. Subjects. To ensure academic integrity and rigor, subject
selection of this study is the same as those of our previous
researches [5, 6], which can be described briefly as 189
definitively diagnosed patients enrolled from January 2010
to October 2011 in the First Hospital of Jilin University and
grouped based on medical certification as follows: impaired
fasting glucose (IFG, n=12 people), impaired glucose toler-
ance (IGT, n=15), type 1 diabetes (T1D, n=25), type 2 diabetes
without complications (T2D, n=29), diabetic nephropathy
(DN, n=24), diabetic retinopathy (DR, n=34), and diabetic
peripheral neuropathy (DPN, n=50). The control group
(CON, n=50) was enrolled according to the age and sex
proportion from physical examination group at the same
standard meantime, noting that subjects had not received any
element supplement due to official approval of effectiveness.
The subjects’ basic information as age, sex, and BMI will not
be detailed here to avoid redundancy and duplication [5].

2.3. Element Measurement. The elements’ measurements
were the same as previous studies of our research project
[5, 6], using ICP-MS. The quality control of all analyzed
samples was performed by using standard referencematerials
from the China Standard Material Center. Limits of detection
(LOD) were 1.0 𝜇g/L for Cr and Fe. The recovery of standard
trace elements (accuracy) ranged from 93.3% to 98.9%.

2.4. Statistics. Statistical description was performed as
median (interquartile range); the Kruskal-Wallis test was
used for evaluation among multigroups, and the comparison
between groups was assessed applying the Mann-Whitney
test with correction by the Bonferroni method of 𝛼;
correlation was analyzed with Spearman’s method. The P
value reported was two-sided and statistically significant at P
< 0.05. All analysis was conducted using SPSS 24.0.

3. Results and Discussion

3.1. Trace Elements Levels in Prediabetes and Diabetes. Serum
glucose and HbA1c were tested to support the enrollment
standard. Table 1 showed that, compared with the control
group, serumCr levels decreased in the T2DCON, DR, DPN,
and DN groups (P<0.05); though no statistical significance
(P>0.05) was shown, a downward trend appeared in IFG,
IGT, and T1D. On the other hand, the urinary Cr level in
T1D was the highest of all (Figure 1(a)), which significantly
exceeded those of the T2D groups with and without compli-
cations. Surprisingly, we barely found significant difference
of serum Fe levels among all groups. The urinary Fe level
of T1D was significantly increased (P<0.05) and reached the
peak (Figure 1(b)), while that of T2D was lower (P<0.05).

3.2. Correlation Analysis of Trace Elements. As presented in
Table 2, the correlation between serum Cr and serum Fe in
T2D was positive obviously (P<0.05); meanwhile these rela-
tions in IFG, IGT, and T1D were not statistically significant
(P>0.05).

3.3. Effect of Simvastatin Treatment on Trace Elements in T2D
Patients. Statin treatment was often used to lower lipid in the
patients with T2D.Therefore the effect of simvastatin therapy
for one month on serum or urinary Cr and Fe levels was
detected in the patients with T2D. As presented in Table 3,
one month of simvastatin therapy had no effects on serum or
urinary Cr and Fe levels.

4. Discussion

4.1. Comparison of Serum and Urinary Cr. It is currently
believed that diabetic patients are under a state of trace
elements disorder, such as insulin promoting discrepancy of
distribution of multiple ions in the bloodstream [4]. More
than 80% of the Cr in the human body is excreted in
urine [24], and the amount of urinary Cr in T1D patients
is considered to be more than twice that of the control
group [17]. Some scientists attributed this to its increased
loss plus decreased absorption [25].Therefore, we believe the
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Table 3: Serum parameters in T2D patients treated with simvastatin.

Simvastatin (n=24)
Pretreatment Posttreatment P

Cr 0.165(0.087-0.241) 0.178(0.067-0.234) 0.695
UCr 0.048(0.020-0.064) 0.034(0.021-0.057) 0.837
Fe 2.235(1.461-2.742) 2.147(1.685-2.852) 0.680
UFe 0.370(0.173-0.735) 0.320(0.213-0.770) 0.724
Data presentation and abbreviations’ spelt-out forms are the same as the description for Table 1.
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Figure 1: Levels of Cr and Fe in the healthy control, IFG, IGT, T1D, T2D without complications, DPN, DN, and DR groups. Boxplots display
the extreme, the upper and lower quartiles, and the median of the maximum difference in the healthy control, IFG, IGT, T1D, T2D without
complications, DPN, DN, and DR groups. The median for each dataset is indicated by the centerline, and the first and third quartiles are
presented by the edges of the area, which is known as the interquartile range (IQR). (a) Serum Cr levels decreased in the T2DCON, DR,
DPN, and DN group (P<0.05) and urinary Cr level in T1D was the highest; (b) urinary Fe level of T1D was significantly increased (P<0.05).

simultaneous study of both serum and urine trace element
levelsmay provide better overview of the state and degree.We
confirmed serum Cr levels were lower in the T2DCON, DR,
DPN, and DN population than that of the control, which is
consistent with findings of other investigators [7, 26, 27]; IFG
and IGT had lower serumCr levels than the control even with
no statistical significance, which is similar to the conclusion
of Chen [27]; the comparison of serum Cr between T1D
and the control showed no significant difference and was
consistent with Lin’s study [28] of T1D children, adults, and
healthy people.

As for urinary Cr, the sum that T2D patients have
higher levels of urinary Cr was the same as the proposition
of Kazi et al. [7] who proved no statistically significant
difference as well but deemed the tendency existed; it elevated
visibly in T1D; considering the severity of illness and thus
selection being incomprehensive, prediabetes showed no
significant difference comparing with the control group on
urinary Cr level; the Cr/UCr in diabetic groups was lower
than those of the prediabetic and control group, indicating
diabetic patients were all under low Cr state. It is already
proved in a research launching in Indian rural areas that
elevated urinary Cr is strongly correlated to diabetes [29]; our

experiment adopted a random urine specimen, which might
have varied greatly due to physical and chemical factors; thus
the statistical difference could not be that obvious. Besides,
it is noticeable that the excretion rate of Cr and Fe changed
mildly in DN patients, which was opposite to our expectation
that severe renal function damaged influenced elements in
urine.

Combined with serum Cr information, it was stated in
our experiment that T2D patients lied in low Cr condition,
the same as findings of relatively low Cr content in T2D
patients’ hair [7] and nails [30]. That explained what Cefalu
WT [31] purposed in which low Cr induced upward fasting
glucose and glycosuria. T1D patients exhibited a negative Cr
balance [32], which was in consistency with the results of no
significant change of serum Cr and overt increase of urinary
Cr in our study. It is stated that the T1D metabolic control
system required additional Cr whereas the absorbed element
was not utilized and discharged in urine [17].

Besides, Cr/UCr results also revealed that diabetic
patients were losing Cr. Morris [18] found diabetic patients
had a 33% reduction of plasma Cr and 100% increase of uri-
naryCr.Our experiment could not find stationary correlation
between Cr and lipid indicators which was testified in a lot of
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animal and clinical studies [4, 31, 33, 34], possibly resulting
from therapeutic regimens and medications.

As an enhancer for insulin function, Cr participates in
carbohydrate, lipid, and protein metabolism by improving
insulin efficiency, and its deficiency seriously affects glucose
tolerance and lipid homeostasis [12]. The concrete mecha-
nism remains unknown [12], whereas studies confirmed Cr
regulated glucose in a variety of pathways. For example,
Cr is involved in hyperinsulinemia and insulin resistance
[35]; Vincent et al. [36] demonstrated that chromodulin
was able to activate insulin receptor kinase; Pattar et al.
[37] believed Cr altered membrane fluidity and regulated
glucose uptake consequently by changing cholesterol content;
it might impact structure of lipid bilayer [38] and the like.
Both animal experiments [39] and clinical studies [40–42]
have affirmed that Cr supplementation reduced glucose;
therefore experts suggested [43] that that be applied as T2D
complementary therapy.

However, healthy people did not benefit from that tenta-
tive plan [44]. Therefore, Lewicki S [12] thought this treat-
ment was probably only valid to a population with metabolic
disorders, which should be supplemented as appropriate.

4.2. Comparison of Serum andUrinary Fe. Surprisingly, there
was no significant difference of serum Fe levels among the
groups in our study, which was contrary with others’ [45, 46].
Most current views were that diabetic patients are being
Fe overloaded; evidence stood as diabetes associating with
elevated ferritin [47]. Yet some data turned out that serum Fe
level was not distinctive betweendiabetic patients and healthy
people [15, 47–49]. Duan et al. [47] considered hyperglycemia
led to enhancing oxidative stress that reduced free iron in
circulation, with elevated hepcidin inhibiting the intestine
absorbing Fe and release of Fe by the reticuloendothelial
system; the correlation between serum Cr and serum Fe
in IFG and IGT was not significant, but we still found the
tendency existed. Therefore it might be ascribed to small
sample size or case selection. Urinary Fe in T1D increased
significantly and was much higher than that of T2D and
the control. Additionally, Fe/UFe in T1D was apparently
lower than other groups’, indicating more Fe excretion. In the
present study, serum Fe of DPN was not very disparate from
that of CON and DN; the DPN and DR group encountered
the same situation, which might result in no significant
discrepancy. In the present study, one month of simvastatin
therapy had no effects on serum or urinary Fe levels.

4.3. Correlation of Cr and Fe. Because of wide variety and
complex mechanism of trace elements in the body, their
mutual correlation and influence are still inconclusive in this
emerging field. We have observed a significant correlation
between serumCr and serumFe, in accordancewith previous
findings from supplement experiments [50, 51], possibly
due to the cotransport mechanism of Cr and Fe resulting
competition for binding sites of transferrin. In vivo and in
vitro studies in rats have shown that approximately 80% of the
Cr in the blood is associated with transferrin [52]. After being
absorbed from the intestinal tract, Cr combines with proteins

related to Fe metabolism, forming a complex transported
into cells. The efficiency of the compound passing through
the membrane depends on insulin concentration [53]. The
bioavailability of Fe in rats treated with Cr intraperitoneally
was reduced, and the animal even developed symptoms of
anemia [54].

Our experiment concluded that patients with T2D were
in lowCr state.The levels of urinary Cr and Fe in T1D patients
were higher than those of T2D patients. It is suspected
that loss and degree of disorder of trace elements in T1D
patients are more severe. We assumed that diabetes affected
absorption, transportation, and utilization of Cr and Fe. The
limitations of this experiment are that the number of enrolled
cases was not enough and the prediabetic group consisted
of outpatients; therefore it would be difficult to follow up;
there is no more detailed research, such as disease-staging
patients; in a way, a 24 h urine sample may be better than a
random urine specimen, which reflects cumulative exposure,
exposure approaches, and different forms of elements [29];
metabolism, lifestyle, or drugs may not be excluded from
impact of exposure, absorption, or excretion of certain
elements.

We have not found any significant difference after sim-
vastatin treatment. However, the data presented that serum
Cr elevated and serum Fe and urinary Cr and Fe decreased
after treatment.The efficacymight be obvious and statistically
significant if the duration was set longer.

5. Conclusions

Trace elements and diabetes affect each other mutually.
Research is now clinically focused on supplement effective-
ness [55, 56] and control glucose as a result [47, 48]. For the
reason that it has not yet accessibly arrived at an evidence-
based aspect, there is no final conclusion concerning safety
and availability [56]. What remains a current and difficult
point in future research is to accurately extract and analyze
the relationship and mechanism of synergy and antagonism
through ingenious experimental design and research.
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The pathogenesis of inflammatory bowel disease (IBD) is due in part to a loss of equilibrium among the gut microbiota, epithelial
cells, and resident immune cells. The gut microbiota contains a large proportion of probiotic commensal Lactobacillus species;
some natural microbiota and probiotics confer protection against IBD. In this study, mice with colitis triggered by dextran sodium
sulphate (DSS) were given Lactobacillus plantarum orally. We assessed the damage caused by DSS and the therapeutic activity of L.
plantarum. The colitis triggered by DSS was less severe in the mice that received the L. plantarum treatment, which also diversified
the microbe species in the colon, enhanced the ratio of Firmicutes to Bacteroidetes, and diminished the relative abundance
of Lactobacillus. The taxonomic units of greatest diversity in the DSS and L. plantarum groups were identified using a linear
discriminant and effect size (LEfSe) analysis. Aliihoeflea was established to be the genus of bacteria that was affected in the L.
plantarum group most extensively. In conclusion, gut health was promoted by L. plantarum, as it diversified the microbes in the
colon and restricted the activity of pathogenic bacteria in the intestine. Moreover, according to the LEfSe analysis, the DSS group
was impacted more significantly by gut microorganisms than the L. plantarum group, suggesting that L. plantarum improved the
stability of the intestinal tract.

1. Introduction

Crohn’s disease (CD) and ulcerative colitis (UC) are collec-
tively known as inflammatory bowel disease (IBD), which
manifests itself as a chronic inflammatory relapse of the gas-
trointestinal tract caused by a range of genetic and environ-
mental factors [1]. A previous report suggested subjects with a
genetic predisposition to IBD exhibit abnormal and ongoing
inflammatory reactions to the commensal gut microbiome
[2]. Research in animal models has also suggested intestinal
inflammation is critically dependent on bacterial coloniza-
tion of the gut, which highlights the importance of the gut
microbiota in IBD [3]. Awide range of drug-based treatments
are available for IBD, but their effectiveness is moderate and
can be accompanied by secondary effects such as toxicity
and an increased likelihood of infectious complications [4, 5].
Thus, it is necessary to develop alternative treatments for IBD.

Exactly how IBD develops remains uncertain, but there is
consensus that the imbalance of homeostasis between the
gut microbiota and the mucosal immune system is a major
contributor to the disease [6, 7].

Many studies suggest different benefits of probiotics, and
IBD could potentially be treated with probiotic supplements
[8, 9]. Nevertheless, knowledge about the exact manner in
which probiotics protect against IBD remains incomplete.
The gut microflora contain an abundance of commensal
Lactobacillus species, which can rehabilitate homeostasis in
intestinal disorders and hence could protect against IBD [10].
As live microorganisms, probiotics have the ability to regulate
the composition of the gut microbiota and correct abnor-
mal responses of the mucosal immune system to chronic
gut inflammation. Probiotics can also strengthen the gut
barrier function by influencing the production of cytokines,
stimulating the release of regulatory T cells, and aiding the
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survival of intestinal cells [11]. Probiotics are advantageous
not only from a health perspective, but also from a cost and
safety perspective. The only drawback of this strategy is that
a comprehensive understanding of how probiotics exert their
health effects has not yet been achieved [12].

We conducted an experiment inmice with colitis induced
by dextran sodium sulphate (DSS) to determine the impact
of Lactobacillus plantarum on gut inflammation and whether
the effects of this bacteriumwere correlated with the immune
response and gut microbiota.

2. Materials and Methods

2.1. Animals. The animal experiments were approved by
the Medical Ethics Committee of Huazhong Agricultural
University, and we complied with their guidelines while
conducting the experiments. The Hubei Province Centre for
Disease Control and Prevention (Wuhan, China) provided
20 specific pathogen free (SPF) ICR mice of female sex.
The mice were 8-10 weeks of age and weighed 20±2.1 g.
The conditions under which the mice were kept included an
SPF environment with alternating 12 h of light and 12 h of
darkness. There were no restrictions on water or food. The
mice were allowed to become accustomed to the laboratory
conditions for 7 d prior to the experiments.

2.2. Colitis Induced by DSS and the Structure of the Experi-
ments. The mice were separated into two groups according
to a completely randomized design. The groups were a DSS
group and an LPZ group, which were, respectively, given
a basal diet [13] and a basal diet enriched with 2 x 1010
CFU/kg L. plantarum for one week. Colitis was triggered by
giving all themice 5%DSS (MW36-50 kDa, KayonBiological
Technology Co. Ltd.) in the drinking water on day 8 [13, 14].
The substitution of DSS was conducted daily for one week.
Upon completion of the experiments, the average weight gain
per daywas determined byweighing themice on themorning
of day 15; the mice were anesthetized intraperitoneally and
then killed. The measurement of colon length and weight
was conducted in line with an earlier study [13]. During
the experiment process, the modifications in body weight
and disease activity index (DAI) were measured every day
to determine how severe the colitis was according to a
previously published method [13, 14]. Briefly, the mice were
also subjected to evaluation in terms of body weight loss
(score: 0 = none; 1 = 0-5%; 2 = 6-10%; 3 = 11-15%; 4 = 16-20%;
5 = 21-25%; and 6 = 26-30%), stool consistency (score: 0 =
normal stool; 1 = soft stool; and 2 = liquid stool), and rectal
bleeding (score: 0 = negative fecal occult blood; 1 = positive
fecal occult blood; and 2 = visible rectal bleeding).

2.3. Histopathological Analysis. The procedures of extraction
and fixation in 10% formalin of the terminal colon were con-
ducted.Hematoxylin and eosinwere used for preparation and
staining of the sections embedded in paraffin for a subsequent
histology-based assessment and scoring of epithelial loss (0 =
no loss; 1 = 0-5% loss; 2 = 5-10% loss; and 4 = more than 10%

loss), crypt damage (0 = no damage; 1 = 0-10% damage; 2 = 10-
20% damage; and 3 = more than 20% damage), reduction in
the number of goblet cells (0 = none; 1 = mild; 2 = moderate;
and 3 = severe), and inflammatory cell infiltration (0 = none;
1 = mild; 2 = moderate; and 3 = severe). These scores were
summed to obtain the overall score.

2.4. Enzyme-Linked Immunosorbent Assay. Sandwich en-
zyme-linked immunosorbent assays (ELISA Ready-SET-GO,
eBioscience, CA, USA) were conducted for the purpose of
measuring TNF-𝛼, IL-1𝛽, IL-6, IL-10, and IL-17A levels in
the colon tissues. Color development was achieved with
horseradish peroxidase-avidin. An ELISA microplate reader
(Molecular Devices, Sunnyvale, CA, USA) permitted the
measurement of the absorbance at 405 nm.

2.5. DNA Purification and Amplification. Prior to conduct-
ing the process of extracting DNA, the samples were kept
in storage at a temperature of -80∘C. The QIAamp DNA
Stool Mini Kit (QIAGEN, Hilden, Germany) was used
in keeping with the manufacturer’s guidelines to extract
the DNA from the 200 mg samples. The samples were
run on a 1.0% agarose gel to verify how concentrated
and pure the DNA was. The general bacterial primers
515F 5-GTGCCAGCMGCCGCGGTAA-3 and 926R 5-
CCGTCAATTCMTTTGAGTTT-3 were used to amplify 16S
rRNA genes by carrying out a polymerase chain reaction
(PCR). According to the manufacturer’s guidelines regarding
overhang sequences, the two primers included the primer
of the Illumina 5 overhang sequence and dual barcodes
for the two-step construction of the amplicon library. The
reaction volumes (25 𝜇L) comprising 1-2 𝜇L DNA template,
250 mM dNTPs, 0.25 mM of each primer, 1X reaction buffer,
and 0.5 U Phusion DNA Polymerase (New England Biolabs,
USA) were used to undertake the first PCR reactions. The
PCR conditions involved an initial 2 min denaturation at
94∘C, followed by 30 cycles of 30 s denaturation at 94∘C,
30 s annealing at 56∘C, and a 30 s extension at 72∘C. These
conditions were followed by a final 5 min extension at 72∘C.
The adaptors and 8 base barcodes were added to either end
of the 16S amplicons via eight-cycle PCR reactions of the
second-step PCR. The cycling conditions involved an initial
2 min denaturation at 94∘C, followed by 30 cycles of 30 sec
denaturation at 94∘C, 30 sec annealing at 56∘C, and a 30 sec
extension at 72∘C. These conditions were followed by a final
5 min extension at 72∘C. A DNA gel extraction kit (Axygen,
China) and FTC -3000 TM real-time PCR were, respectively,
used for purification and quantification of the barcoded PCR
products before library pooling.

2.6. DNA Sequencing and Bioinformatic Analysis. A HiSeq
Rapid SBS Kit v2 (Illumina; Tiny Gene Bio-Tech (Shanghai)
Co., Ltd) was used for the sequencing of the libraries
based on 2∗250 bp paired-end sequencing on the HiSeq
platform. The barcode enabled the demultiplexing of the raw
fastq files, and base pairs of poor quality were eliminated
by running PE reads for every sample via Trimmomatic
(version 0.35) and using the parameters SLIDINGWINDOW:
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Figure 1: Effects of L. plantarum on (a) the body weight, (b) colon length, (c) disease activity index, and (d) histological score. n=10. ∗
indicated P < 0.05 for comparison of the LPZ and DSS groups.

50:20 and MINLEN: 50. The Flash program (version 1.2.11)
was subsequently used with default parameters to further
integrate the trimmed reads. The screen.seqs command
was applied alongside the filtering parameters maxam-
big=0, minlength=200, maxlength=580, and maxhomop=8
to eliminate contigs of poor quality. The software packages
mothur (version 1.33.3), UPARSE (usearch version v8.1.1756,
http://drive5.com/uparse/), and R (version 3.2.3) were all
used for the purposes of analysis of the 16S sequences. Mean-
while, the UPARSE pipeline (http://drive5.com/usearch/
manual/uparse pipeline.html) permitted the grouping of
demultiplexed reads at 97% sequence identity into opera-
tional taxonomic units (OTUs). The classify.seqs command
in mothur enabled the allocation for taxonomy of the OTU
representative sequences against the Silva 119 database with a
confidence score equal to or greater than 0.8. NCBI helped to
determine OTUs, from phylum to species. mothur permitted
the determination of the Shannon, Simpson, Chao, and ACE
indices and rarefaction curves for the alpha-diversity analysis,
while R was used for plotting those curves. Moreover,
mothur also enabled the determination of the weighted and
unweighted UniFrac distance matrix for the beta-diversity
metrics and principal coordinate analysis (PCoA) and a
tree by R facilitated visualization. R was used for both
determination and visualization of the Bray-Curtis metrics.

2.7. Statistical Analysis. GraphPad Prism (V.6.0 forWindows;
GraphPad Software) based on the Student’s t-test was used
for every statistical analysis. The experimental values are
expressed as mean ± standard error of the mean (SEM).
Statistical significance is given by a P value of less than 0.05.

3. Results

To determine the impact of L. plantarum on the manner in
which colitis developed and how severe it became, the weight
and colon length of mice from both experimental groups
were measured (Figures 1(a) and 1(b)). The LPZ group had
a significantly higher body weight and a longer colon length
than theDSS group (P < 0.05).Meanwhile, the LPZ group had
a significantly lower DAI (Figure 1(c)) and histological score
(Figure 1(d)) than the DSS group (P < 0.05).

An ELISA was used to evaluate the protection conferred
by L. plantarum against colitis throughmodulation of inflam-
matory cytokines (Figure 2). In comparison to theDSS group,
the levels of IL-1𝛽, IL-6, IL-17, and TNF-𝛼 were decreased
in the LPZ group. The level of IL-10 was elevated in the
experimental group administered L. plantarum (P < 0.05).

The v3-v4 regions of 16S rRNA obtained from the fecal
samples of the colon were sequenced. The rarefaction curves
of the numbers of observed OTUs per sample indicated the
mean numbers of observed OTUswere approximately 28,000
sequence reads (Figure 3(a)). Out of the 580 bacterial species-
level OTUs found in this study, only 365 (63%) were shared
(Figure 3(b)). Nonmetric multidimensional scales (NMDS)
were used to detect the relationship among colonic eco-
communities to determine whether OTUs identified using
the Kruskal-Wallis (KW) filters differentiated between the
DSS and LPZ mice. The identified taxa successfully divided
the mice into two different groups, and only 1 of the 8 mice in
the DSS group clustered with the LPZ group (Figure 3(c)).

The colonic microbial diversity was measured by ACE
diversity (Figure 4(a)), Chao diversity (Figure 4(b)), Simpson
diversity (Figure 4(c)), and Shannon diversity (Figure 4(d))

http://drive5.com/uparse/
http://drive5.com/usearch/manual/uparse_pipeline.html
http://drive5.com/usearch/manual/uparse_pipeline.html
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Figure 2: Effects of L. plantarum on the (a) TNF-𝛼, (b) IL-1𝛽, (c) IL-6, (d) IL-10, and (e) IL-17 of the colonic tissues. N=8, ∗ indicated P <
0.05 for comparison of the LPZ and DSS groups.

between the DSS and LPZ groups. L. plantarum increased
the Simpson index in relation to the mice in the DSS group
(P < 0.05), but there were no significant effects on the other
indices.

The bacteria of the Bacteroidetes, Firmicutes, Verrucomi-
crobia, and Proteobacteria were predominant at the phylum
level, accounting for more than 97% of the total microbial
composition (Figure 5(a)). In the DSS and LPZ groups the
respective proportions of Bacteroidetes were 41.09% and
50.36%, and for Firmicutes the proportions were 31.78%
and 24.09%. The ratio of Firmicutes to Bacteroidetes was
increased in LPZ group compared to the DSS group (P<0.05)
(Figure 5(b)).

Figure 6 shows the top 10 generic-level microbes of
relative abundance in the DSS and LPZ groups. The top
five genera in the control group were Akkermansia (16.45%),
Bacteroides (12.05%), Lactobacillus (10.89%), Parasutterella
(3.67%), and Desulfovibrio (1.25%); in the LPZ group the top
five strains were Akkermansia (19.02%), Bacteroides (17.23%),
Lactobacillus (2.84%), Parasutterella (2.45%), andDesulfovib-
rio (1.06%). The LPZ treatment had a negative effect on the
relative abundance of Lactobacillus in comparison to the DSS
group, with an 8.05% reduction (P<0.05).

To identify the specific bacteria in the DSS and LPZ
groups, the colonic microbial differential species were ana-
lyzed using the linear discriminant analysis (LDA) effect size
(LEfSe) based on a nonparametric factorial KW and rank
test. Figure 7 shows the species with significant differences,
indicated by an LDA score greater than 2.0, which reflects the
degree of influence of a species with a significant difference
between the groups. A pairwise comparison between the
gut microbiota of the DSS and LPZ groups revealed that, at
the genus level, the DSS treatment increased the abundance

of Aliihoeflea and increased Clostridium methylpentosum
and Bacteroides intestinalis; uncultured Aliihoeflea sp and
Clostridium sp ASF356 were increased at the species level.
Compared to the DSS treatment, there were more diverse
changes in the structure of the colonicmicrobiota. At the phy-
lum level, the oral administration of L. plantarum enriched
the amount of Firmicutes and increased Erysipelotrichia and
Bacilli at the class level. In addition, L. plantarum treatment
significantly increased the abundance of Turicibacter and
Lactobacillus at the genus level and Staphylococcus xylosus,
Bifidobacterium animalis, Lactobacillus intestinalis, Lacto-
bacillus murinus, Gemmobacter intermedius, and Lactobacil-
lus prophage Lj928 at the species level.

4. Discussion

IBDmanifests as mucosal and systemic inflammation occur-
ring primarily in the large intestine, as in the case of UC, or
at any site within the gastrointestinal tract as in the case of
CD. The reason for the occurrence of such an inflammatory
response is mucosal immune intolerance and especially the
disruption of the equilibrium between the anti-inflammatory
cytokine IL-10 and other cytokines.

A wide range of IBD treatments exist, but treatment
unresponsiveness and occurrence of side-effects continue
to be experienced by some patients [15]. Among the latest
promising IBD treatments is therapy involving the oral
administration of lactic acid bacteria [16, 17]. However, it is
still unclear exactly how particular action mechanisms and
the therapeutic roles of bacteria are correlated, so the clinical
feasibility of this therapy is under debate [18, 19]. We used
a mouse model of colitis triggered by DSS to investigate
the use of the most popular probiotic, L. plantarum, in
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Figure 5: Analysis of microbial composition at the phylum level. (a) Phylum level microbial changes in the colon in the DSS and LPZ groups.
(b) Ratio of Bacteroidetes to Firmicutes in the colon of mice from the two groups. N=8, ∗ indicates P < 0.05.
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Figure 6: Analysis of the microbial composition at the genus level. (a) Genus-level microbial changes in the colon of the DSS and LPZ
groups. (b) Comparison of genus-level microbiota in the DSS and LPZ groups: (b1) Lactobacillus; (b2) Parasutterella; (b3) Akkermansia; (b4)
Bacteroides; (b5) Bifidobacterium; (b6) Helicobacter; (b7) Blautia; and (b8) Ruminococcus. N=8, ∗ indicates P < 0.05.

IBD treatment. The mice treated with L. plantarum did not
lose weight or exhibit a reduced colon length. Furthermore,
in comparison to the DSS group, the L. plantarum group
exhibited less pronounced DAI and histological alterations.

IL-10 production was also stimulated by L. plantarum
directly, but the IL-17 production was inhibited. Recent
evidence points to the involvement of IL-17A in the fibrosis of
the lungs, liver, and heart [20–22]. Conversely, inflammatory
models with suppression of IL-17 revealed the amelioration
of fibrosis, while pulmonary fibrosis models showed that
cardiac fibroblasts were encouraged by IL-17A to proliferate
andmigrate [23]. Such findings highlight the fact that fibrosis
depends on IL-17 andTh17 cells. In addition to providing pro-
tection from the key proinflammatory cytokine TNF-𝛼 [24],
IL-10 also regulates chronic intestinal inflammation, so colitis
of high severity occurs when low IL-10 levels are associated

with intestinal endoplasmic reticulum (ER) stress [24, 25].
Meanwhile, evidence has beenput forth that IL-10 production
in colitis can be stimulated by certain probiotics [26, 27].
Some support exists for the idea that colitis attenuation can be
achieved by certain Lactobacillus strains through an increase
of regulatory T cells (Tregs) in colonic tissues [28]. Neverthe-
less, the mechanism of the impact of probiotics and IL-10 on
ER stress remains unknown, and more research needs to be
conducted to determine precisely how L. plantarum exerts its
effects. Our results imply L. plantarum has potential for use
as an effective immunomodulator in IBD and could make a
notable contribution to IBD treatment.

The value of probiotics for preventing and treating gas-
trointestinal disorders is gaining recognition [8]. As live
microorganisms, probiotics can be beneficial to host health,
provided they are administrated in suitable concentrations.
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They modulate the proinflammatory and anti-inflammatory
cytokines produced by the immunocytes in the gut and thus
contribute to the maintenance of homeostasis in the gut
microbiota [29, 30]. There are a number of probiotic strains
that could be beneficial for IBD, but the clinical use of probi-
otics has produced incongruous outcomes [31]. Studies exam-
ining how probiotics acted against inflammation found NF-
𝜅B activation and the expression of inflammatory cytokines
inmice with colitis were both hindered by probiotics [32, 33].

Health and wellbeing are dependent on beneficial sym-
bionts and commensals having a mutualistic relation; oth-
erwise dysbiosis and, eventually, disease occur [34]. There
is a high degree of complexity to such a “symbiotic ecosys-
tem,” and the lumen and external mucosal layer of the
colon contain the greatest aggregation of microorganisms.
We investigated the effects of Lactobacillus plantarum on
colonic microorganisms in a DSS-induced colitis mouse
model. The L. plantarum treatment increased the colonic
microbial diversity and Firmicutes/Bacteroidetes ratio but
reduced the relative abundance of Lactobacillus. The LEfSe

and LDA analyses were used to determine the most diverse
taxonomic units in the DSS and the LPZ groups. The
bacterium with the greatest influence on the LPZ group at
the genus level was Aliihoeflea. The bacteria affecting the
DSS group were diverse and distributed in various taxon
units, such as Firmicutes at the phylum level and Turicibacter
and Lactobacillus at the genus level. The gut microbiota
is made more resilient by microbial diversity, contributing
significantly to health andwellbeing [35].The condition of the
human gut microbiota has been demonstrated to be reflected
in the ratio of Firmicutes to Bacteroidetes [36].This ratio was
decreased inmice with diabetes [37] and in some CD and UC
patients, alongside a relative proliferation of proteobacteria
[38]. A greater diversity in microbial species results in a
more diverse functional response, defined as the level of
sensitivity variation to ecosystem modifications exhibited by
a species in a community contributing to the same ecosystem
function. For instance, when an environmental disruption
impacts an abundant species, a less abundant species fulfilling
a similar function can take on the role of the abundant species
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when functional response is suitably diverse [39, 40]. To
maintain gut health, beneficial bacteria must be promoted,
and pathogenic bacteria must be minimized in the gut
microbiota.

There are also some shortcomings of this study. The
findings indicate L. plantarum reduced the expression of
proinflammatory cytokines, thus having a positive impact
on colitis. The mechanisms of the inflammation regulation
remain unknown. The study also focused solely on the
preventive action of L. plantarum and not on its therapeutic
action. Future research should address these issues and the
mechanisms through which the progress of colitis is slowed.

To summarize, L. plantarum significantly contributed to
the suppression of the inherent production of proinflamma-
tory cytokines during the development of colitis and is likely
to ameliorate the pathophysiology of colitis triggered by DSS.
L. plantarum improved the intestinal tract stability as the
impact of intestinal microorganisms was less extensive in the
L. plantarum group than the DSS group. In conclusion, L.
plantarummight be effective for managing colitis symptoms
and have potential as an effective IBD therapeutic agent.
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In this study, we evaluated the immunity-enhancing effects of Orostachys japonicus A. Berger (OJ). To examine the immune
protective effect in vitro, primary mouse splenocytes were treated with water or ethanol extracts of OJ in the absence or presence
of cyclophosphamide (CY), which is a cytotoxic, immunosuppressive agent. The extracts increased the propagation of splenocytes
and inhibited CY-induced cytotoxicity. Further, to examine the immunostimulatory effects in vivo, adult Wistar rats were orally
administered OJ extracts with or without CY treatment. With the administration of OJ extracts, CY-treated immunosuppressed
rats showed improved physical endurance, as assessed by the forced swim test. In addition, extract administration increased not
only the number of immunity-related cells but also the levels of plasma cytokines. OJ extracts also recovered splenic histology in
CY-treated rats. These findings suggest that an OJ regimen can enhance immunity by increasing immune cell propagation and
specific plasma cytokine levels.

1. Introduction

Cyclophosphamide (CY) is known to possess antitumor and
immunomodulatory properties [1, 2]. CY is a cytotoxic agent
that disrupts DNA replication and inhibits cell propagation
[3, 4] and thus widely used as a chemotherapeutic drug for
various types of cancer [2, 5]. In addition, CY can suppress
an immune response bymodulating lymphocytes [5–8]. Since
CY-induced immunosuppression increases vulnerability to
pathogen infections and incidence of morbidity and mortal-
ity [9–11], adjuvant alternatives in alleviating immunotoxicity
and enhancing host immunity are of great interest in can-
cer therapy [12]. For this reason, the immune-modulating
properties of natural plants and their components have

been explored for the development of functional foods
[9, 13, 14].

Orostachys japonicus A. Berger (OJ), known as rock pine
(or “Wa-song” in Korean), is a perennial herb belonging to
the family Crassulaceae [15] that contains various bioactive
compounds such as flavonoids, triterpenoid, and gallic acid
[16–22]. OJ is used as a folk remedy, with antioxidant [22–25],
anti-inflammatory, and anticancer effects [26–31]. Recently,
the immunostimulatory activity of OJ water extract has been
studied in RAW264.7 murine macrophage cell line [20].
However, data to support its physiological function are still
required.

In this study, we evaluated the immunity-enhancing
effect of OJ water and ethanol extracts in vitro and in vivo
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using isolated splenocytes and immunosuppressed rats. In
particular, the immunomodulatory effects of OJ extracts in
vivo were assessed by measuring the number of immunity-
related cells and the levels of plasma cytokineswith orwithout
OJ extract treatment in CY-treated rats.

2. Materials and Methods

2.1. Preparation of O. japonicus Extracts. DriedOJ (harvested
in September 2013; sun-dried) was obtained from the Nam-
won County Office, Jeollabuk-do, S. Korea. After grinding
the dried OJ, including its leaves, stems, and flowers, 100
g of OJ powder was suspended in 1 L of distilled water or
70% ethanol. OJ was extracted from the water or ethanol
suspensions by stirring and indirect heating at 100∘C or 80∘C,
respectively, for 3 h. After centrifugation (Beckman, Sanford,
ME, USA), at 8000 g for 30 min each supernatant was filtered
through a filter paper (8-𝜇m pore size; Whatman, Little
Chalfont, UK), vacuum-evaporated (rotary evaporator RV 10
control, IKA�; Baden-Württemberg, Germany), and freeze-
dried (lyophilizer; Il Shin, Seoul, S. Korea) for use in later
experiments.

2.2. Cell Culture. To obtain splenocytes, spleens were asepti-
cally dissected from 8-week-old Balb/cmice.The tissues were
teased apart gently with forceps and then forced through a
70-𝜇mcell strainer (SPLLife Sciences, Pocheon-si, Gyeonggi-
do, S. Korea). The resulting cell suspension was washed three
times in RPMI-1640 (Invitrogen, Carlsbad, CA, USA) by cen-
trifugation (1,000 g, 5 min, 4∘C) and treated with red blood
cell lysis buffer (Sigma-Aldrich, St. Louis, MO, USA). The
isolated splenocytes were maintained in RPMI-1640-based
culture medium supplemented with 10% fetal bovine serum
(FBS) and 1% penicillin-streptomycin (all from Invitrogen) in
a culture incubator (37∘C, 5% CO

2
, humidified).

2.3. Cell Viability Assay. To test cell viability after admin-
istration of the OJ extracts, Cell Counting Kit-8 (CCK-
8; Dojindo Laboratories, Kumamoto, Japan) was used as
described previously [32]. Briefly, the cultured splenocytes
were harvested, suspended in maintenance medium, and
dispensed into a 96-well plate at a density of 2 × 105 in 100
𝜇L per well. After the cells were incubated for 24 h, various
concentrations of each extract were applied to the cells in the
absence or presence of 1.6 mg/mL of CY (Sigma-Aldrich).
After 48 h of cultivation, the CCK-8 assay was performed as
instructed by the manufacturer.The absorbance (Abs), which
is proportional to the number of living cells in each well,
was measured at 450 nm using a microplate reader (Infinite
200 PRO, Tecan Group Ltd., Männedorf, Switzerland). Cell
viability was calculated with the following equation: Cell
viability (%) = (𝐴𝑏𝑠sample–𝐴𝑏𝑠blank)/(𝐴𝑏𝑠control–𝐴𝑏𝑠blank) ×
100.

2.4. Experimental Animals. All animal studies were con-
ducted according to the guidelines of the Committee on Care
and Use of Laboratory Animals of the Wonkwang University
(approval number: WKU15-99). Five-week-old male Wistar

rats weighing 120–130 g were purchased from Samtako Inc.
(Osan-si, Gyunggi-do, S. Korea). After adaptation for 1 week
to a 12-h light/12-h dark regimen (temperature, 23 ± 1∘C;
humidity, 50 ± 5%; illumination, 150–300 lux), with access to
food and water ad libitum, 6-week-old rats (150 ± 4 g) were
used in this study.

2.5. Sample Treatment. Sixty Wistar rats were randomly
assigned to six groups (10 rats per group): Untreated (nor-
mal), CY-treated (without administration of OJ extract), OJ
water extract (OJWE)-low (OJWE administered at 100mg/kg
body weight (BW) with CY treatment), OJWE-high (OJWE
administered at 1,000 mg/kg BW with CY treatment), OJ
ethanol extract (OJEE)-low (OJEE administered at 100mg/kg
BW with CY treatment), or OJEE-high (OJEE administered
at 1,000 mg/kg BW with CY treatment). The OJ extracts
were orally administered for 4 weeks using a gastric sonde
attached to a syringe on a daily basis. CY was prepared in
normal saline and was administered concomitantly with the
OJ extracts. To determine the optimal concentration of CY
for use in treatments [33], a preliminary in vivo experimental
study was performed using three different concentrations
of CY (5 mg/kg BW, 10 mg/kg BW, and 20 mg/kg BW) in
comparison with a control (0 mg/kg BW). Five milligrams
of CY/kg BW was determined to be optimal concentration
to reduce immunity with minimal effects on body and organ
weights and hematology [33, 34] (data not shown).

2.6. Forced Swim Test. To assess physiological changes, the
forced swim test was performed as described previously [35].
The test was conducted 1 h after the final sample treatment in
a Plexiglass cylinder. Prior to the swimming challenge, each
animalwasweighed, and aweight of about 10%of the animal’s
BWwas placed on its tail. Swimming duration was measured
from the time the animal entered the apparatus to 10 sec after
the animal stopped moving.

2.7. Hematological Assay and Enzyme-Linked Immunosorbent
Assays (ELISA). After the final administration of OJ extracts,
the animals were anesthetized with diethyl ether. Whole
blood was collected through the abdominal vena cava in
ethylenediaminetetraacetic acid (EDTA) microtubes. White
blood cell counts for lymphocytes, monocytes/macrophage,
and granulocytes (including neutrophils, eosinophils, and
basophils) were analyzed using aHemavet 950 counter (Drew
Scientific Group, Dallas, TX, USA). Plasma cytokines, TNF-
𝛼, IFN-𝛾, and IL-2, were quantified by ELISA kits (R&D
Systems, Minneapolis, MN, USA).

2.8. Histological Analysis. After each animal was sacrificed,
and the organs (liver, kidney, thymus, and spleen) were
removed, weighed, and then fixed in 10% neutral buffered
formalin. Fixed organswere processed, embedded in paraffin,
and cut into 4–7 𝜇m-thick sections using a microtome
(Thermo Scientific, Waltham, MA, USA). The sectioned
tissues were then stained with hematoxylin and eosin. Tissue
damage was observed under an optical microscope (Olym-
pus, Fukuoka, Japan).
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Figure 1: OJ extracts increased splenocyte proliferation and protected against CY-induced splenocyte damage. (a–b) The number of
isolated splenocytes was augmented with OJWE (a) or OJEE (b) treatment. (c–d) CY-induced splenocyte cytotoxicity was abolished byOJWE
(c) or OJEE (d) treatment. Values represent mean ± standard error of the mean (SEM) from three independent experimental sessions (N =
3). Bars not sharing common letter represent statistically significant difference from each other (p < 0.05).

2.9. Statistical Analysis. The data were analyzed by one-way
analysis of variance (ANOVA) and Duncan’s multiple range
test (SAS software; SAS Institute Inc., USA). P-values less
than an 𝛼 of 0.05 were considered significantly different.
Statistical differences are indicated by letters.

3. Results

3.1. OJ Extracts Stimulate Splenocyte Proliferation and Pro-
tect Splenocytes from CY-Induced Damage. To examine the
cytotoxicity and cell proliferating effects of both OJWE and
OJEE, the isolated splenocytes were treated with various
concentrations of the OJ extracts (0, 1, 5, 10, 30, 50, 100, 300,
500, and 1000𝜇g/mL) for 48 h followed by cell viability testing
(Figure 1(a) for OJWE and Figure 1(b) for OJEE).The portion
of splenocytes viable increased in a dose-dependent fashion
with OJ extract treatment. At 1000 𝜇g/mL of OJWE or OJEE,
cell viability was 136.3 ± 1.8% or 156.2 ± 4.1%, respectively,
compared to the control (0 𝜇g/mL of OJ extract).

To further examine the cytoprotective effect ofOJ extracts
against CY-induced damage [4], splenocytes were cultured

with the OJ extracts in the absence or presence of CY
(Figure 1(c) for OJWE and Figure 1(d) for OJEE).The percent
of splenocytes that were viable decreased to about 75%
with CY treatment, compared to the control (no treatment).
However, cell viabilitywas recovered to the level of the control
with treatments of ≥ 500 𝜇g/mL of OJWE or ≥ 50 𝜇g/mL of
OJEE.

3.2. OJ Extracts Protect the �ymus and Spleen from Weight
Loss Resulting from CY Treatment. To evaluate the effects
of a 4-week regimen of OJ extract feeding in vivo, 6-
week-old Wistar rats were orally administered two different
concentrations (100mg/kg BWor 1,000mg/kg BW) of OJWE
or OJEE. Weekly changes in body weight, water intake, and
food intake were monitored for each animal and compared
among the groups (Supplementary Figure S1A). There were
no significant differences observed among the six groups in
any of these measures.

After the animals were sacrificed, the weights of the liver,
kidney, thymus, and spleen of each animal were measured
and then averaged across the group (Supplementary Figure
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S1B–E). No significant differences in kidney weight were
observed among the groups.The liverweight in the group that
received CY and/or a high-dose of OJEE was slightly higher
than that of the other groups. Interestingly, the weights of the
immune-related organs (the thymus and spleen) were similar
to those of the control group when OJEE was administered.

3.3. OJ Extracts Increase the Swimming Duration and White
Blood Cell Counts in Immunosuppressed Rats. To evaluate the
effect of OJ extracts on resistance against physical stress, the
forced swim test was performed. After being fed OJ extracts
without or with CY for 4 weeks, rats were allowed to swim,
and then the swimming duration of each rat was measured
and averaged across the group (Figure 2(a)).Weobserved that
CY treatment decreased the swimming time, while OJ extract
treatment tended to increase the time. In particular, a high-
dose of OJEE significantly increased the time.

At the end of the OJ extract regimen, a number of
WBCs in the blood collected from the sacrificed animals was
determined (Figure 2(b)). Total WBC counts were reduced
by CY treatment. However, OJ extract treatment caused
the counts to rebound in a dose-dependent manner. This
phenomenon was observed for the numbers of lymphocytes,
granulocytes, and monocytes as well (Figures 2(c)–2(e)).

3.4. OJ Extracts Increase the Plasma Levels of Immune-Related
Cytokines in Immunosuppressed Rats. To test in vivo the effect
of OJ extracts on the levels of plasma cytokines related to
immunity, the concentrations of TNF-𝛼, IFN-𝛾, and IL-2
were measured in the blood collected from animals in all
experimental groups (Figures 3(a)–3(c)). The levels of these
cytokines in the CY-treated animals were not significantly
different from those of the control (no CY treatment).
However, the cytokine levels in the OJ extract-fed groups
were all higher than those of the groups that were not fed
OJ extracts. More specifically, the IFN-𝛾 and IL-2 levels were
significantly higher in the groups fed OJEE than in those fed
OJWE.

Furthermore, spleens were sectioned and histologically
analyzed (Figure 3(d)). We found in the normal tissue (i) the
white pulp surrounded the central vein and (ii) the marginal
zone was observed in between the white pulp and red pulp. In
the tissues from the CY-treated group, the marginal zone was
obscure, and irregular cell condensates were observed in the
red pulp area. However, in the tissues from the groups fed OJ
extracts, especially those fed a high concentration of extracts,
a clear marginal zone between the white and red pulp was
present, and cell condensates were rarely observed.This result
indicates that administration of OJ extracts ameliorated CY-
induced spleen damage.

4. Discussion

In this study, we investigated the activity of OJ water and
ethanol extracts on immune enhancement. Both OJ water
and ethanol extracts facilitated splenocyte proliferation in a
concentration-dependent manner, and the extracts protected
splenocytes fromCY-induced cytotoxicity. Administration of

OJ extracts to CY-treated immunosuppressed rats increased
physical endurance, as assessed by the forced swim test. Fur-
thermore, extract administration increased not only WBC
counts but also the immunity-related plasma cytokines, TNF-
𝛼, IFN-𝛾, and IL-2 and recovered normal splenic histology.

CY is an alkylating cytotoxic agent that disrupts DNA
replication by crosslinkingDNA strands, inhibiting cell prop-
agation and inducing apoptosis [3, 4]. CY is metabolized by
cytochrome P450 enzymes, which results in the production
of 4-hydroxycyclophosphamide that decomposes into the
toxic compound phosphoramide mustard [36, 37]. CY is also
known to suppress immune responses by modulating lym-
phocytes [6, 7]. Thus, CY and its metabolites are commonly
used as antineoplastic and immunosuppressive drugs [38]. To
generate the immunosuppressed animal model in the present
study, we used CY to treat isolated splenocytes as well as
Wistar rats. In vitro results indicated that OJ extracts could
recover splenocyte viability after CY treatment. In vivo results
showed that administration of OJ extracts could at least in
part restore immunity affected by CY treatment, suggesting
immune recuperation as a result of extract administration.

There have been many reports of immune disturbances
associated with behavioral symptoms in the context of
depression [39–41]. The CY-immunosuppressed rats may
have been more vulnerable to swim stress than the nor-
mal rats [42]. Our data from the blood test showed that
treatment with CY, an immunosuppressive agent, reduced
the number of WBCs, including lymphocytes, granulocytes,
and monocytes/macrophages. However, the reduced WBC
counts significantly increased in the high-dose OJ extract-
administered individuals. In addition, the duration of forced
swimming was reduced by CY treatment but increased in
the high-dose OJEE-fed groups. These results suggest that
OJ extracts, especially a high-dose of OJEE, may impart
resilience against stress by stimulating innate and adaptive
immunity.

Consistent with the results that suggest an immunos-
timulatory function of OJ extracts, the plasma levels of the
immunity-related cytokines TNF-𝛼, IFN-𝛾, and IL-2 were
augmented in CY-treated animals following the administra-
tion of OJ extract. In particular, OJEE significantly increased
those cytokines compared to OJWE. Cytokines are generally
produced by various immune cells and modulate immune
responses, such as immune cell survival and differentiation,
inflammation, and host defense against bacterial infection
[43–45]. In particular, TNF-𝛼 regulates inflammation and
host defense in response to bacterial infection [46] and is
suppressed by acute stress [47]. INF-𝛾 and IL-2 are pro-
duced primarily by T-helper cells [48]. INF-𝛾 is a mediator
of innate immunity that activates monocytes/macrophages
and upregulates major histocompatibility complex (MHC)
molecules [49]. IL-2 is a major growth factor for T cells [50]
that enhances T cell responses by regulating homeostasis and
differentiation of T-regulatory lymphocytes [51]. Thus, the
blood test results support the hypothesis that administration
of OJ extracts may stimulate innate and adaptive immunity
by facilitating the production of immunity-related cytokines.

According to the existing literature, OJ extracts that
showed biologically beneficial effects in vitro and in vivo
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Figure 2: OJ extracts increased white blood cell counts in immunosuppressed rats. (a) Swimming duration in the forced swim test. (b–e)
White blood cell (WBC) counts: (b) total number of WBCs, (c) lymphocyte counts, (d) granulocyte counts, and (e) monocyte counts. The
data obtained from individual animal samples per group were averaged (n = 8); values represent mean ± standard deviation (SD). Bars not
sharing common letter represent statistically significant difference from each other (p < 0.05).
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Figure 3: OJ extracts increased immunity-associated plasma cytokine levels. (a) Plasma TNF-𝛼 level. (b) Plasma IFN-𝛾 level. (c) Plasma
IL-2 level. Values represent mean ± SD (n = 8). Bars not sharing common letter represent statistically significant difference from each other (p
< 0.05). (d) Representative images of sectioned spleens: (A) normal (no treatment), (B) only CY-treated, (C) OJWE-low, OJWE administered
at 100 mg/kg with CY treatment; (D) OJWE-high, OJWE administered at 1,000 mg/kg with CY treatment; (E) OJEE-low, OJEE administered
at 100mg/kg with CY treatment; and (F) OJEE-high, OJEE administered at 1,000mg/kg with CY treatment. Scale bar in A, 100 𝜇m, applicable
to B–F. CV, central vein; MZ, marginal zone; RP, red pulp; WP, white pulp.

exerted strong antioxidant activity and contained a plenty of
total phenolics and flavonoids [20–22, 25, 26]. Consistently,
both OJWE and OJEE were highly capable of scavenging free
radicals (data not shown) and rich in flavonoids (Supplemen-
tary Table S1). In particular, OJWE and OJEE highly con-
tained gallic acid, catechins, and glycosides of kaempferol and
quercetin. However, identification of bioactive components

in the extracts that are responsible for immune enhancement
awaits further study.

Taken together, our findings from in vitro and in vivo
studies suggest that OJ extracts, especially in ethanol, have
immunity-enhancing and host defense effects by increasing
the number of immune-related cells and specific cytokines
following immunosuppression.
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current study are available from the corresponding author
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Additional Points

Practical Application. The activity of water and ethanol
extracts ofOrostachys japonicusA. Berger was investigated on
immune enhancement. Our findings indicate that both water
and ethanol extracts of Orostachys japonicus A. Berger have
immunity-enhancing and host defense effects by increasing
the number of immune-related cells and specific cytokines
following immunosuppression. It would have implications
for development of nutraceuticals or functional foods which
could aid immunologically vulnerable individuals.
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Background. Splenectomy can improve liver function and survival in patients with autoimmune hepatitis (AIH) and liver cirrhosis.
We investigated the underlying mechanism in a mouse model of concanavalin A- (ConA-) induced liver fibrosis. Methods. We
used ConA to induce immune liver fibrosis in BALB/c mice. Splenectomy was performed alone or with the administration of
dexamethasone (DEX). Changes in blood and liver tissues were evaluated. Results.Mice treated with ConA for 7 weeks developed
advanced liver fibrosis, while splenectomy suppressed liver fibrosis. Although the populations of macrophages/monocytes
and M1 macrophages decreased after splenectomy, the inflammatory factors associated with M2 macrophages increased after
splenectomy. Furthermore, the population of circulating CD11b+Ly6Chigh myeloid-derived suppressor cells (MDSCs) increased
after splenectomy. After ConA treatment, elevated levels of activated and total NF-kBp65/p50 combined with DNA were observed
in hepatic tissues. In contrast, the levels of NF-𝜅Bp65/p50 decreased after splenectomy.Conclusions. Splenectomymay promote the
polarization of CD11b+Ly6Chigh MDSCs and the differentiation of M2 macrophages while restricting the level of NF-𝜅B p65-p50
heterodimers.These factors may suppress the progression of liver fibrosis.

1. Introduction

Autoimmune hepatitis (AIH) is characterized by the infiltra-
tion of mononuclear cells into the liver which, together with
elevated levels of gamma globulins and autoantibodies, can
induce fibrosis and cirrhosis [1]. Liver cirrhosis frequently
causes portal hypertension and splenomegaly and eventually
liver failure. Recent studies in various clinical settings have
indicated that splenectomy can lead to improvements in
both liver function parameters and thrombocytopenia [2,
3]. Moreover, a study by Maruoka et al. demonstrated that
splenectomy could treat corticosteroid insufficiency in mice
and increased the duration of positive effects from dexam-
ethasone (DEX) [4]. Nonetheless, the mechanism behind this
phenomenon remained unknown.

Kupffer cells (KCs) are a subset of highly heteroge-
neous macrophages that can be stratified into types M1 and
M2 [5, 6]. Bacterial lipopolysaccharide (LPS) can stimulate

the differentiation of macrophages to the M1 type, which
produce the inflammatory factors tumor necrosis factor-
(TNF-) 𝛼, interleukin- (IL-) 12, IL-23, and inducible nitric
oxide synthase (iNOS). In contrast, IL-4, IL-13, IL-10, and
glucocorticoids can induce macrophage polarization to the
M2 type, which produce cytokines such as IL-4, IL-5, and
IL-10, which can inhibit inflammation while promoting
blood and lymphatic vessel formation, digestion, and extra-
cellular matrix repair [7, 8]. Therefore, macrophages and
macrophage-related factorsmight play an essential role in the
development and pathogenesis of hepatic lesions and fibrosis
[9–11]. However, the polarization of M1/M2 macrophages in
AIH remains unclear.

Myeloid-derived suppressor cells (MDSCs) comprise a
heterogeneous population of cells that inhibit the pro-
liferation and regular functions of T cells, suppress the
cytotoxicity of NK cells, and accelerate the polarization of
regulatory T cells (Tregs) in tumor-bearing hosts, all of
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which play key regulatory roles in tumor-related diseases
[12, 13]. In mice, MDSCs are CD11b+Gr1+ myeloid cells,
which can be subdivided into CD11b+Gr1+Ly6Ghigh Ly6Clow

and CD11b+Gr1+Ly6GlowLy6Chigh MDSCs. Although many
reports have discussed the immunosuppressive function
of MDSCs in various cancer-related diseases, the spe-
cific regulatory mechanisms of these cells in immunolog-
ical liver disease remained unclear [13, 14]. Zhang et al.
established a model of acute immunological liver injury
by injecting BALB/c mice with concanavalin A (ConA)
and found that rapamycin could promote the prolifera-
tion of CD11b+Gr1Ly6ChighMDSCs, which protected against
immunological hepatic injury in this model [15]. This led us
towonder whether splenectomy could inhibit liver fibrosis by
promoting the polarization of MDSCs.

NF-𝜅B, a key transcription factor, is found in cell types
throughout the body. This factor is a homo- or heterodimer
comprising the p50 and p65 (RelA) subunits [16]. The
regulation of NF-𝜅B signaling may lead to macrophage-
driven inflammation in both autoimmune and hematological
diseases [17, 18]. Furthermore, NF-𝜅B p50 can regulate M2
polarization in the context of LPS-induced inflammation [19].
However, the correlation between macrophage infiltration
and underlying NF-𝜅B function in immune-related liver
fibrosis remained unclear.

ConA-induced hepatitis is a widely accepted and success-
ful mouse model of AIH that resembles advanced immune-
related liver fibrosis in humans [20, 21]. In this study, we
investigated the effects of splenectomy in a mouse model
of ConA-induced liver fibrosis and determined whether
MDSCs and NF-𝜅B were necessary to the protective effects
of splenectomy against liver cirrhosis in these animals.

2. Methods

2.1. Animal Models. The study was approved by the Medical
Ethics Committee of the General Hospital of Tianjin Medical
University. All animals used experimentally were treated
humanely, and all procedures were conducted according to
the guidelines set forth by the Animal Care Committee of
the General Hospital of Tianjin Medical University. Specific
pathogen-free female BALB/c mice (7 weeks of age) were
acquired from Beijing, China. A total of 24 mice were used
for the experiments. The mice were randomly assigned to
four groups: the control group, ConA model group, splenec-
tomy group, and splenectomy combinedwith dexamethasone
(DEX) group. Except mice in the control group, all mice
received a weekly dose of 12.5 mg/kg body weight of ConA
via tail vein injection. Splenectomy was conducted 1 day
after the sixth injection. Mice in the splenectomy combined
with DEX group also received an intraperitoneal injection of
DEX at 1 mg/kg body weight every second day. To mimic
the presence of immune damage in vivo, ConA treatment
was maintained until death. All mice were sacrificed after
7 weeks, and blood and liver tissue samples were collected.
The liver tissues were embedded in paraffin and subjected
to hematoxylin and eosin (H&E) staining and Masson’s
trichrome staining.

2.2. Splenectomy. For splenectomy, the abdominal wall of
the mouse was opened by making a left subcostal minimal
incision under chloral hydrate. The splenic arteries and veins
were ligated at the splenic hilum with a 3–0 silk suture
and divided. All surgical procedures were conducted under
completely sterile conditions.

2.3. Histological Analysis. The histological analysis proce-
dures have already been outlined according to previous
reports [22, 23]. Liver tissues were fixed in 10% buffered for-
malin and embedded in paraffin. Subsequently, the samples
were stained with H&E and Masson’s trichrome (to assess
fibrosis) and evaluated under a light microscope.

2.4. Immunohistochemical Staining. Samples were also sub-
jected to immunohistochemistry. A goat monoclonal anti-
body (mAb) specific for human CD68 (Santa Cruz Biotech-
nology, Dallas, TX, USA) and mouse mAb specific for
humanCD206 (Santa Cruz Biotechnology) were used to label
macrophages and M2 macrophages. A goat mAb specific for
mouse 𝛼-smooth muscle actin (SMA, Santa Cruz Biotech-
nology) was used to label 𝛼-SMA. The labeled sections were
further incubated with a biotin-free secondary antibody.
Horseradish peroxidase (Santa Cruz Biotechnology) was
then applied, and the labeled tissues were developed using
diaminobenzidine (Sigma, St Louis, MO, USA) followed by
hematoxylin counterstaining.

2.5. Immunofluorescence Staining. A goat mAb specific for
human CD68 and mouse mAb specific for human CD206
(both Santa Cruz Biotechnology) were used to immunoflu-
orescently label macrophages and M2 macrophages. Goat
mAbs specific for mouse F4/80 and mouse iNOS (both
Abcam, Cambridge,MA, USA) were used to immunofluores-
cently labelmacrophages andM1macrophages.The following
reagents were used in all immunofluorescence experiments:
Alexa 488-labeled donkey anti-rat, Alexa 647-labeled donkey
anti-rabbit antibodies (Molecular Probes, Eugene, OR, USA),
Alexa Fluor 568-labeled donkey anti-mouse, and Alexa Fluor
488-labeled rabbit anti-goat. DAPI was used for nuclear
counterstaining.

2.6. Quantitative RT-PCR (Real-Time PCR). The RT-PCR
analysis was conducted as previously described [24, 25].
Table 1 lists the primers used in this experiment. The data
were analyzed using SDS 2.1 software. For all target genes,
the expression is represented as a “fold change” relative to the
control sample (2-△△comparative threshold).

2.7. MAbs and Flow Cytometry. MAbs specific for CD11b
(M1/70), F4/80 (BM8), and Ly6C were obtained from BioLe-
gend (San Diego, CA, USA). The cells were suspended in
buffer and incubated with the above antibody for 30 minutes.
Subsequently, the cells were analyzed on a FACSCalibur
flow cytometer (Becton Dickinson, San Jose, CA, USA)
or Beckman Coulter Epics XL bench-top flow cytometer
(BeckmanCoulter, Brea, CA,USA).Datawere analyzed using
FlowJo software (TreeStar, Ashland, OR, USA). The number
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Table 1: Oligo sequences for RT-PCR used in this study.

genes Forward Reverse
𝛽-actin 5-TGTGTCCGTCGTGGATCTGA-3 5-CCTGCTTCACCACCTTCTTGA-3

IL-10 5-TGGACAACATACTGCTAACCG-3 5-GGATCATTTCCGATAAGGCT-3

ARG-1 5-TGGCTTGCGAGACGTAGAC-3 5-GCTCAGGTGAATCGGCCTTTT-3

IL-4 5-CACCAGCTATGCATTGGAGA-3 5-TTTGGCGGTCAATGTATTTCT-3

of cells in several different populations was calculated by
multiplying the percentages of the counted targeted cells by
the number of total cells.

2.8.Western Blotting. Polyvinylidene fluoride (PVDF) mem-
branes were incubated overnight at 4∘C with antibod-
ies specific for NF-𝜅B p50 and NF-𝜅B p65 (Santa Cruz
Biotechnology). Samples were then washed in Tris-buffered
saline with Tween-20 and labeled further with a goat anti-
mouse secondary antibody (LI-CORBiotechnology, Lincoln,
NE, USA). Labeled protein bands were detected using an
Odyssey infrared imaging system (LI-COR). Glyceraldehyde
3-phosphate dehydrogenase (GAPDH) was used as an inter-
nal reference control.

2.9. Electrophoretic Mobility Shi� Assay (EMSA). PCR
primers were labeled with [-33P]-ATP (Perkin Elmer,
Waltham, MA, USA) using T4 DNA polynucleotide kinase
(New England Biolabs, Ipswich, MA, USA). Subsequent-
ly, DNA probes were created by labeling the forward
primers and unlabeling the reverse primers via PCR. Two
micrograms of nuclear protein were incubated with a
biotin-labeled NF-𝜅B p65 binding-site DNA probe (5-
AGTTGAGGGGACTTTCCCAGGC-3 ; Sigma Genosys) in
buffer for 30 minutes on ice. Gels were placed on Whatman
paper, vacuum-dried, and exposed to a phosphoscreen for 12
hours. Subsequently, the screen was scanned using a storm
860 PhosphorImager, and the data were analyzed using
ImageQuant software (Molecular Dynamics/GE Healthcare,
Amersham, UK).

2.10. Statistical Analysis. All numeric values are expressed
as means ± standard deviations (SD). Students’ t-test or
the Mann–Whitney U test was used to detect the statistical
significance of differences between groups. Multiple group
comparisons were assessed using a one-way analysis of
variance (ANOVA) combinedwith Bonferroni’s post hoc test.
A P value<0.05 was considered the statistical significance
threshold.

3. Results

3.1. Effects of Splenectomy in a Mouse Liver Fibrosis Model.
Clear increases in splenic volume were observed after a 5-
week course of intravenous ConA injection, and the resulting
immune hepatic injury was characterized by hepatocellular
necrosis, portal inflammation, mononuclear cell infiltration
into the parenchyma, and sinusoidal hyperemia (Figures
1(a), 1(b), and 1(c)). These tissue changes were concomitant

with significant increases in the serum levels of aspar-
tate aminotransferase (AST) and alanine aminotransferase
(ALT (P<0.05) (Figure 1(d)). Most importantly, immuno-
histochemical staining of 𝛼-SMA revealed a marked and
significant increase in the number of activated hepatic stellate
cells (P<0.05) (Figure 1(e)).

3.2. Splenectomy Attenuated ConA-Induced Liver Fibrosis.
In the ConA model group, the hepatic surfaces were dark
red and granular, whereas mice were subjected to splenec-
tomy had smooth hepatic surfaces (Figure 2(a)). Notably,
splenectomy was associated with significant decreases in
serum ALT and AST levels (P<0.05) (Figure 2(b)). An anal-
ysis of liver tissue from the splenectomy group revealed a
decrease in interface hepatitis (Figure 2(c)) and significant
attenuation of liver fibrosis, as indicated by a semiquan-
titative analysis of 𝛼-SMA-positive areas (P<0.05) (Figures
2(d) and 2(e)), Masson-stained areas (Figure 2(f)), and
Ishak scores (P<0.05) (Figure 2(g)). The Ishak score was
lower in the DEX group relative to the splenectomy group
(P<0.05).

3.3. Percentages of Macrophages/Monocytes and M2
Macrophages. Weused flow cytometry, immunofluorescence
staining, and RT-PCR to detect changes in the numbers
of monocytes in peripheral blood and liver macrophage
populations. Notably, the ratio of F4/80-positive monocytes
in the peripheral blood increased significantly in the
ConA model group but decreased in the splenectomy
group (P<0.05) (Figure 3). Immunofluorescence staining
(Figure 4(a)) revealed increases in the percentages of
F4/80-positive macrophages and M1 (F4/80+iNOS+) mac-
rophages after ConA treatment, as well as decreases in
both populations after splenectomy (P<0.05) (Figure 4(b)).
Furthermore, RT-PCR revealed the increased expression
of mRNAs encoding M2 macrophage-associated factors,
such as IL-10, ARG-1, and IL-4, after splenectomy (P<0.05)
(Figure 4(c)).

3.4. Splenectomy Promoted the Differentiation of
𝐶𝐷11𝑏+𝐿𝑦6𝐶ℎ𝑖𝑔ℎ MDSCs in the Peripheral Blood. To
evaluate the potential involvement of MDSCs in ConA-
induced immune liver fibrosis, we used flow cytometry
to analyze peripheral MDSCs. Notably, the proportion of
CD11b+Ly6C+ MDSCs decreased after ConA treatment but
increased significantly after splenectomy (P<0.05) (Figures
5(a) and 5(b)). We also used flow cytometry to analyze
changes in the percentage of CD11b+Ly6Chigh MDSCs in the
peripheral blood. Here, the percentage of CD11b+Ly6Chigh
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Figure 1: Morphological and immunohistochemical analysis of liver tissues in control and concanavalin A- (ConA-) treated mice. (a) Mice
and liver in the control andConA-treated groups. (b)Hematoxylin and eosin staining showing inflammatory cell infiltration in the portal area.
(c) Immunohistochemical analysis of 𝛼-smooth muscle actin (SMA) expression in liver tissues (immunohistochemical stain, magnification
×200). (d) Alanine (ALT) and aspartate aminotransferase (AST) levels detected using an enzyme-linked immunosorbent assay. (e) The
numbers of activated hepatic stellate cells (HSC). ∗ ∗ ∗ indicates P < 0.001.

MDSCs decreased after ConA treatment but increased
significantly after splenectomy (P<0.05) (Figures 5(a) and
5(b)).

3.5. Splenectomy Inhibited NF-𝜅B Signaling in Immune Hep-
atic Fibrosis. We next used Western blotting to analyze the
levels of NF-𝜅B p65 and NF-𝜅B p50 proteins in the liver.
The level of p65 decreased dramatically after splenectomy
(P<0.05), whereas the expression of p50 was increased after
splenectomy (P<0.05) (Figure 5(c)).

Finally, to analyze the DNA-binding capacity of nuclear
p65, we used EMSA to measure the amounts of the

NF-𝜅B p50/p65 heterodimer and p50/p50 homodimer that
had bound to a specific site using a 32P-labeled probe
containing the −178 site. A band larger than the p50
homodimer band was extracted from cells cotransfected
with p50 and p65 and indicated that p50/p65 could bind
to the specific site, suggesting that the levels of both
p50/p65 and p50/p50 increased significantly after ConA
treatment (P<0.05). In contrast, the level of the p50/p65 het-
erodimer decreased significantly after splenectomy (P<0.05).
Furthermore, the levels of both p50/p65 and p50/p50
were significantly decreased in the DEX group (P<0.05)
(Figure 5(d)).
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Figure 2: Morphologic features, histological and immunohistochemical staining (magnification ×200), and alanine (ALT) and aspartate
aminotransferase (AST) levels in liver tissues from mice in four treatment groups. (a) Gross liver tissues. (b) The levels of ALT and AST
detected by enzyme-linked immunosorbent assay. (c) Hematoxylin and eosin (HE) revealing inflammatory cell infiltration in the portal area.
(d) Immunohistochemistry used to detect 𝛼-smooth muscle actin (SMA) expression in liver tissues. (e) Numbers of activated hepatic stellate
cells (HSC) evaluated (immunohistochemical stain). (f) Masson trichrome stain. Blue areas indicate collagen fiber deposition in the liver
tissues. (g) Ishak scores. ∗ indicates P < 0.05; ∗ ∗ ∗ indicates P < 0.001.
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Figure 3: Flow cytometric analysis of monocytes from mice in (a) control, (b) ConA-treated, (c) splenectomy, and (d) splenectomy+DEX
groups, and (e) the ratios of F4/80 monocytes. ∗ ∗ ∗ indicates P < 0.001.
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Figure 4: F4/80+ macrophages and F4/80+ inducible nitric oxide synthase (NOS)+ macrophages were detected by (a) immunofluorescent
staining and (b) the ratios were calculated.TheM2macrophage-related cytokines (c) interleukin- (IL-) 10, arginase- (ARG-) 1, and IL-4 were
detected by RT-PCR. ConA, concanavalin A; DEX, dexamethasone. ∗ ∗ ∗ indicates P < 0.001.
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Figure 5: Continued.
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Figure 5: The ratios of CD11b+Ly6C and CD11b+Ly6Chigh myeloid-derived suppressor cells (MDSCs) were detected by flow cytometry. (a)
Flow cytometry analysis, (b) the ratios of CD11b+Ly6C and CD11b+Ly6Chigh MDSCs, (c) the levels of p65 and p50, and (d) ratios of p65/p50
and p50/p50 in treatment different groups of mice. ConA, concanavalin A; DEX, dexamethasone.∗ indicates P < 0.005,∗∗ indicates P < 0.01,
and ∗ ∗ ∗ indicates P < 0.001.

4. Discussion

Liver cirrhosis greatly limits the use of immunosuppressants
in patients with AIH [1]. Several studies have reported the
potential protective effects of splenectomy liver function
parameters in this patient population [2, 4]. For example, in
a series of 12 patients with end-stage AIH who underwent
liver transplantation, Xu et al. found that splenectomy could
prevent the posttransplantation recurrence of AIH [3]. In
previous studies, ConA has always been used at a dose of
15–20mg/kg body weight to induce acute liver injury in mice
[26]. However, we successfully established a mouse model
of immune liver fibrosis using a ConA dose of 12.5 mg/kg
body weight for up to 5 weeks. In our ConA model, we
observed significant increases in serum ALT and AST levels,
the spleen/body weight ratio, and the tissue level of 𝛼-SMA.
We also found that splenectomy could significantly reduce
these signs of ConA-induced liver fibrosis.

Macrophages and macrophage-related factors have been
reported to play an essential role in the pathogenesis of
hepatic lesions and fibrosis [9–11]. Jindal et al. observed a
significant increase in F4/80-positive macrophages in NASH
mice and significant decreases in the expression of M1
macrophage-related markers, such as IL-10 and CXCL10 [27].
However, the polarization of M1/M2 macrophages in the
context of AIH remained unclear. Interestingly, we found
that the total andM1macrophage populations were increased
in AIH patients, whereas the M2 macrophage population
had decreased. In our ConA-induced mouse model of liver
fibrosis, we similarly observed increases in macrophages
and M1 macrophages and a decrease in M2 macrophages,
consistent findings in AIH patients. After splenectomy, the
numbers of macrophages and M1 macrophages in our model
mice decreased, while the expression of M2 macrophage-
related cytokines increased. These findings suggest that M2
macrophages play an important role in suppressing liver
fibrosis in AIH.

Umemura et al. reported that MDSCs exhibit pleiotropic
characteristics of both M1 and M2 monocytes/macrophages
[28]. In recent years, MDSCs have been identified in the

context of various inflammatory and immune responses,
including parasitic infections and autoimmune reactions [29,
30]. However, few studies have evaluated MDSCs in patients
with AIH. In a BALB/c mouse model of ConA-induced acute
immunological liver injury, Zhang et al. found that rapamycin
promoted the proliferation of CD11b+Gr1Ly6ChighMDSCs,
which protected against immunological hepatic injury [15].
In this study, we observed a significant decrease in the
frequency of CD11b+Ly6ChighMDSCs after ConA treatment
but a significant increase in this population after splenectomy.
Therefore, we suggest that CD11b+Ly6ChighMDSCs may be
key inhibitors of liver inflammation in AIH. We also suggest
that CD11b+Ly6ChighMDSCs could potentially transform
into M2 macrophages.

MDSCs can differentiate into M1 and M2 macrophages
in a process that is mainly regulated by STAT1 and NF-
𝜅B [31]. The NF-𝜅B signaling pathway is known to regulate
macrophage-driven inflammation in autoimmune diseases,
and the NF-𝜅Bp50/50 homodimer is a regulator of M2
polarization19 . Using Western blotting, we demonstrated
significant increases in the protein levels of NF-𝜅Bp50 and
P65 after treatment with ConA, as well as a significant
decrease in the level of NF-𝜅Bp65 after splenectomy. As
intracellular NF-𝜅B can only exert transcriptional activity
after binding toDNA,we also performed an EMSA and found
that the expression of NF-𝜅Bp65/p50 and NF-𝜅Bp50/p50
both increased significantly after ConA treatment, whereas
the expression of NF-𝜅Bp65/p50 decreased after splenec-
tomy. Most interestingly, the expression of NF-𝜅Bp50/50
decreased significantly after splenectomy combined with
DEX, whereas no significant change in this expression level
was observed after splenectomy alone. We speculate that
hormone therapy may inhibit NF-𝜅B signaling pathway
activity, whereas splenectomy only inhibits the formation of
the NF-𝜅Bp65/p50 heterodimer.

Ryutaro Maruoka et al. reported that splenectomy could
prolong the effects of corticosteroids in a mouse model of
AIH [4]. Specifically, these authors suggested that although
corticosteroid treatment protects against AIH, it allows
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Figure 6: Proposed mechanisms by which splenectomy suppresses
liver fibrosis in a mouse model.

residual splenic failed to regulate TFH cells to remain after the
treatment. Few previous reports have compared splenectomy
with DEX therapy. In our study, we compared splenectomy
alone or combined with DEX therapy. Our results indicate
that splenectomy combined with DEX led to significantly
reduced liver fibrosis scores, compared with the splenectomy
alone. Moreover, the NF-𝜅B signaling pathway was signif-
icantly inhibited after splenectomy combined with DEX.
These results suggest that DEX and splenectomy have a
synergistic effect in the treatment of ConA-induced liver
fibrosis in mice. However, additional studies of the specific
mechanism and long-term safety are needed.

This study provides basic information regarding the
potential mechanism underlying the ability of splenectomy to
inhibit liver inflammation. However, the exact mechanisms
involving MDSCs, macrophages, and the NF-𝜅B signaling
pathway will require further study. Future research regarding
therapeutic applications should aim to understand the mech-
anism underlying macrophage phenotype switches in vivo.

In summary, we have evaluated the role of splenectomy in
the observed accumulation of CD11b+Ly6ChighMDSCs in a
mouse model of liver fibrosis. Notably, splenectomy induced
the proliferation of M2 macrophages, possibly by inhibiting
activation of the NF-𝜅B signaling pathway (Figure 6). This
finding suggests that MDSCs could be amplified in vitro and
used therapeutically and indicates a new concept for the
treatment of autoimmune diseases.

Data Availability

The data used to support the findings of this study are
available from the corresponding author upon request.

Additional Points

Key Summary. Our research findings enabled us to
newly clarify the molecular mechanism underlying the
macrophage/monocyte activation and the inflammatory
response in autoimmune hepatitis (AIH). We also newly

detected the role of splenectomy in CD11b+Ly6ChighMDSCs
accumulation in a mouse model of liver fibrosis and
demonstrated that splenectomy could induce the prolif-
eration of M2 macrophages, possibly by inhibiting NF-𝜅B
signaling pathway activation.
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IRW (Ile-Arg-Trp), a bioactive peptide isolated from egg ovotransferrin, has been shown to exert anti-inflammatory effects. In
this study, the effects of IRW on inflammatory cytokines and microbiota were explored in human umbilical vein endothelial cells
(HUVECs) and a lipopolysaccharide (LPS)-induced ratmodel of inflammatory peritonitis. Ratswere injected intraperitoneallywith
LPS to establish peritonitis. HUVECs were exposed to IRW for 12 h before introducing LPS. Notably, IRW exerted beneficial effects
against LPS-induced peritonitis, specifically, by reducing the serum levels of tumour necrosis factor (TNF)-𝛼 and interleukin (IL)-6
and myeloperoxidase (MPO) activity (P<0.05). A faecal microbiota analysis revealed that IRW significantly increased the Shannon
and decreased the Simpson indices (P<0.05). Furthermore, IRW treatment significantly inhibited the LPS-induced enhancement
of TNF-𝛼, IL-8, intercellular cell adhesion molecule-1 (ICAM-1), and vascular cell adhesion molecule-1 (VCAM-1) expression
in HUVECs (P<0.05). In conclusion, IRW supplementation inhibited the inflammatory mediator synthesis and LPS-induced
inflammatory responses and influenced the gut microbiota.

1. Introduction

In several diseases, including atherosclerosis, cancer, diabetes
mellitus, endotoxic shock, and thrombosis, the pathogenesis
is modulated by endothelial cell inflammatory responses
[1, 2]. Adhesion molecules and various cytokines, which
are key stimulators of the innate immune response and
endothelial dysfunction, are typically upregulated during
the cellular inflammatory process [3]. Lipopolysaccharide
(LPS) is a key membrane component in some Gram-negative
bacteria and acts as an important pathogenic stimulus [4]
that induces vascular inflammation when introduced into
the blood [5]. Specifically, LPS stimulates Toll-like receptor
4 (TLR4) on the surfaces of immune cells to initiate a
cascade of downstream signals in human vascular endothelial
cells. This cascade leads to the uncontrolled production
of cytokines, including tumour necrosis factor (TNF)-𝛼,
interleukin (IL)-6, and IL-8, as well as adhesion molecules
such as intercellular cell adhesion molecule (ICAM) and
vascular cell adhesion molecule (VCAM) [6, 7].The overpro-
duction of these cytokines induces vascular inflammation [8].
Accordingly, inhibiting either the synthesis or release of these
inflammatory mediators may limit inflammatory disease.

The unavoidable side effects of synthetic drugs have
increased interest in the identification of novel bioactive food
components [9, 10]. Many compounds, such as bioactive
peptides obtained from foods, are thought to harbour multi-
ple bioactive qualities, including anticarcinogenic, antihyper-
tensive, anti-inflammatory, antimicrobial, and antioxidant
activities [11]. IRW (Ile-Arg-Trp), an ovotransferrin peptide
isolated from egg white, has been reported to exhibit antiox-
idant and anti-inflammatory effects both in vitro and in vivo
[12, 13]. However, the anti-inflammatory effects of IRW and
the potentialmechanisms of action have yet to be determined.

This study explored the anti-inflammatory effects of IRW
in an LPS-induced rat model of peritonitis and human
umbilical vein endothelial cells (HUVECs). Changes in the
faecal microbiota were analysed and the underlying anti-
inflammatory mechanisms were considered.

2. Materials and Methods

2.1. Reagents and Chemicals. Catalase, dithiothreitol (DTT),
Dulbecco’s phosphate-buffered saline (DPBS),M199medium
containing phenol red, porcine gelatine, and polyethylene
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glycol-conjugated superoxide dismutase (PEG-SOD) were
purchased from Sigma (St. Louis, MO, USA). IRW was
supplied by Ontores Co. Ltd. (Zhejiang, China), and its
purity (>99%) was established using high-performance liq-
uid chromatography-tandem mass spectrometry (HPLC-
MS/MS). LPS (Escherichia coli 055:B5) was purchased from
Sigma. Enzyme-linked immunosorbent assay (ELISA) kits
for TNF-𝛼, IL-6, and IL-8 were obtained from the Nanjing
Jiancheng Bioengineering Institute (Nanjing, China). Pri-
mary antibodies specific for ICAM-1 (ab2213) and VCAM-1
(ab134047) and a horseradish peroxidase (HRP)-conjugated
secondary antibody were purchased from Abcam China
(Shanghai, China). All remaining reagents and chemicals
were of analytical grade.

2.2. Animals and Experimental Protocols. This experiment
was approved by the Animal Use and Care Committee of
the General Hospital of Tianjin Medical University (Tianjin,
China). Female adult Wistar–Hannover rats (body weights:
176–200 g) were purchased from the animal experimental
centre of Tianjin Medical University. All rats were housed
in a humidity- (40–80%) and temperature-controlled room
(24∘C ± 1∘C) with access to food and water ad libitum. The
rats were acclimatised to this environment for 1 week and
maintained on a 12-hour:12-hour light:dark cycle. Thirty-
two rats were randomly allotted to 4 groups: control, LPS,
IRW, and IRW-LPS. Rats in the control and LPS groups
continued to receive basic feed. Rats in the IRW and IRW-
LPS groups received an IRW feed supplement (40mg/kg
feed) for 1 week. In the LPS group and IRW-LPS groups,
peritonitis was induced by the intraperitoneal injection of
LPS (10mg/kg body weight). Faecal samples were collected
from the different rat groups at 3 days after the injection.
The rats were then sacrificed; blood was collected via cardiac
puncture and divided into whole blood or plasma samples.
The white blood cell (WBC) count was measured using a
haematology analyser. ELISA kits from Invitrogen (Carlsbad,
CA,USA)were used to detect the plasma levels of TNF-𝛼 (128
tests, catalogue # BMS607-2INST), IL-6 (96 tests, catalogue
# KMC0061), and MPO (96 tests, catalogue # EMMPO)
according to the manufacturer’s instructions.

2.3. DNA Amplification and Sequencing. DNA was extracted
from 1-g aliquots of faecal samples using the QIAamp DNA
Stool Mini Kit (Qiagen, Hilden, Germany) in accordance
with the manufacturer’s instructions. A UV-vis spectropho-
tometer (Thermo Scientific, Waltham, MA, USA) was used
to determine the final concentration and purity of the DNA.
Next, the sample DNA was diluted to 40 ng/𝜇l prior to
use as PCR templates. The following primers were used
for the PCR amplification of the V3–V4 region of 16S
rRNA: 338F (5-ACTCCTACGGGAGGCAGCAG-3 ) and
806R (5-GGACTACHVGGGTWTCTAAT-3). The PCR
amplification protocol was described in a previous report
[14].The samples were then sequenced byNovogene (Beijing,
China) using an Illumina MiSeq platform (Illumina, Inc.,
San Diego, CA, USA) as described in a previous report
[15].

2.4. Microbial Diversity Analysis. Trimmomatic was used
to trim and quality-filter the raw FASTAQ files, which
were subsequently merged using FLASH [15]. The following
criteria were applied. (1) Reads were trimmed at any site
where the average quality score was <20 over a 50-bp sliding
window. (2) Primers were matched precisely to enable 2-
nucleotide mismatching, and reads with indistinct bases
were eliminated. (3) Sequences that overlapped by >10 bp
were merged based upon their overlap sequence. Using
UPARSE (version 7.1), operational taxonomic units (OTUs)
were clustered using a homology cut-off of 97%. UCHIME
was applied to detect and remove chimeric sequences.
The taxonomy of each sequence was scrutinised using the
RDP Classifier algorithm and evaluated against the Silva
(SSU123) database [16]. The ACE, Chao1, and Shannon
indiceswere used to determine the biodiversity of the samples
[17, 18].

2.5. Cell Cultures. HUVEC cell lines were obtained from
ATCC (Manassas, VA, USA). The cells were cultivated in a
humidified atmosphere at 37∘C with 5% CO

2
/95% air. Cells

were treated with various concentrations of IRW 12 hours
prior to the LPS challenge (1𝜇g/ml).

2.6. Cell Viability and Cytokine Assays. To assess the effect
of IRW on cell viability, a 3-(4,5-dimethylthiazol-2-yl)-2,5-
biphenyl tetrazolium bromide (MTT) test was used to iden-
tify metabolically active viable cells. Briefly, HUVEC cells
were cultured for 24 hours at 37∘C and then treated with
different concentrations of IRW for 2 hours. Subsequently,
1 𝜇g/ml LPS was added to the cultures, which were incu-
bated for 16 hours. Next, a 5mg/ml MTT solution was
added; the mixtures were incubated for 3 hours at 37∘C and
then stored overnight in sodium dodecyl sulphate (SDS)
buffer (10%) containing 0.01M HCl. A spectrophotometer
(TECAN, Austria) was used to detect the absorbance in
each well at 570nm. These experiments were conducted
in triplicate. Additionally, the levels of IL-8 and TNF-𝛼 in
the culture medium were measured using ELISAs according
to the user’s manuals (Nanjing Jiancheng Bioengineering
Institute, Nanjing, Jiangsu, China).

2.7. Detection of Adhesion Abilities. VCAM-1 and ICAM-
1 levels were evaluated using Western blotting. Cells were
collected and lysed in lysis buffer (50mM Tris-HCl, pH 8.0;
5mMEDTA; 150mMNaCl; 1%NP-40; 1mMPMSF; protease
inhibitor cocktail and phosphatase inhibitor cocktail) on
ice. The cell lysates were then heated to 95∘C, held at this
temperature for 15–20min, and then centrifuged at 10,000 g
for 12min. The supernatants were drawn off, and 20 𝜇g of
total protein from each sample was separated using 12% SDS-
polyacrylamide and transferred to a polyvinylidene fluoride
membrane. The membrane was blocked for 1.5 hours with
5% nonfat milk (Bio-Rad) in Tris-buffered saline with 0.1%
Tween-20 (TBST) and then incubated overnight with a pri-
mary antibody specific for VCAM-1 or ICAM-1 at 4∘C. After
3 washes with TBST (8min/wash), the membrane was incu-
batedwith theHRP-conjugated secondary antibody. GAPDH
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Figure 1: Effects of IRWon (a) the number ofWBCs, serum levels of (b) TNF-𝛼 and (c) IL-6, and (d)MPOactivity in a ratmodel of peritonitis
(N=8). ∗ P <0.05 versus the control group or IRW group. # P <0.05 versus the LPS group.

was also probed to confirm equal protein loading. A cell-
cell adhesion assay was performed to detect the influences
of various doses of IRW on the adhesion of neutrophils to
endothelial cells. The neutrophils were fluorescently labelled
as described in a previous report [19]. The following formula
was used to calculate the percentage of leukocytes adhering to
HUVECs: adherence (%) = (signal of adhesion/total signal) ×
100.

2.8. Statistical Analysis. All data are shown as the means ±
standard errors of the means. The statistical analyses were
completed using SPSS software (V22.0) (IBM, New York,
NY, USA). The data were analysed using Student’s t-test
or a 1-way analysis of variance, followed by Duncan’s test.
A 𝑃 value <0.05 was considered to indicate statistical
significance.

3. Results

Theprotective effects of IRW against LPS-induced peritonitis
in a rat model were explored by examining the levels of
WBCs, TNF-𝛼, and IL-6. The results revealed significant
reductions in the number ofWBCs (P <0.05) and the levels of
cytokines in LPS-challenged rats treated with IRW (P <0.05).

Furthermore, IRW inhibited serumMPO activity in rats with
peritonitis (P <0.05) (Figure 1).

An MTT assay was then performed to evaluate the cyto-
toxicity of IRW. Figure 2 depicts the cell viabilities at different
concentrations of IRW. Consequently, IRW concentrations of
5, 10, and 15 𝜇Mwere used in further studies.

ELISA was then used to determine the concentrations of
TNF-𝛼 and IL-8 in HUVECs. Figure 3 shows that the levels of
both proinflammatory cytokines were statistically higher in
cells incubated with LPS (P <0.05). However, these increases
were suppressed by IRW in a dose-dependent manner (P
<0.05).

Western blotting was used to ascertain the impact of
IRW on the expression of VCAM-1 and ICAM-1 on LPS-
challenged HUVECs. Notably, the levels of both adhesion
molecules were increased significantly in LPS-challenged
HUVECs (P <0.05), while IRW inhibited these increases
in a dose-dependent manner (Figures 4(a) and 4(b)). The
effect of IRW on neutrophil adhesion rate was also assessed.
Figure 4(c) shows that IRW suppresses the adhesion of
neutrophils to HUVECs in a dose-dependent manner.

A high-throughput sequencing analysis of gut microbial
diversity revealed significant differences in the observed
diversities of the Shannon and Simpson indices between
the LPS and IRW-LPS groups (Figure 5). Figure 6 depicts
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Figure 2: Effects of IRW on HUVEC viability. HUVECs were incubated for 24 hours with LPS and varying concentrations of IRW (5, 10, or
15 𝜇M) (N=3).

1 g/ml LPS

∗#
∗#

∗#

5 


M
 IR

W




 
M

 IR
W


5 


M
 IR

W

co
nt

ro
l

LP
S

∗

0

200

400

600

800

1000

TN
F-


 le

ve
l (

pg
/m

l)

(a)

1 g/ml LPS

∗#
∗#

∗#

5 


M
 IR

W




 
M

 IR
W


5 


M
 IR

W

co
nt

ro
l

LP
S

∗

0

500

1000

1500
IL

-8
 le

ve
l (

pg
/m

l)

(b)

Figure 3: IRW suppressed the synthesis of TNF-𝛼 and IL-8 in LPS-challenged HUVECs (N=3). ∗ P <0.05 versus the control group. # P <0.05
versus the LPS group.

the microbiota composition and relative abundances at the
phylum or order level. The faecal samples contained 8 phyla
and 19 orders of bacteria. The most abundant phyla were
Actinobacteria, Bacteroides, Firmicutes, and Proteobacteria.
However, no between-group differences in the relative abun-
dances were detected at the phylum level.Themost abundant
orders were Actinomycetales, Bacillales, Bacteroidales, Bifi-
dobacteriales, and Coriobacteriales. Similarly, no between-
group differences in these relative proportions were detected
at the order level.

4. Discussion

Food-derived bioactive peptides could potentially be used
to treat or even prevent chronic diseases such as diabetes,

hypertension, and obesity [20, 21]. This study explored the
anti-inflammatory effects of IRW, a tripeptide derived from
ovotransferrin, on HUVEC cells and endothelial cells from
rats with LPS-induced peritonitis. The study found that
IRW exerted its anti-inflammatory and beneficial effects by
altering microbial diversity and reducing the synthesis of
inflammatory mediators.

The adhesion of monocytes to the endothelium, which
is mediated by the interactions of monocytes with adhesion
molecules such as VCAM-1 and ICAM-1, represents one
of the earliest stages of atherogenesis [22]. These adhesion
molecules are key initiators of inflammation and the recruit-
ment of leukocytes to affected sites. Considerable evidence
indicates that LPS or TNF-𝛼 can upregulate the expression of
VCAM-1 and ICAM-1 [23]. As we have demonstrated in this
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Figure 4: IRW inhibits the expression of (a) VCAM-1 and (b) ICAM-1 and (c) the adhesion of neutrophils to LPS-challenged HUVECs
(N=3). ∗ P <0.05 versus the control group. # P <0.05 versus the LPS group.
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Figure 5: Effect of IRW on the microbial diversity. (a) Shannon diversity index, (b) Simpson index (N=8). # P <0.05 versus the LPS group.
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Figure 6: Effect of IRW on faecal microbiota at the (a) phylum and (b) order levels (N=8).
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study, the increased adhesion of neutrophils to HUVECs was
reduced by IRW. Furthermore, the upregulation of VCAM-
1 and ICAM-1 in LPS-challenged HUVECs was inhibited by
IRW in a dose-dependent manner.

The results of this study reveal that LPS-induced peritoni-
tis could be inhibited by IRW via the suppression of inflam-
matory cytokine synthesis. Furthermore, this study found
that the synthesis of TNF-𝛼 and IL-8 by LPS-challenged
HUVECs was inhibited by IRW in a dose-dependent man-
ner. Research has demonstrated that the overexpression of
cytokines is central to the development of inflammation. In
particular instances, cytokine overproduction may result in
shock, multiorgan failure, or even death [24]. Notably, LPS
can upregulate the synthesis of IL-8 and TNF-𝛼 [25], which,
respectively, recruit immune cells to sites of inflammation
[26] and induce the synthesis of IL-6, VCAM-1, and ICAM-
1 [27, 28]. Therefore, the pharmacological suppression of
cytokine overproductionmay represent an effective approach
to controlling vascular inflammation [29, 30].

As demonstrated by the results of this study, the IRW-LPS
group exhibited an increased Shannon index and decreased
Simpson index compared with the LPS group. However, no
significant differences in the prevalence of organisms were
detected at either the phylum or order level. The mechanism
by which IRW modifies microbial diversity remains to be
established. The majority of studies evaluating the effects of
bacteria on inflammatory responses have been constrained by
technical challenges that limit the infection model to a single
or few aetiologic agents. By contrast, real-world immune sys-
tems are exposed to a constant barrage of bacterial species, as
well as their metabolites and products [31]. The relationships
between immune systems and bacteria have evolved through
natural selection over millennia. We therefore propose two
potential mechanisms to first address the impact of metabolic
modifications on gut microbiota and second explain the
potential ability of IRW to improve the barrier function of the
intestines. However, more research is needed to determine
the mechanisms underlying these effects.

In conclusion, this study has shown that IRW can
inhibit inflammatory responses in both HUVECs and a rat
model of peritonitis. The observed beneficial effects might be
attributable to the ability of IRW to modulate the gut micro-
biota. These results also support the application of bioactive
peptides as functional anti-inflammatory ingredients.
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Moringa grows in the tropical and subtropical regions of the world. The genusMoringa belongs to family Moringaceae. It is found
to possess various medicinal uses including hypoglycemic, analgesic, anti-inflammatory, hypolipidemic, and antioxidant activities.
In this study, we investigated the antimicrobial and the anticancer activity of theMoringa peregrina as well asMoringa oleifera leaves
extracts grown locally in Egypt. Results indicated thatmost of the extracts were found to possess high antimicrobial activity against
gram-positive bacteria, gram-negative bacteria, and fungus. The survival rate of cancer cells was decreased in both hepatocellular
carcinoma (HepG2) and breast carcinoma (MCF-7) cell lines when treated withMoringa leaves extracts. In addition, the cell cycle
progression, apoptosis, and cancer-related genes confirmed its anticancer effect. The toxicity of each extract was also tested using
the normal melanocytes cell line HFB4. The toxicity was low in both Moringa peregrina and Moringa oleifera leaves extracts.
Furthermore, GC/MS analysis fractionized the phytochemicals content for each potential extract. In conclusion, results suggested
that the Moringa peregrina and Moringa oleifera leaves extracts possess antimicrobial and anticancer properties which could be
attributed to the bioactive phytochemical compounds present inside the extracts from this plant. These findings can be used to
develop new drugs, especially for liver cancer chemotherapy.

1. Introduction

One of the richest sources of natural bioactive phytochemi-
cals is the plant kingdom. The uses of plants in medicine are
very old thought [1]. The lower toxicity and side effects of
bioactive phytochemicals than the synthetic drugs made the
uses of medicinal plants in treatment more desirable [2]. In
addition, the presence of multiple phytochemicals molecules
in a plant supports the participation in complex cellular
pathways [1].

Moringa peregrina and Moringa oleifera belong to the
family of Moringaceae. Moringa is a perennial and fast-
growing tree that could reach a 7-12m of maximum height
with 20-40 cm of diameter with respect to chest level and

grows naturally at up to 1000m above sea level [3]. Moringa
genus has 13 species spread around northeast Africa, south-
west Africa, southwest Asia, and Madagascar [4]. Egyptians
had used Moringa trees since old and middle kingdoms
(3000-2000B.C.) [5]. It was used traditionally to improve the
overall body health. In addition, during wars the Moringa
oleifera leaves were used by the Indian warriors to enhance
their energy and reduce pain and stress [6].

Moringa trees possess high nutritional value because of
the numerous essential phytochemical compounds presented
in all its parts (leaves, pods, and/or seeds). Previous studies
stated thatMoringa leaves have vitamin C content more than
oranges by 7 times, protein content more than yoghurt by
9 times, vitamin A content more than carrots by 10 times,
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potassium content more than bananas by 15 times, calcium
content more than milk by 17 times, and iron content more
than spinach by 25 times [1, 7]. Many studies on Moringa
oleifera tree have discovered promising anticancer [8], anti-
inflammatory [9], procoagulant [10], water purification [11],
antifungal [12], and antibacterial [13] properties.

In this study, we focused on two Moringa species grown
in Egypt (Moring peregrina andMoringa oleifera) to examine
the effect of their leaves serial-extraction as an antimi-
crobial agent against gram-positive bacteria, gram-negative
bacteria, and fungus as well as an anticancer agent against
hepatocellular carcinoma (HepG2) and breast carcinoma
(MCF-7) cell lines. In addition, cell survival, apoptosis, cell
cycle progression, and cancer-related gene were examined
to confirm the anticancer effect. Moreover, GC/MS analysis
for each serial extract was done to rationalize this activity
according to its leave extracts phytochemicals content.

2. Materials and Methods

2.1. Collection of Plants. Moringa peregrina and Moringa
oleifera leaves were collected from trees in the Orman
Garden, Ministry of Agriculture, Egypt. 2 kg of fresh leaves
were collected for each species and air-dried in a shaded area,
and the leaves were grinded into a coarse powder using a
laboratory grinder.

2.2. Preparation of the Extracts. Serial extracts for Moringa
peregrina and Moringa oleifera leaves were done using 5
solvents differing in polarity: Hexane, Diethyl ether, Ethyl
acetate, Methanol, and Acetonitrile in series. The abbrevia-
tions used for each extract are explained in Table S1. Each
of the coarsely powdered specimens was taken into a round
bottom flask and 1000ml of the hexane was added. The
soluble constituents of the extract were dissolved in the
solvent by overnight shaking. The soluble extracts were fil-
tered and evaporated in a rotary evaporator (IKA, Germany;
temp: 50∘C; pressure 175 mbar) to yield semisolid residue.
Supplemental Fig S1 shows the full extraction scheme. The
remaining plant tissue from the hexane extraction was kept
till using with the next solvent. The same is done until we
finished the other 4 extraction solvents. Finally, the extract
residues were collected and stored at 4∘C until further uses.

2.3. Assay of Antimicrobial Activity. The antimicrobial activ-
ity of each Moringa peregrina and Moringa oleifera leaves
extracts was determined using the agar well diffusionmethod
[14]. Each extract was tested in vitro for its antibacte-
rial activity against gram-positive bacteria (Staphylococcus
aureus and Streptococcus mutans) and gram-negative bacteria
(Escherichia coli, Pseudomonas aeruginosa, and Klebsiella
pneumonia) and for its antifungal activity against Candida
albicans using nutrient agar medium. Ampicillin, Gentam-
icin, and Nystatin were used as standard drugs for gram-
positive and gram-negative bacteria and fungus, respectively.
DMSO was used as the solvent control. The test was done at
a concentration of 15mg/ml from each extract against both
bacterial and fungal strains. The sterilized media was poured

onto the sterilized Petri dishes (20-25ml, each petri dish)
and allowed to solidify at room temperature. The microbial
suspension was prepared in sterilized saline equivalent to
McFarland 0.5 standard solution (1.5 x 105 CFUmL−1) and its
turbidity was adjusted to OD = 0.13 using spectrophotometer
at 625 nm. Optimally, within 15 minutes after adjusting the
turbidity of the inoculum suspension, a sterile cotton swab
was dipped into the adjusted suspension and was flooded on
the dried agar surface and then allowed to dry for 15min
with lid in place. Wells of 6 mm diameter were made in the
solidified media with the help of sterile borer. 100𝜇L of the
solution of each extract was added to each well with the help
of micropipette. The plates were incubated at 37∘C for 24 h.
This experiment was carried out in triplicate and zones of
inhibition were measured in mm scale.

2.4. Single Dose Measurement of the Cytotoxicity against
Cell Lines Using SRB Assay. Potential of cytotoxicity of the
5 extract residues form each species was tested against
two cancer cell lines (HepG2 and MCF-7) and the nor-
mal melanocytes cell line HFB4 using SRB assay method
[15]. Each cell line was plated into 96-multiwell plate
(104 cells/well) for 24 h before treatment to allow attachment
of the cells to the plate wall.Then, a single dose of each extract
(20𝜇g/ml) was added to each cell line. Monolayer triplicate
wells were prepared for each individual dose. Monolayers
cells were incubated with the extracts for 48 h at 37∘C in an
atmosphere of 5% CO

2
. After 48 h, cells were fixed, washed,

and stained with Sulfo-Rhodamine-B stain. Excess stain was
washedwith acetic acid and attached stainwas recoveredwith
Tris EDTA buffer. The color intensity was measured using an
ELISA reader. Doxorubicin was used as a positive control for
the HFB4 cell line.

2.5. MTT Assay. MTT assay is a sensitive, quantitative, and
reliable colorimetric method that measures the viability of
cells. The assay is based on the ability of mitochondrial
lactate dehydrogenase enzymes (LDH) in living cells to
convert the water-soluble substrate 3-(4,5-dimethylthiazol-2-
yl)2,5diphenyl tetrazolium bromide (MTT) into a dark blue
formazan which is water insoluble. A solubilization solution
(dimethyl sulfoxide) is added to dissolve the insoluble purple
formazan product into a colored solution. The absorbance of
this colored solution can be quantified by measuring it using
spectrophotometer at a wavelength usually between 500 and
600 nm [16]. The assay modification was done according
to our previous work [17–19]. Different concentrations of
each extract (0.5, 1, 2, 4, 6, 8, 16, 32, 62, 125, 250, 500, and
1000mg/ml) were incubated with the HepG2 cell line. After
48 h of incubation at 37∘C, the cells were incubated for 4
h at 37∘C with MTT (0.8mg/ml) and dissolved in serum-
free mediums. Then the MTT was discarded and the cells
were washed three times using 1 ml of PBS, followed by the
addition of 1ml of DMSO. Then gentle shaking for 10 min
was done until complete dissolution. 200 𝜇l of the resulting
solutions for each extract was transferred to 96-well plates.
The optical densities (ODs) were measured at 570nm using
an ELISA plate reader. Viability percentage was calculated as
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Table 1: The inhibition percentage of HepG2 and MCF-7 cell lines by each extract used.

M. Peregrina extracts % inhibition M. Oleifera extracts % inhibition
HepG2 MCF7 HepG2 MCF7

P/H 62.8 73.6 O/H 73.5 61.3
P/DEE 77.3 79.4 O/DEE 72.2 80.3
P/EA 78 65.7 O/EA 80.7 63.5
P/MeOH 69 61.3 O/MeOH 76.7 61.3
P/ACN 76.7 59.7 O/ACN 79.7 52.8

follows: cell viability percentage = (OD of treated cells/OD
of untreated cells) X 100. IC

50
of the 4 extract residues

was measured using Prism program (Graphpad Software
incorporated, version 3).

2.6. Quantitative RT-PCR. The expression of BAX, BCL2,
P53, CASP3, and MMP1 genes was examined according to
Ali et al. [20]. Total RNA was isolated from HepG2 cells
treated with a concentration equal to the IC

50
values of the

most active extracts (O/DEE, O/EA, P/DEE, and P/EA). The
RNA from untreated HepG2 cells was used as a control.
The isolation and purification were done using Qiagen RNA
extraction kit.The purity and the yield of extracted RNAwere
tested at 260 nm. SIGMA PCR kit was used for the synthesis
of the cDNA strands and the real-time PCR test was done
in a single tube using Rotor gene PCR system as a reader.
The primers sequence for the tested genes (BAX, BCL2, P53,
CASP3, and MMP1) and the reference housekeeping gene
GAPDH are shown in Table S2. The recorded cycle threshold
(Ct) values of the targeted genes were used to calculate the
relative quantitation (RQ) by calculating the delta-delta Ct
(ΔΔCt).

2.7. Flow Cytometry. The method was carried out as previ-
ously described [21]. Cell cycle distribution analysis by quan-
titative DNA content of HepG2 cells treated with the IC

50

concentration of the Moringa extracts was performed using
Propidium Iodide (PI) Flow Cytometry Kit for Cell Cycle
Analysis (Abcam, Cat. # ab139418). The untreated HepG2
cells were used as a control. Briefly, cells were prepared at a
density of 1x104 per well, treated with the extracts for 24 h
at 37∘C, harvested in a single cell suspension, and fixed with
66% ethanol at 4∘C. Cells were then stained by PI and cycle
distribution was determined by using the FACS Calibur (BD
Biosciences, San Jose, CA, USA).The analysis was done using
BD CellQuest� Pro Analysis software (BD Biosciences, San
Jose, CA, USA). The percentage of apoptosis was recorded.

2.8. Gas Chromatography. The gas chromatographic analysis
was carried out for the Moringa extracts using GC (Agilent
Technologies 7890A) interfaced with a mass selective detec-
tor (MSD, Agilent 7000) equipped with a nonpolar Agilent
HP-5ms ((5%-phenyl)-methylpolysiloxane) capillary column
(30m length X 0.25mm inner diameter and 0.25𝜇m film
thickness). The carrier gas was heliumwith the linear velocity
of 1ml/min. The injector and detector temperatures were
200 and 250∘C, respectively. A volume of 1 𝜇l of each extract

was injected. The MS operating parameters were as follows:
ionization potential 70 eV, interface temperature 250∘C, and
acquisition mass range 50-800m/z. The identification of
components was based on the comparison of their mass spec-
tra and retention timewith those of the authentic compounds
and by computer matching with NIST and WILEY library as
well as the comparison of the fragmentation pattern of the
mass spectra data with those reported in the literature.

3. Results

3.1. Antimicrobial Activity of the Moringa Extracts. The
antibacterial and antifungal activity of the Moringa extracts
have been investigated using agar well diffusion method as
explained in Materials and Methods. Each extract was tested
for its antibacterial activity against gram-positive bacteria
(Staphylococcus aureus and Streptococcus mutans) and gram-
negative bacteria (Escherichia coli, Pseudomonas aeruginosa,
and Klebsiella pneumonia) and for its anti-fungal activity
against Candida albicans (Figure 1). Results in Figures 1(a)
and 1(b) reveal that the extracts of P/EA, P/ACN, O/H,
O/DEE, and O/EA had the ability to inhibit Staphylococcus
aureus, while O/MeOH extract had the ability to inhibit the
growth of Streptococcus mutans as compared to the positive
control (Ampicillin). Moreover, O/ACN extract had the abil-
ity to inhibit growth of both the tested gram-positive bacteria:
Staphylococcus aureus and Streptococcus mutans. Results of
testing the extracts against gram-negative bacteria in Figures
1(c)–1(e) reveal that P/EA, P/ACN, O/EA, and O/ACN
extracts had the ability to inhibit Escherichia coli, while P/H,
P/EA, P/ACN, O/EA, and O/ACN extracts had the ability
to inhibit the growth of Klebsiella pneumoniae as compared
to the positive control (Gentamicin). Moreover, the diethyl
ether extracts (O/DEE and P/DEE) had the ability to inhibit
growth of the all tested gram-negative bacteria: Escherichia
coli, Pseudomonas aeruginosa, and Klebsiella pneumoniae. On
the other hand, extracts tested for their antifungal activity
against Candida albicans in Figure 1(f) reveal that O/ACN
was the only powerful extract effectively inhibiting the fungus
with a high zone of inhibition 27.6mm as compared to the
positive control (Nystatin) which was 20mm.

3.2. 
e Potential Cytotoxicity against Hepatocellular and
Breast Carcinoma. Single dose cytotoxicity test was per-
formed using sulforhodamine-B (SRB) assay to screen the
anticancer activity of the Moringa leaves extracts. Table 1
shows the inhibition effect of all extracts against HepG2 and
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Figure 1:The antimicrobial activity of theMoringa peregrina andMoringa oleifera leaves extracts. P/H, P/DEE, P/EA, P/MeOH, P/ACN,
O/H, O/DEE, O/EA, O/MeOH, and O/ACN extracts were tested for their inhibition effect on (a) Staphylococcus aureus, (b) Streptococcus
mutans, (c) Escherichia coli, (d) Pseudomonas aeruginosa, (e) Klebsiella pneumonia, and (f) Candida albicans. Ampicillin antibiotic was used
as the positive control for gram-positive bacteria, Gentamicin for gram-negative bacteria, and Nystatin for fungus. Numbers above columns
indicate the inhibition zones (mm).

MCF-7 cancer cell lines. The toxicity of the extracts against
the normal melanocytes cell line HFB4 was done as shown
in Table 2. Moringa peregrina and Moringa oleifera leaves
ethyl acetate extracts (P/EA and O/EA) exhibited the highest
inhibition activity against hepatocellular carcinoma HepG2
cell line (78% and 80.7% inhibition, respectively). In the
same time, P/EA and O/EA show very low toxicity effect
against the normal melanocytes cell line HFB4 (75% and
80% survival, respectively). Moringa peregrina and Moringa
oleifera leaves diethyl ether extracts (P/DEE and O/DEE)

were noted to be the most active extracts against breast
carcinoma MCF-7 cell line with 79.4% and 80.3% inhibition,
respectively. Both of P/DEE and O/DEE recorded the lowest
toxicity effect onHFB4 cell line (87% survival) in comparison
to the positive control Doxorubicin (21% survival). The
rest of the extracts showed a moderate to a high response
regarding their activity against HepG2 and MCF-7 cell lines.
P/DEE, P/EA, O/DEE, and O/EA were the most selective
and promising extracts with high anticancer activity and low
toxicity.
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Table 2: The survival percentage of HFB4 cell line incubated with each extract for 48 h.

Treatment % survival Treatment % survival Treatment % survival
M. Peregrina M. Oleifera Positive control
P/H 80 O/H 83 Doxorubicin 21
P/DEE 87 O/DEE 87
P/EA 75 O/EA 80
P/MeOH 77 O/MeOH 80
P/ACN 81 O/ACN 82

Table 3: Cell cycle phases and apoptosis of each extract compared to its control.

Sample Code %G0-G1 %S %G2-M %Apoptosis
P/DEE 55.37 38.22 0.73 5.68
P/EA 61.8 20.28 9.58 8.34
O/DEE 57.44 16.17 14.82 11.57
O/EA 14.34 16.23 52.86 16.57
Control HepG2 73.11 21.69 4.36 0.84

3.3. IC50 Determination for Cell Inhibition. From the results
above the most active extract residues were P/DEE, P/EA,
O/DEE, and O/EA. Cytotoxicity against a model of study,
HepG2 cell line, of the 4 most active Moringa leaves extracts
was tested using MTT assay to find the IC

50
values (con-

centrations that inhibited 50% of cell proliferation) of each
(Figure 2). All of the 4 extracts exhibited high activity with
low IC

50
values relative to the positive control 5-fluorouracil

(5-FU; IC
50
237± 1.153𝜇g/ml).TheO/EA was the most active

extract with lowest IC
50
value (37.23 ± 0.645 𝜇g/ml), followed

by P/EA and O/DEE which recorded IC
50

values of 40.72 ±
1.060𝜇g/ml and 42.56 ± 1.060𝜇g/ml, respectively. P/DEE lied
at the end with IC

50
value of 47.76 ± 2.485𝜇g/ml.

3.4. 
e Expression Level of Cancer-Related Genes. The 4
leaves extracts, P/DEE, P/EA, O/DEE, and O/EA, were
selected for the molecular studies against hepatocellular
carcinoma HepG2 as they exhibited best cytotoxicity and
selectivity. The treated HepG2 cells and the untreated (con-
trol) were collected for genes expression analysis of the 5
following genes: P53, BAX, CASP3, BCL2, and MMP1. As
shown in Figure 3(a), the 4 extracts induce the expression
of the tumor suppressor gene P53. O/EA extract had the
highest induction effect (17.59-fold) followed by O/DEE
and P/DEE (14.78- and 5.81-fold, respectively). The lowest
induction was P/EA (4.09-fold). The proapoptotic protein
BAX (Figure 3(b)): O/EA had the highest effect on the
expression level of BAX gene (150.992-fold increase) followed
by O/DEE, P/EA, and P/DEE (98.40-, 47.38-, and 42.58-
fold, respectively). At the same trend, the expression level
of CASP3 gene (an inducer of the execution phase of cell
apoptosis) was highly increased by the treatment of the 4
extracts (Figure 3(c)). The fold change was 91.84-, 59.88-,
54.86-, and 36.31-fold for O/EA, O/DEE, P/DEE, and P/EA,
respectively. On the other hand, the expression level of two
antiapoptotic genes,BCL2 andMMP1, was strongly decreased
in HepG2 cells upon treatment with the 4 extracts (Figures
3(d) and 3(e)). As shown in Figure 3(d), the O/EA had the

highest decrease of BCL2 followed by P/DEE, O/DEE, and
P/EA. Similarly, Figure 3(e) shows that O/EA had the highest
decrease ofMMP1 followed by O/DEE, P/DEE, and P/EA.

3.5. Extract Effects on Cell Cycle Arrest and Apoptosis. The
effects of the 4Moringa leaves extracts, P/DEE, P/EA,O/DEE,
and O/EA, on HepG2 cell cycle progression and apoptosis
were examined. Results indicated that the P/DEE extract
induced cell cycle arrest at S phase (Table 3 and Figure 4(a)),
while cells treated with P/EA, O/DEE, and O/EA extracts
were arrested at G2/M phase as shown in Table 3 and Figures
4(b), 4(c), and 4(d). Annexin V was used to detect the
apoptotic cells of HepG2 after treatment with the different
extracts. Results revealed that the percentage of apoptotic
HepG2 cells increased with the stimulating effect of the 4
extracts as compared with the control (Table 3 and Figure 4).
The O/EA extract stimulated the highest apoptotic induction
effect 16.57 % followed by O/DEE, P/EA, and P/DEE (11.57%,
8.34%, and 5.68%, respectively), while the control group was
0.84 %.

3.6. Identification of Bioactive Compounds of Each Extract.
GC/MS analyses of the 4 most activeMoringa leaves extracts
(P/DEE, P/EA, O/DEE, and O/EA) were done to identify
any bioactive phytochemical compound. P/DEE showed 18
peaks on chromatogram, representing the phytochemical
compound within this extract (Figure 5(a)). P/EA, O/DEE,
and O/EA extracts showed 23, 34, and 14 peaks, respectively
(Figures 5(b)–5(d)). The separated compounds from the
4 extracts were grouped as phenolics, hydrocarbons, long
chain fatty acids, alcohols, and esters as summarized in
Table 4. Several bioactive compounds were recognized in the
leaves extracts of Moringa peregrine and Moringa oleifera.
The chemical structures of some distinguished bioactive
compounds identified and reported in literature including
retinol, thymol, ascorbic acid, myristic acid, palmitic acid,
and linoleic acid are illustrated in Figure 6.
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Figure 2:Cytotoxicity evaluations of the 4most activeMoringa leaves extracts againstHepG2 cell line after 48 h of treatment. (a) P/DEE
extract. (b) P/EA extract. (c) O/DEE extract. (d) O/EA extract. The IC

50
values were calculated using Prism software program (GraphPad

software incorporated, version 3). The blue curve indicates the nonlinear regression.

4. Discussion

Over the last few years, plant phytochemicals, especially
the ones possessing anticancer activity, gained extensive
attention [22]. Moringa trees are one of the plants that have
been adapted in several tropical and subtropical regions of
the world [7]. Many bioactive phytochemical compounds
with a high medicinal and nutritional value were reported
for this plant [23]. Previous studies confirmed that Moringa
oleifera leaves possess anticancer [8, 24], anti-inflammatory
[9], procoagulant [10], antifungal [12], and antibacterial [13]
properties. However, the medicinal properties for Moringa
peregrine leaves were not well examined yet. In the current
study, we used five serial extracts from Moring peregrine as
well as Moringa oleifera leaves grown in Egypt, to examine
their effectiveness as antimicrobial agent and anticancer
agent against hepatocellular carcinoma (HepG2) and breast
carcinoma (MCF-7) cell lines.

Moringa oleifera leaves were reported to possess antimi-
crobial activity against Pseudomonas aeruginosa and Staphy-
lococcus aureus but not other gram-positive and gram-
negative bacteria and fungus [25]. Our results indicated that

leave extracts from Moring peregrine as well as Moringa
oleifera locally growing in Egypt had antimicrobial activity
against gram-positive and gram-negative bacteria and fun-
gus. However, although most of the serial extracts have the
antimicrobial activity, each of them has a specific activity
against specific types of bacteria. We found that O/ACN was
the most powerful extract to inhibit the growth of gram-
positive bacteria, while O/DEE and P/DEE extracts were the
most powerful to inhibit gram-negative bacteria. In addition,
O/ACN was the only powerful extract effectively inhibiting
the fungus. Therefore, these results could be attributed to the
different bioactive compounds present within each extract.

The serial extracts of Moringa peregrina and Moringa
oleifera leaves were then examined for their anticancer
activity. The results revealed that Moringa peregrine leaves
had anticancer activity the same as that previously reported
forMoringa oleifera [24].The bioactive compounds from the
ethyl acetate extracts of both Moringa species (P/EA and
O/EA) exhibited the highest inhibitory effect against hep-
atocellular carcinoma, while diethyl ether extracts (P/DEE
and O/DEE) exhibited the highest inhibitory effect against
breast carcinoma. Notably, these effects came from the
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Figure 3:The effect ofMoringa leaves extracts on HepG2 mRNA transcription. The relative transcription level of 5 cancer-related genes:
(a) P53, (b) BAX, (c)CASP3, (d) BCL2, and (e)MMP1 were determined by qRT-PCR fromHepG2 cells treated for 48 h. Values above columns
indicate the fold change compared to control. Gene expression levels were normalized to GAPDH.

extracts but not the solvent DMSO which were reported to
have no biological effects at the final concentration of 0.1%
[17, 26, 27]. Moreover, the active extracts (P/DEE, P/EA,
O/DEE, and O/EA) had low toxicity effect against the normal
melanocytes cell and low IC

50
values. The effects of these

four active extracts, P/DEE, P/EA, O/DEE, and O/EA, as
an anticancer agent were confirmed by the expression level
of cancer-related genes. Previous studies indicated that p53
is a tumor suppressive [28], BAX is an apoptotic cell death
inducer [29], and CASP3 is a crucial mediator of apoptosis
[30], while BCL-2 is an antiapoptotic gene [31] and MMP1
inducer of cancer cell proliferation [32]. Our data revealed
that HepG2 cells treated with any of these 4 active extracts
promote cell apoptosis by upregulation of p53, BAX, and
CASP3 and downregulation of BCL-2 and MMP1. In this
connection, p53 is known to trigger apoptosis and cell cycle
arrest at S phase and G2/M phase [33–36]. We similarly
found that P/DEE extract induces cell arrest at S phase,
along with P/EA, O/DEE, and O/EA extracts that induce
cell cycle arrest at G2/M phase. Transcription factor p53
binds to the DNA-binding domain of the antiapoptotic BCL-
2 protein which disrupts the BCL-2/BAX complex and that

promotes the permeabilization of the mitochondrial mem-
brane [37, 38]. Consequently, mitochondria permeabilization
leads to activation of the caspase cascades and results in
cell cycle arrest and apoptotic cell death. These events were
totally matched with the observation of our gene expression
analyses.

GC/MS of the 4 active Moringa leaves extracts were
examined to detect bioactive compounds. Previously, it has
been described that plants containing high phenolic contents
have a considerable anticancer activity and are counted as
anticancer potential source [39–42]. Moreover, extracts with
long chain fatty acids and their derivatives are also considered
as anticancer sources [43]. Our results were detected within
the leaves extract: phenolic compounds (thymol and ascorbic
acid), long chain fatty acids (myristic acid, palmitic acid,
and linoleic acid), and retinol which is known as a cancer
treatment [44]. Future studies are required to separate the
bioactive compound from the leaves of Moringa peregrina
andMoringa oleifera in order to identify the exact anticancer
compounds. These results will contribute to developing
anticancer drug for hepatocellular carcinoma from natural
compounds.
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Figure 4: Continued.
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Figure 4:Moringa leaves extracts induce cell cycle arrest and apoptosis in HepG2 cells. Cells treated for 48 hours with 4 Moringa leaves
extracts including (a) P/DEE, (b) P/EA, (c) O/DEE, (d) O/EA, and (e) untreated cells as controls. The cell cycle distribution was determined
by propidium iodide staining (PI) and flow cytometry. Left panels show the distribution and the percentage of cells in phases of the cell
cycle. Right panels show the distribution and the percentage of cells of apoptotic cells (Annexin+). The cell cycle phases G1, S, and G2/M are
indicated over the peaks. PI: cell survival marker; Annexin V: apoptotic marker.

Table 4: Compounds found in each extract using the GC/MS analysis.

Extract (RT min) Compounds names

P/DEE

(9.065) Sorbitol, (10.809) Hexamethylbenzene, (11.502) Butylated Hydroxytoluene, (11.9) Oleic Acid, (13.374)
6-tert-Butyl-2,4-dimethylphenol, (13.971) Palmitaldehyde, (14.116) Levomenthol, (14.219) Isophytol, (14.83) Isopropyl
palmitate, (16.084) Isopropyl linoleate, (16.225) Tetracosanoic acid, (17.668) Methyl tridecanoate, (18.245) Arachic acid,
(20.25) Hexacosane, (20.865) L-Ascorbic acid, 6-octadecanoate, (21.41) Octacosane, (21.524) Erucic acid and (22.71)
Triacontane

P/EA

(10.816) Hexamethylbenzene, (11.512) Butylated Hydroxytoluene, (11.902) Oleic Acid, (12.786) Phytol, (13.164) Methyl
tetradecanoate, (13.377) 6-tert-Butyl-2,4-dimethylphenol, (13.974) Palmitaldehyde, (14.109) Levomenthol, (14.24)
Isophytol, (14.36) Hexadecanoic acid & methyl ester, (14.884) Isopropyl palmitate, (15.407) Linolenic acid & methyl
ester, (15.772) Methyl stearate, (16.085) Isopropyl linoleate, (16.277) Tetracosanoic acid, (17.569) 2-Hexadecoxyethanol,
(17.668) Methyl tridecanoate, (18.23) Arachic acid, (18.779) Salsoline, (20.25) Hexacosane, (20.898) L-Ascorbic acid &
6-octadecanoate, (21.411) Octacosane and (22.715) Triacontane

O/DEE

(6.567) 𝛽-Hydroxydodecanoic acid, (7.038) Linoleic acid, (7.607) Hexadecenoic acid & Z-11, (7.699) 2-Hexadecanol,
(8.014) Hexadecanedicarboxylic acid, (9.008) Erucic acid, (9.429) Benzyl laurate, (9.606)Thymol, (9.716) Cuminic
alcohol, (9.853) Methyl phytanate, (10.38) Retinol, (10.809) Hexamethylbenzene, (11.502) Butylated Hydroxytoluene,
(11.9) Oleic Acid, (12.729) Phytol, (13.16) Methyl tetradecanoate, (13.374) 6-tert-Butyl-2,4-dimethylphenol, (13.971)
Palmitaldehyde, (14.116) Levomenthol, (14.24) Isophytol, (14.362) Hexadecanoic acid & methyl ester, (14.83) Isopropyl
palmitate, (15.407) Linolenic acid & methyl ester, (15.77) Methyl stearate, (16.086) Isopropyl linoleate, (16.277)
Tetracosanoic acid, (17.568) 2-Hexadecoxyethanol, (17.668) Methyl tridecanoate, (18.245) Arachic acid, (18.779)
Salsoline, (20.25) Hexacosane, (20.865) L-Ascorbic acid & 6-octadecanoate, (21.41) Octacosane and (22.73) Triacontane.

O/EA

(10.38) Retinol, (11.502) Butylated Hydroxytoluene, (12.167) 1-Hexadecanol, (13.164) Methyl tetradecanoate, (13.943)
Palmitaldehyde, (14.109) Levomenthol, (14.215) Isophytol, (14.399) Hexadecanoic acid & methyl ester, (14.832) Isopropyl
palmitate, (15.407) Linolenic acid & methyl ester, (15.771) Methyl stearate, (16.083) Isopropyl linoleate, (20.25)
Hexacosane and (22.718) Triacontane.

5. Conclusions

The serial leaves extract of Moringa peregrina as well
as Moringa oleifera exhibited antimicrobial effects against
gram-positive bacteria, gram-negative bacteria, and fungus.
Extracts also exhibited cytotoxic effect against HepG2 and
MCF-7 cell lines while exhibiting low toxicity on the normal
melanocytes cell line. Diethyl ether and ethyl acetate extract
methods were highly effective for anticancer activity by
inducing cell cycle arrest and apoptosis of the HepG2 cells.
GC/MS analysis showed that diethyl ether and ethyl acetate
leaves extracts were rich in retinol, thymol, ascorbic acid,

myristic acid, palmitic acid, and linoleic acid that would
explain this activity.
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All data used to support the findings of this study are included
within the article and the supplementary information files.
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Figure 5: GC/MS chromatograms of the active Moringa leaves extracts. The chromatograms of (a) P/DEE, (b) P/EA, (c) O/DEE, and
(d) O/EA extracts were analyzed using a GC (Agilent Technologies 7890A) interfaced with a mass selective detector (MSD, Agilent 7000)
equipped with a nonpolar Agilent HP-5ms ((5%-phenyl)-methylpolysiloxane) capillary column. The carrier gas was helium with a linear
velocity of 1ml/min. The injector and detector temperatures were 200 and 250∘C, respectively. A volume of 1 𝜇l of each extract was injected.
TheMS operating parameterswere as follows: Ionization potential 70 eV, interface temperature250∘C, and acquisitionmass range 50-800m/z.
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The demand of tetanus antitoxin (TAT) as tetanus treatment in developing and underdeveloped countries is still great since it is
relatively easy to achieve and affordable. However, there are still issues in the preparation of highly effective TAT with tetanus
toxoid (TT) as the immunogen.The tetanus toxin native C-fragment (TeNT-Hc) retains many properties and it is a very promising
candidate for the development of tetanus human vaccine. In this study, we tested the immunogenicity of TeNT-Hc in the preparation
of tetanus antibodies, by TeNT-Hc alone or in different combinations with TT. The antibody titers and components in horse
serum or plasma in different groups were analyzed and compared with those immunized by the conventional TT and it showed
comparability with the results of traditional methods. The plasma efficacy and in vivo tetanus toxin neutralization were also tested.
After two stages of immunizations, the average potency in plasma of all groups reached more than 1,000 IU / mL except that in
group 4. In group 5, the first two basic immunizations with TT and the subsequent immunizations with TeNT-Hc, it showed
slightly higher antibody titers and potency. This study demonstrated that TeNT-Hc is a safe, effective, and yet easy-to-produce
low-cost immunogen and suitable for TT replacement in tetanus antitoxin production.

1. Introduction

Tetanus is an acute, lethal infectious disease and neurological
disorder with fatality rate up to 40% [1]. Any injury or trauma
has the possibility of getting Clostridium tetani (C. tetani)
infection that causes tetanus toxin production [2]. Tetanus
antibodies are the only effective intervention for preventing
and treating tetanus on the first two-week period of infections
[3, 4]. Tetanus antitoxin (TAT) and tetanus immunoglobulin
(TIG) are currently available on the market [5, 6]. TIG,
purified human tetanus antibodies, is manufactured from
plasma of blood donors immunized with hepatitis B vaccine
and then tetanus toxoid (TT) [7]. Due to its human origin,
TIG can be applied directly without skin test. However, since
it is a human blood product, potential risk of infecting human

viruses, such as hepatitis C, AIDS, and other infectious
diseases, still remains. In addition, due to source restrictions
and unstable supplies, TIG products are generally rather
expensive have hard-to-find and have only 20% or lower
efficacy per vial compared to TAT, which requires multiple
doses. Therefore, it is very difficult for developing and
underdeveloped countries to afford TIG for the prevention
and treatment of tetanus [8]. On the contrary, utilization of
TAT as tetanus treatment in those countries is relatively easy
to achieve and affordable.Thus, we canpredict it will continue
being in clinical applications in the near future [9].

TAT is made of toxin-neutralizing immunoglobulin frag-
ments F (ab’)

2
, extracted, and purified from tetanus toxoid-

immunized horse blood [10]. At present, there are still
issues in the preparation of highly effective TAT: (1) due to
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its high toxicity, it is difficult to purify raw tetanus toxin
and afford its high-purity form, even after formaldehyde
inactivation/detoxification. During the initial immunization
and subsequent hyperimmunization processes, interference
of impurities within TT antigen results low-grade antibodies
against tetanus toxin; (2) since TT still has residue toxicity,
frequent and high dose injection of TT antigen into blood-
harvesting horses induces the gradual hepatic degeneration
and necrosis of their liver cells. This effect is generally
quite visible after prolonged, repeated immunization cycle.
During this time, the horse liver continues enlarging and
deteriorating, and finally it ruptures and causes internal
bleeding and the death of the horse; (3) the amount of TT
used in horse immunization processes is considerably large
and results in rather high cost. Therefore, antigen quality
improvement, toxicity reduction, and lower production costs
are all essential to achieve better TAT [11].

Tetanus toxin is an enormously potent neurotoxin
secreted by the anaerobic bacteriumC. tetani. After collecting
culture supernatants and inactivating with formaldehyde,
tetanus toxoid (TT) is simply harvested by filtration. Despite
its good immunogenicity in horse, inactivated toxoid gen-
erally contaminates with residual formaldehyde which is
still toxic. Additionally, C. tetani can form spores that resist
heat and chemical treatment and post certain risks in TT
production. Furthermore, inactivation step with formalde-
hyde sometimes could not guarantee complete detoxifica-
tion of tetanus toxin that could be harmful to the horses
[12].

The tetanus toxin native C-fragment (TeNT-Hc) retains
many properties such as intact binding to gangliosides,
immunogenic potency comparable to native toxin, low toxic-
ity, and low allergenicity [13]. It is a very promising candidate
for the development of tetanus subunit vaccines and genetic
engineering vaccines, which have been used to in Phase I
clinical trial as replacement of TT, vaccine conjugates with
bacterial and viral vectors, mucosal vaccines and many more
[14–17]. Our group has successfully developed a recombinant
human tetanus vaccine with TeNT-Hc as an antigen in the
past few years [18–20]. This study aimed at animal immuno-
genicity and toxicological pharmacology demonstrated that
TeNT-Hc is a safe, effective, and yet easy-to-produce low-
cost immunogen and suitable for TT replacement in tetanus
antitoxin production.

In this study, we tested the immunogenicity of TeNT-Hc
in the preparation of tetanus antitoxins, by TeNT-Hc alone or
in different combinations with TT, to exploit its potential as a
replacement immunogen of TT.

2. Materials and Methods

Animals: Adult male horses (4 to 10 years old, 250-400kg
body mass), without tetanus natural antibodies, were pur-
chased from Datong area in Qinghai Province, China. ICR
mice (17-19g, male and female) were purchased from Hunan
SJA Laboratory Animal Co., Ltd. The horse and mice studies
were carried out in accordance with the recommendations
of SQT Biotech Antitoxin Production Council on Equine

Welfare Guidelines (GS-P009-01 and GS-P001-01). The pro-
tocol was approved by the SQTBiotech Antitoxin Production
Council (OS-P003-01 to OS-P008-01, GS-P006-01 and GS-
P015-01). All animals used in this study were raised under
humanitarian conditions with free access to food and water.
All efforts were made to minimize suffering. After injection,
mice were followed for the five days to check for any signs
of paralysis or death. Loss of righting reflex was used as the
humane end point of the experiment. Mice were monitored
three times a day for their condition and for the occurrence
of end point.

2.1. Materials

Incomplete Freund’s Adjuvant. Liquid paraffin (Shanghai
Zhongqin Chemical Reagent Co., Ltd.) and lanolin (Medical
grade, China Huating Lanolin Plant) were mixed (volumetric
ratio of 2: 1) to afford the adjuvant. Antigen and Adjuvant.
TeNT-Hc (molecular weight 45 kD, prepared by the Depart-
ment of vaccine and antibody engineering, Beijing Institute
of Biotechnology) was mixed with incomplete Freund’s adju-
vant into a water-in-oil emulsion with protein content of
0.625mg/mL. Tetanus toxoid (TT) purchased from Chengdu
Olymvax Biopharmaceuticals, China, wasmixedwith incom-
plete Freund’s adjuvant into a water-in-oil emulsion with a
protein content of 0.625mg/mL. A mixed antigen solution
was prepared by mixing TeNT-Hc and TT with incomplete
Freund’s adjuvant with incomplete Freund’s adjuvant into a
water-in-oil emulsion with a protein content of 0.625mg/mL.
The SDS-PAGE electrophoresis analysis of TeNT-Hc and TT
is shown in Figure 1. In comparison with TT, TeNT-Hc was
shown as single component and has higher purity and smaller
molecular weight. Secondary Antibody. HRP-conjugated anti-
horse IgG and IgM as secondary antibodies was purchased
from Abcam. Standard. Standard tetanus toxins and anti-
tetanus serum were purchased from the China National
Institutes of Food andDrugControl.Borate Buffer.Theborate
solution was made of 1L of water, 8.5g of NaCl, 4.5g of
H
3
BO
3
, and 0.5g of Na

2
B
4
O
7
⋅10H
2
O and adjusted pH to

7.0-7.2.

2.2. Horse Grouping, Immunization Schedule, and Serum
Plasma Separation. Eighteen horses, with no natural anti-
bodies against TeNT, were divided into 6 groups (3 horses
each group) according to age, body weight, and health con-
dition. Following the immunization schedule, different doses
of TeNT-Hc, TT or mixed antigens (Mix Ag) were injected
intramuscularly into the neck and back of horses. A three-
stage immunization schedule was applied: (1) the first stage
contains two basic immunization phases. The first phase is
basic immunization with two shots and 7-day interval. Before
the second phase, there is a rest of 56 days. The second phase
is hyperimmunization with 7 shots and 7-day interval; (2) the
second stage begins after a rest of 16 days with 3 shots and 7-
day interval; (3) the third stage begins after a rest of 18 days
with 3 shots and 7-day interval. The specific types of antigens
and immunization dose administrated was summarized in
Table 1. The schedule and the shots were summarized in
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Figure 1: Nonreducing (a) and reducing (b) SDS–PAGE analysis of TT and TeNT-Hc. Lane M: molecular weight markers; lane 1: TT; lane 2:
TeNT-Hc.

Table 1: Horse groups and immunization schedule and doses.

Schedule Number
of shots

Group 1
(mg)

Group 2
(mg)

Group 3
(mg)

Group 4
(mg)

Group 5
(mg)

Group 6
(mg)

Routine TT
immunization

(mg)

Stage 1 Phase 1 (Basic)
1 TeNT-Hc

0.625
TeNT-Hc

1.25
TeNT-Hc
0.625

TeNT-Hc
0.625 TT 0.625 Mix Ag

0.625 TT 0.625

2 TeNT-Hc
1.875

TeNT-Hc
3.75

TeNT-Hc
1.875

TeNT-Hc
1.875 TT 1.875 Mix Ag 1.875 TT 1.875

Stage 1 Phase 2
(Hyperimmunization)

1 TeNT-Hc
1.25

TeNT-Hc
1.875 TT 1.25 TeNT-Hc

1.25
TeNT-Hc

1.25 Mix Ag 1.25 TT 1.25

2 TeNT-Hc
2.5

TeNT-Hc
3.75 TT 2.5 TeNT-Hc 2.5 TeNT-Hc 2.5 Mix Ag 2.5 TT 2.5

3 TeNT-Hc
3.75

TeNT-Hc
5.625 TT 3.75 TeNT-Hc

3.75
TeNT-Hc

3.75 Mix Ag 3.75 TT 3.75

4 TeNT-Hc 5 TeNT-Hc 7.5 TeNT-Hc 5 TT 5 TeNT-Hc 5 Mix Ag 5 TT 5
5 TeNT-Hc 5 TeNT-Hc 7.5 TeNT-Hc 5 TT 5 TeNT-Hc 5 Mix Ag 5 TT 5

6 TeNT-Hc 7.5 TeNT-Hc
11.25 TeNT-Hc 7.5 TeNT-Hc 7.5 TeNT-Hc 7.5 Mix Ag 7.5 TT 7.5

7 TeNT-Hc 10 TeNT-Hc 15 TeNT-Hc 10 TeNT-Hc 10 TeNT-Hc 10 Mix Ag 10 TT 10

Stage 2
1 TeNT-Hc

3.75
TeNT-Hc

3.75
TeNT-Hc

3.75
TeNT-Hc

3.75
TeNT-Hc

3.75 Mix Ag 3.75 TT 3.75

2 TeNT-Hc 7.5 TeNT-Hc 7.5 TeNT-Hc 7.5 TeNT-Hc 7.5 TeNT-Hc 7.5 Mix Ag 7.5 TT 7.5
3 TeNT-Hc 15 TeNT-Hc 15 TeNT-Hc 15 TeNT-Hc 15 TeNT-Hc 15 Mix Ag 15 TT 15

Stage 3
1 TeNT-Hc

3.75
TeNT-Hc

3.75
TeNT-Hc

3.75
TeNT-Hc

3.75
TeNT-Hc

3.75 Mix Ag 3.75 TT 3.75

2 TeNT-Hc 7.5 TeNT-Hc 7.5 TeNT-Hc 7.5 TeNT-Hc 7.5 TeNT-Hc 7.5 Mix Ag 7.5 TT 7.5
3 TeNT-Hc 15 TeNT-Hc 15 TeNT-Hc 15 TeNT-Hc 10 TeNT-Hc 15 Mix Ag 15 TT 15

Figure 2. In different stages/phases of immunization sched-
ule, various samples of corresponding horse blood were
collected and analyzed. Horse blood samples were collected
from the jugular veins and the corresponding plasma was
separated using a modified human blood apheresis machine.
The corresponding serum was collected after the horse blood
clotted and centrifugation.

2.3. SDS-PAGE Analysis of Plasma Antibodies. The plasma
collected after the final immunization of the third stage from
each group or collected after routine TT immunization was
diluted 10 times with normal saline. After being added into
2 × loading buffer, the samples were detected by a 12%
SDS-PAGE and the differences plasma components between
different immune groups were analyzed.
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Figure 2: The summary of the immunization schedule and the shots.

2.4. Antibody Level Analysis. Horse serum and plasma were
collected respectively at the end of the first stage (basic
immunization, hyperimmunization), the second stage, and
the third stage. The anti-TT and anti-TeNT-Hc antibody
titers were determined by ELISA. The specific method was
summarized as following: Each well on the 96-well ELISA
plate (Costar) was coated with 2 𝜇g / mL TT or TeNT-Hc at
4∘C overnight, and washed 4 times with PBST (PBS + 0.1%
Tween-20). Horse serum or plasma was diluted (1: 20000 v/v
for IgG detection or 1: 500 for IgM detection), incubated at
37∘C for 1 h, washed 4 times in PBST for 5min, added 1:
100,000 dilution of HRP-anti horse IgG (1:100,000 dilution)
or HRP-anti horse IgM (1: 20000 dilution), incubated at
37∘C for 40min, washed with PBST 4 times, and finally
added chromogenic solution (TMB, Sigma). After color
development, 2MH

2
SO
4
was applied to stop the reaction and

the final readout was performed at 450 nm.

2.5. Agar Diffusion Test to Determine Plasma Antibody Titer.
2.25g of agarose was added 150mL of purified water. It was
heated to boil and poured into petri dishes. After cooling, 9
sample reservoirs were made by a hole puncher (one hole in
the center with equal distance to the rest eight holes). To the
center hole 100𝜇L of TeNT-Hc (0.17mg/mL) was added and,
for the rest of holes, in the clockwise fashion, 100𝜇L of serial
diluted immunized horse sera (v/v: 1/ 5, 1/10, 1/20, 1/40, 1/80,
1/160, 1/320, and 1/640) was added, respectively. The loaded
petri dish was placed in a moisture control chamber and
incubated at 37∘C for 48 hours before recording the resulting
precipitation lines.

2.6. Flocculation Method to Determine Plasma Efficacy.
According to the method in Chinese Pharmacopoeia (2015
edition, Method 3506), different volumes (100 Lf/mL) of
tetanus toxin standard solution were precisely-measured and
added to the corresponding reaction tubes. Then diluted
horse plasma (1mL) was added quickly into those tubes and
mixed thoroughly. The tubes were immersed in a water bath
(45-50∘C) and observed closely, and the volume of standard
solution for first occurrence of flocculation was recorded.
After repeating three times, the horse plasma efficacy (in
flocculation unit (Lf/mL) = V × n × 100 [V is the volume
of the tetanus toxin standard solution used in the first
flocculation (mL); n is the dilution of the horse plasma]) can
be determined.

2.7. In Vivo Tetanus Toxin Neutralization Test. According
to the method in Chinese Pharmacopoeia (2015 edition,
Method 3508), 0.2mL of the tetanus antitoxin standard (ca
0.5 IU/mL) and different concentrations of horse plasma
(diluted by borate buffer) were mixed with 0.2mL of tetanus
toxin standard, respectively. The mixtures were incubated
at 37∘C for 1 h and were then injected into mice intraperi-
toneally. There were three mice in each group and each group
was observed at least twice a day for the first five days. The
control group should all die within 72 to 120 hours. The
efficacy of the horse serum was evaluated as the highest
dilution which is most likely to die of the same symptoms as
the control mice.

2.8. Statistical Analysis. Unpaired two-tailed Student’s t-test
was used to determine the significance of the differences in
antibody titers and neutralizing potency between the groups.
Probability (P) values <0.05 were considered to be significant
andmarked as∗. P<0.01 was considered to be very significant
and marked as ∗∗.

3. Results

3.1. Comparison of Plasma Composition after Different Immu-
nizationMethods. As shown in Figure 1, TeNT-Hcwas shown
as single component and has higher purity and smaller
molecular weight in comparison with TT. However, SDS-
PAGE (Figure 3) showed no significant difference between
the main components (as well as antibodies) in the horse
plasma prepared by different immunizationmethods (lanes 1-
6) and those immunized byTT (lane 7).Themolecularweight
and proportion of the main components of each group are
very similar.

3.2. Anti-Tetanus Toxin Antibody Levels Induced by TeNT-Hc.
Serum titers of anti-TT, anti-TeNT-Hc IgG or IgM induced by
TeNT-Hc alone or TeNT-Hc and TT co-immunization were
tested. As shown in Figure 4, the titers of anti-TT IgG in
serum of groups 5 and 6 were significantly higher than other
groups one week post the basal immunization. However,
further along the immunization schedule, there was no
significant difference (p≥0.05) of anti-TT IgG antibody titers
in serum among the groups except group 4 one week after
the first, second, and third immunization. The lowest anti-TT
IgG antibody titer in group 4 has significant difference with
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Figure 3: Nonreducing (a) and reducing (b) SDS–PAGE analysis of horse plasmas. Lane M: molecular weight markers; lanes 1 to 6: plasma
from horses in groups 1 to 6; lane 7: plasma from routine TT immunized horses.
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Figure 4: Serum antibody titers a	er different immunization stages. (a) Anti-TT IgG titers in serum; (b) anti-TeNT-Hc IgG titers in
serum; (c) anti-TT IgM titers in serum; (d) anti-TeNT-Hc IgM titers in serum. Unpaired two-tailed Student’s t-test was used to determine the
significance of the differences in antibody titers between the groups. P values ≤ 0.05 were considered to be significant.
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Figure 5: Plasma antibody titers a	er different immunization stages. (a) Anti-TT IgG titers in plasma from group 1-6; (b) anti-TeNT-Hc
IgG titers in plasma; (c) anti-TT IgG titers in plasma after three stages immunization and TT routine immunized plasma; (d) anti-TeNT-Hc
IgG titers in plasma after three stages immunization and TT routine immunized plasma. Unpaired two-tailed Student’s t-test was used to
determine the significance of the differences in antibody titers between the groups. P values ≤ 0.05 were considered to be significant. P<0.01
was considered to be very significant and marked as ∗∗.

the highest antibody titer in group 5 (p <0.05). Likewise, there
were no significant difference in anti-TeNT-Hc IgG antibody
titer, anti-TT, and TeNT-Hc IgM antibody titers between
groups observed in immunization progress (p> 0.05). All
immune methods can induce humoral immunity based on
IgG antibody.

In addition to serum antibodies, antibody titers of anti-
TT and anti-TeNT-Hc IgG in horse plasma one week after
each stage of immunization were also studied (Figure 5). As
the whole, the anti-TT IgG antibody titer in group 5 was
generally higher than those in other groups and significantly
higher than those in groups 1 and 4 after the first stage
immunization (p <0.05). However, there was no significant
difference of anti-TT IgG titers among the groups after the
second and the third stage immunization (p≥0.05). The titer
of anti-TeNT-Hc IgG antibody in group 4 was slightly lower
and significantly lower than those in group 5 after the first and
third stage immunization (p<0.05). No significant difference
of anti-TeNT-Hc IgG titerswas found among the other groups

(p≥0.05).The anti-TT and anti-TeNT-Hc IgG titers in plasma
after three stages of immunization with TeNT-Hc were
compared with those collected after routine immunization
with TT.The levels of anti-TT IgG antibodies among different
groups had no significant difference (p≥0.05). However, the
titers of anti-TeNT-Hc IgG antibody in the plasma of the
TT conventional immunized group were significantly lower
than those of the six groups of horse plasma immunized with
TeNT-Hc (p <0.01).

3.3. Specific Antibody Levels in Horse Plasma Tested by
Agarose Diffusion. The titers of antitoxins specific binding
to TeNT-Hc in different groups of horse plasma were eval-
uated of at different immunization stages by an agarose
diffusion method. According to the result shown in Fig-
ure 6, the titers between group 3 and 4 had significant
difference after the second immunization (p<0.05). There
was no significant difference in antibody titers among
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Figure 6: Plasma antibody titers tested by agarose diffusion
method. Unpaired two-tailed Student’s t-test was used to determine
the significance of the differences in antibody titers between the
groups. P ≤ 0.05 was considered to be significant and marked as ∗.
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Figure 7: Antitoxin titers in plasma measured by flocculation.
Unpaired two-tailed Student’s t-test was used to determine the
significance of the differences in antibody titers between the groups.
P≤ 0.05 was considered to be significant and marked as ∗.

groups after the first and the third stage of immunization
(p≥0.05).

3.4. Antitoxin Titers in Plasma Measured by Flocculation. In
our preliminary experiments, the potency of TeNT-Hc with
a protein concentration of 0.17mg / mL was determined to
be equivalent to the titer of tetanus toxoid (TT) of 100 Lf
/ mL. The potency of each group after three immunization
stages was compared by using the TeNT-Hc (0.17mg / mL)
as the antigen. As shown in Figure 7, the antitoxin flocculent
units in group 3 and group 5 were slightly higher than
those in other groups. The flocculent units in group 4 were
significantly lower than those in group 3 (p <0.05). There
was no significant difference among groups 1, 2, 3, 5, and 6
(p≥0.05).

3.5. In Vivo Neutralization of the Antitoxin in Mice. The in
vivo neutralization test in mice was used to test the antitoxin
potency of the plasma in each group one week after each stage
of immunization. As shown in Figure 8, at one week after the
first stage of immunization, the average titers of the plasma
antitoxins in groups 2, 3, 5, and 6 were all higher than 1000 IU
/mL, while the average titers of in groups 1 and 4 were less
than 1000 IU /mL. One week after the second and third stage
of immunization, the average antitoxin in each group was
higher than 1000 IU/mL except that in group 4. According to
statistical analysis, there was no significant difference among
the antitoxin titers in groups 1, 2, 3, 5, and 6 (p≥0.05).

4. Discussion and Conclusion

As an effective immunogen, TT has played a critical role in
the preparation of TAT. However, there were still inherent
drawbacks of using TT: the production scale of toxin and
bacterial strains were limited due to safety concern, the
formaldehyde detoxification is generally incomplete, and
the large-scale waste could cause environmental issues; the
repeated immunization with considerable high-dose to the
blood-harvesting horses will, sooner or later, induce the liver
toxicity, resulting in reduced product quality and increased
production costs. TeNT-Hc, the nontoxic fragment from TT
and recombinant expressed in E. coli, has good immuno-
genicity, is low-cost, is easy to scale up, and is purified, not
mention it is completely safe and nontoxic to both humans
and horses. TeNT-Hc as a candidate for human tetanus
vaccine is currently well underway and sued as a potential
replacement of TT in TAT production. In this paper, using
an established immunization procedures and doses, the in
vivo immunogenicity of TeNT-Hc in horses was tested alone
or in combination with TT antigen. The antibody titers in
serum or plasma in different groups were compared with
those immunized by the conventional TT and it showed
very similar results from those using TT immunization. After
additional two stages of immunization, the average potency
in plasma of all groups reached more than 1,000 IU / mL
except that in group 4. With refining the immunization
methods and adjust the dosage, we have confidence that the
results could easily exceed the potency required for tetanus
antitoxin production. The purpose of this study is to evaluate
the possibility of TeNT-Hc as an immunogen to replace TT in
the tetanus antitoxin production. The difference in immune
programs will affect the titers of antibodies and antitoxins.
The immunization programused in this study is a routine and
optimized procedure for the preparation of tetanus antitoxin
by TT immunization. For TeNT-Hc, this programmay be not
the optimal program and it is necessary to further explore the
best immunization program in the follow-up study.

As the experimental results show, there was no significant
difference between the groups. In group 5, the first two basic
immunizations with TT and the subsequent immunization
with TeNT-Hc, it showed slightly higher antibody titers
and potency. In group 4, which utilized the sequence of
hyperimmunization with TT and the rest immunization with
TeNT-Hc, it resulted in lower antibody titers and potency.
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Figure 8:Neutralizing potency of the corresponding antibodies in plasma from group 1-6. (a) Plasma collected after the first immunization
stage; (b) plasma collected after the second stage; (c) plasma collected after the third stage. Unpaired two-tailed Student’s t-test was used to
determine the significance of the differences in antibody titers between the groups.

The result that there was no significant difference in immuno-
genicity between the different dose groups and the different
antigen combination groupsmay indicate that the lowest dose
of TeNT-Hc used in the experiment was sufficient for the
preparation of antitoxin.However, due to the small number of
samples and large variations between the individual horses, a
larger scale experiment is warranted to figure out the optimal
immunization program. By optimizing the immunization
schedule and the corresponding doses, TeNT-Hc may even
show better immunogenicity.

Without the accumulated liver toxicity from TT immu-
nization, TeNT-Hc positions itself as a completely nontoxic
recombinant replacement while retaining all the effectiveness
of TT, as a long-term safety study could easily reveal. In
conclusion, this study further confirmed the validity of using
TeNT-Hc to be replaced or used in conjugation with TT to
produce TAT.

Data Availability
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Rosiglitazone (RG) is a well-known activator of peroxisome proliferator-activated receptor-gamma (PPAR𝛾) and used to treat
hyperglycemia and type 2 diabetes; however, its clinical application has been confounded by adverse side effects. Here, we assessed
the roles of chlorogenic acid (CGA), a phenolic secondary metabolite found in many fruits and vegetables, on the differentiation
and lipolysis of mouse 3T3-L1 preadipocytes. The results showed that CGA promoted differentiation in vitro according to oil red
O staining and quantitative polymerase chain reaction assays. As a potential molecular mechanism, CGA downregulated mRNA
levels of the adipocyte differentiation-inhibitor gene Pref1 and upregulated those ofmajor adipogenic transcriptional factors (Cebpb
and Srebp1). Additionally, CGA upregulated the expression of the differentiation-related transcriptional factor PPAR𝛾2 at both
the mRNA and protein levels. However, following CGA intervention, the accumulation of intracellular triacylglycerides following
preadipocyte differentiation was significantly lower than that in the RG group. Consistent with this, our data indicated that CGA
treatment significantly upregulated the expression of lipogenic pathway-related genes Plin and Srebp1 during the differentiation
stage, although the influence of CGA was weaker than that of RG. Notably, CGA upregulated the expression of the lipolysis-related
geneHsl, whereas it did not increase the expression of the lipid synthesis-related gene Dgat1. These results demonstrated that CGA
might function as a potential PPAR𝛾 agonist similar to RG; however, the impact of CGA on lipolysis in 3T3-L1 preadipocytes
differed from that of RG.

1. Introduction

Diabetes mellitus is a chronic degenerative metabolic disease
that seriously affects human health and has reached epidemic
proportions over the last 30 years [1]. Concomitant with the
prevalence of obesity and increased lifespan in industrial
countries, the incidence of type 2 diabetes has risen rapidly
worldwide [2], with the number of people suffering from
diabetes globally expected to rise to >600 million within the
next 25 years [3]. Currently, China has the highest number
of affected individuals, of whom 90% are afflicted with type
2 diabetes mellitus [4, 5]. A primary treatment strategy for

type 2 diabetes relies upon improving insulin sensitivity, such
as with the thiazolidinedione-class drug rosiglitazone (RG), a
powerful insulin sensitizer. As a ligand of the nuclear receptor
peroxisome proliferator-activated receptor-gamma (PPAR𝛾),
RG promotes the transcription of downstream genes of
PPAR𝛾 [2]; however, long-term use of RG reportedly causes
severe cardiovascular events and increased bone-fracture
rates [6, 7]. Additionally, RG causes a significant weight
increase in overweight subjects with type 1 diabetes [8].
Therefore, the safety of RG has been challenged. Accordingly,
although RG is still utilized to treat patients suffering from
type 2 diabetes in China [9, 10], it has been withdrawn from
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the European market [11]. To address this issue, researchers
have focused on identifying new PPAR𝛾 agonists [11, 12] and
insulin sensitizers as RG substitutes.

Many types of phenols have been advocated as natural
remedies (e.g., eugenol or capsaicins) or dietary supplements
(e.g., methoxypsoralen). The burden, metabolism, and bio-
logical effects of these dietary polyphenols are gradually
gaining scientific and public attention and have been well
studied, with results clarifying the margin of safety between
a safe dose and the minimal dose necessary to produce
significant adverse effects [13–15].

Epidemiological studies demonstrated that chlorogenic
acid (CGA), a type of dietary polyphenol present in high
quantities in plants and constituting the main active ingre-
dient in many fruits, vegetables, and plants [16, 17], possesses
numerous pharmacological activities, including those asso-
ciated with antioxidative [18], anticancer [19–21], hypolipi-
demic [22], antihypertensive [23], anti-inflammatory [24],
and hypoglycemic effects. Moreover, studies reported effects
related to anti-insulin resistance and obesity [25], and protec-
tion against plant pathogenic fungi [26], as well as antimicro-
bial effects [27], inhibition of bile-duct ligation-induced liver
injury [28], and attenuation of lipopolysaccharide-induced
acute kidney injury [29]. Furthermore, CGA reportedly
exhibits neuroprotective activity [30], and hypoxia-induced
angiogenesis [31], and extends the lifespan of Caenorhabditis
elegans [32]. Accumulating studies demonstrate that CGA
exhibits antiobesity function by adjusting obesity-related
adipokine levels, upregulating 𝛽-oxidation of fatty acids
in the liver, and downregulating fatty acid and cholesterol
biosynthesis in obese mice fed a high-fat diet (HFD) [16, 33].
Our previous study showed that CGA improved obesity-
related metabolic disorders by upregulating Pparg2 expres-
sion and inhibiting the nuclear factor (NF)-𝜅B-signaling
pathway in the adipose tissue of obese rats induced by a HFD
[17]. Therefore, we hypothesized that CGAmight function as
a PPAR𝛾 agonist similar to RG, yet play a different regulatory
role in preadipocyte differentiation to adipocytes.

Here, we used 3T3-L1 cells as an experimental model
to explore the roles of CGA on lipogenesis. Specifically,
we assessed the influence of CGA on 3T3-L1 cell prolifer-
ation and the expression of transcription factors [Pparg2,
CCAAT/enhancer binding protein beta (Cebpb), and sterol
regulatory element-binding protein (Srebp)1] and the key
adipocyte-differentiation-related gene preadipocyte factor 1
(Pref1) during adipocyte differentiation. These results asso-
ciated with CGA-mediated differentiation of mouse 3T3-L1
cells provide meaningful referential data for the rational use
of CGA and the improvement of dietary structure.

2. Materials and Methods

2.1. Chemicals and Materials. Dulbecco’s modified Eagle
medium (DMEM), fetal bovine serum (FBS), streptomycin,
and penicillin were acquired from Thermo Fisher Scientific
(Waltham, MA, USA). CGA (⩾95% purity), rosiglitazone
(RG; ⩾98% purity), and GW9662 (⩾99% purity) were pur-
chased from Sigma-Aldrich (St. Louis, MO, USA), dissolved
in dimethyl sulfoxide formulated as a 10 mM stock solution,

and stored at -20∘C. The rabbit monoclonal antibody against
PPAR𝛾 (81B8) was purchased from Cell Signaling Tech-
nology (Danvers, MA, USA), and antibodies against 𝛽-
actin, proliferating cell nuclear antigen (PCNA), horseradish
peroxidase (HRP)-conjugated goat anti-mouse IgG, and
HRP-conjugated goat anti-rabbit IgG were purchased from
Proteintech (Rosemont, IL, USA).

2.2. Cell Culture. Undifferentiated mouse 3T3-L1
preadipocytes were purchased from the Cell Resource
Center, Shanghai Institutes for Biological Sciences, Chinese
Academy of Sciences (Shanghai, China), and cells were
passaged 17 times. 3T3-L1 cells were cultured in high-glucose
DMEM containing 10% FBS and 1% penicillin/streptomycin
and incubated at 37∘C in an atmosphere with 5% CO

2
.

2.3. Cell-Viability Analysis. 3T3-L1 cells were seeded into 96-
well plates at a density of 5 × 103 cells/well and incubated
overnight. Cells were then incubated with different concen-
trations of CGA, and after 24 h, 48 h, and 72 h, cell viabilities
were determined by counting living and dead cells using the
trypan blue dye (0.05% solution)-exclusion method analyzed
with a Bright-Line Hemacytometer (Sigma-Aldrich, USA)
and cell counting kit (CCK)-8 (Dojindo, Kumamoto, Japan),
respectively. After a 4 h incubationwith 10 𝜇LCCK-8 reagent,
cell viability was calculated by measuring the optical density
at 450 nm (Varioskan Flash; Thermo Fisher Scientific).

2.4. Induced Differentiation of Mouse 3T3-L1 Preadipocytes.
3T3-L1 cells were seeded into a 6-well plate at a concentration
of 2 × 105 cells/well. Upon reaching ∼90% confluence,
the medium was replaced with fresh high-glucose DMEM
containing 10% FBS and 1% penicillin/streptomycin, followed
by incubation at 37∘C in 5% CO

2
for 2 days and culture

in cell-differentiation medium 1 (fresh high-glucose DMEM
containing 10% FBS, 0.5 mM 3-isobutyl-1-methylxanthine,
1 𝜇M dexamethasone, and 5 𝜇g/mL insulin) containing 20
𝜇MCGA, RG (positive control group), or GW9662 (negative
control group). The differentiation time was calculated from
the day at which the medium was changed. After 2 days, the
medium was exchanged with cell-differentiation medium 2
(fresh high-glucose DMEMcontaining 10% FBS and 5 𝜇g/mL
insulin) containing the same combination of chemicals
described. After another 2 days, cell-differentiation medium
2 was removed and replaced with cell-differentiation main-
tenance medium (CDMM) containing fresh high-glucose
DMEM and 10% FBS. CDMM was changed every 2 days
until themajority of the preadipocytes had differentiated into
adipocytes and obvious lipid droplets were observed in the
mature fat cells.

2.5. Oil Red O (ORO) Staining. The lipid accumulation in
differentiated 3T3-L1 cells was observed by ORO staining
on day (D)4, D6, D8, and D10 of differentiation. Cells were
fixed with 4% formaldehyde for 30 min to 60 min after two
washes with phosphate-buffered saline (PBS) and stained in
ORO solution for 1 h after another two washes, followed by
several rinses with 75% alcohol to remove excess dye. The
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Table 1: Primer sequences used for real-time qPCR.

Gene Primer sequence (5–3)

Pparg2 F:TCAAGGGTGCCAGTTTCG
R:GGAGGCCAGCATCGTGT

Pref1 F:TCTCACGCACACTCACATCA
R:CAACCTGGGGTCTCTCTCTG

Cebpb F:GTTTCGGGACTTGATGCAAT
R:AACCCCGCAGGAACATCT

Srebp1 F:AACCAGAAGCTCAAGCAGGA
R:TCATGCCCTCCATAGACACA

Rxra F:CCCAGCTCACCAAATGACCCT
R:CTCGTTCCAGCCTGCCCGTA

Plin F:TAGAGTTCCTCCTGCCACCA
R:GTGCTGACCCTCCTCACAAG

Dgat1 F:TCCAGACAACCTGACCTACCGA
R:CTCAAGAACTCGTCGTAGCAG

Hsl F:AATCCCACGAGCCCTACCTCA
R:CCTGCAAGGCATATCCGCTCT

Actb F: CTTCTTTGCAGCTCCTTCG
R: TTCTGACCCATTCCCACC

cells were then washed several times with ultrapure water,
and photomicrographs were acquired at 200× magnification
using a system incorporated in the DMI3000B inverted
microscope (Leica, Wetzlar, Germany).

2.6. Triglyceride Assay. Intracellular triglycerides were eval-
uated using a triglyceride assay kit (GPO-POD; Applygen
Technologies, Beijing, China) according to manufacturer
protocol.

2.7. RNA Preparation and Quantitative Real-Time Polymerase
Chain Reaction (qPCR). Total RNA was isolated from test
cells using TRIzol reagent (Thermo Fisher Scientific), with
1 𝜇g of each sample RNA used to generate cDNA using a
reverse transcription reagent kit with gDNA Eraser (TaKaRa,
Dalian, China) as a template for qPCR. Reactions were
performed on a Step-One plus qPCR system (Applied Biosys-
tems, Foster City, CA, USA) using SYBR Green qPCRmaster
mix (TaKaRa). The sample was predenatured at 95∘C for 30
s, followed by 40 cycles of denaturation at 95∘C for 5 s and
annealing at 60∘C for 30 s. PCR efficiency for the primers
ranged from 90% to 110%, and threshold cycle numbers (CT)
were recorded for each reaction and normalized against that
of 𝛽-actin. The primers were designed using Primer 5 soft-
ware (Premier Biosoft, Palo Alto, CA, USA) and synthesized
by Sangon Biotech Co., Ltd. (Shanghai, China) (Table 1).

2.8. Western Blot Analysis. On D0, D2, D4, D6, and D8
of 3T3-L1 cell differentiation, cells were lysed in radio
immunoprecipitation assay lysis buffer (Applygen Technolo-
gies) supplemented with protease and phosphatase inhibitors
on ice for 10 min after ice-cold PBS washes, followed by
centrifugation at 12,000 g for 15 min at 4∘C and supernatant
collection. The nuclear fraction was extracted using a Nuc-
Cyto-Mem preparation kit (Applygen Technologies), and

protein concentrations were assayed using a BCA assay kit
(Beyotime, Beijing, China). Each sample (50 𝜇g protein) was
separated by 10% gel electrophoresis before electrophoretic
transfer onto polyvinylidene fluoride membranes (Bio-Rad,
Hercules, CA, USA). Blots were blocked at room temper-
ature for 2 h in blocking buffer [5% slim milk in Tris-
buffered saline containing Tween20 (TBST)] and incubated
with primary antibodies specific to PPAR𝛾2 (1:1000), PCNA
(1:5000), and 𝛽-actin (1:4000) overnight at 4∘C. After three
washes with TBST, the membrane was incubated with the
secondary antibodies [HRP-conjugated anti-rabbit (1:6000)
and anti-mouse (1:4000) IgG] at room temperature for 2 h
with gentle agitation. Immunoreactive bands were visualized
using an enhanced chemiluminescence reagent according to
manufacturer instructions (Thermo Fisher Scientific). The
optical density was quantified using Quantity One software
(Bio-Rad).

2.9. Confocal Microscopy Analysis. On D0, D2, and D8 of
3T3-L1 cell differentiation, cells were rinsed with PBS twice
for 5 min and fixed with 4% paraformaldehyde for 10 min,
followed by three washes with PBS and permeabilization at
room temperature for 30 min with 0.5% Triton X-100. Cells
were then rinsed in PBS with Tween20 three times, followed
by a blocking step with PBS containing 5% FBS at room
temperature for 1 h. Samples were then incubated overnight
at 4∘C with a 1:100 dilution of anti-PPAR𝛾2, followed by
incubation with a secondary BODIPY conjugated goat anti-
rabbit antibody (Cell Signaling Technology) at room tem-
perature for 1.5 h. After incubation, cells were rinsed and
stained with 4,6-diamidino-2-phenylindole (DAPI) for 6
min, followed by a series of 5-minute washes. The cells were
sealed with an antifluorescence quencher; confocal images
were captured using an LSM 7DUO confocal microscope
(Carl Zeiss AG, Oberkochen, Germany) and processed using
ZEN Lite software (Carl Zeiss AG).

2.10. Statistical Analysis. All values were expressed as the
means ± standard error of the mean and analyzed with the
SPSS package (v16.0; SPSS, Inc., Chicago, IL, USA). One-way
analysis of variance, followed by least-significant difference
tests, was used to evaluate significant differences between
groups, with a P < 0.05 considered significant.

3. Results

3.1. Effect of CGA onMouse 3T3-L1 Preadipocyte Proliferation.
Cell-counting results showed that CGA influenced 3T3-L1
cell proliferation, with concentrations<50 𝜇Mresulting in no
significant changes following incubation for 24 h and 48 h.
However, increases in the incubation time to 72 h and CGA
concentration ⩾50 𝜇M resulted in significant inhibition of
proliferation and a decrease in cell viability to 13.7% at 50 𝜇M
CGA (Figure 1). These results indicated that CGA displayed
dose- and time-dependent effects on cell viability.

3.2. CGA Treatment Promotes Differentiation of 3T3-L1
Preadipocytes. CGA was tested to investigate its ability to
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Figure 1: Chlorogenic acid (CGA) suppresses cell proliferation of
mouse 3T3-L1 preadipocytes. 3T3-L1 preadipocytes were treated
with control, 10, 20, 30, 40, and 50 𝜇M CGA for 24, 48, and 72 h at
37∘C, respectively. Experiments were performed in triplicate. Data
are shown as the means ± SD (n = 3). ∗∗P < 0.01.

promote 3T3-L1 preadipocyte differentiation. We observed
the accumulation of lipid droplets in differentiated cells by
microscopy on D10 of differentiation, after which morpho-
logical changes were detected in RG-treated 3T3-L1 cells,
which changed from a predifferentiation spindle-like shape
to a round shape following differentiation [Figure 2(A)(a,
b)]. Additionally, microscopy analysis of ORO-stained lipid
droplets within the cells revealed obvious lipid accumulation
in RG- and CGA-treated cells relative to that observed in
the control and GW9662-treated groups, although CGA
treatment appeared less effective than RG treatment (Fig-
ure 2). Moreover, CGA-induced adipocyte morphology dif-
fered from that of the RG group (Figure 2).

To further evaluate the effect of CGA on 3T3-L1
preadipocyte differentiation,we determined the expression of
genes involved in the protection of lipid droplets from lipoly-
sis (perilipin; Plin) [34] and de novo lipogenesis (Srebp1) [35].
Compared with the positive and negative control (GW9662)
groups, following CGA intervention, Plin and Srebp1mRNA
levels were significantly upregulated during the differentia-
tion process (Figures 2(B) and 2(C)); however, consistentwith
ORO-staining results, CGA treatment appeared less effective
than RG treatment.

3.3. CGA Treatment Did Not Lead to Accumulation of Excess
Intracellular Triacylglyceride (TAG). We determined TAG
content to verify the influence of CGA on 3T3-L1 differ-
entiation after D10. As shown in Figure 3, TAG content
was significantly increased (about 2-fold) in 3T3-L1 cells
treated with RG relative to that observed in the control

group, whereas TAG content in CGA-treated 3T3-L1 cells
was significantly decreased relative to that in the RG group
(P < 0.05), although not significantly different from that in
the control group. Additionally, treatment of differentiated
cells with GW9662 (20 𝜇M) decreased triglyceride levels by
42.9% as compared with the control group. These results
were consistent with ORO-staining results, in that CGA
treatment appeared less effective than RG treatment. These
findings indicated that CGA effectively promoted adipocyte
differentiation of 3T3-L1 cells, although the accumulation of
intracellular TAG following preadipocyte differentiation was
significantly lower than that in the RG-treated group.

To determine the mechanistic differences between CGA-
and RG-induced 3T3-L1 differentiation, we analyzed the
mRNA levels of genes involved in lipolysis (hormone-
sensitive lipase; Hsl) and triglyceride biosynthesis (diacyl-
glycerol O-acyltransferase 1; Dgat1). CGA treatment signifi-
cantly increased Hsl expression by 30.9% to 58.1% during
the prophase differentiation of 3T3-L1 cells (Figures 3(b)
and 3(c)), whereas treatment with 20 𝜇M CGA did not
significantly alter Dgat1 mRNA levels during the entire
differentiation process relative to those observed in control
and GW9662 groups. By contrast, RG treatment upregulated
Hsl levels by 44.0% to 93.7% andDgat1 levels by 12.3% to 57.7%
relative to those in control group.These results suggested that
the reason CGA did not promote TAG accumulation might
have been its upregulation of Hsl (lipolysis) and lack of effect
on Dgat1 (lipid synthesis) expression. These findings implied
that the influence of CGAonpreadipocytes differed from that
of RG.

3.4. CGA Treatment Activates Key Genes Involved in
Adipocyte Differentiation and the Transcription Factor
PPAR𝛾2. To quantify the role of CGA in the expression of
key adipogenesis-related genes [Pref1 and retinoid X receptor
alpha (Rxra)] and major adipogenic transcription factors
(Pparg2 and Cebpb) during adipogenesis, preadipocytes were
treated with 20 𝜇M CGA during adipocyte differentiation
on D2 to D10, and gene expression was analyzed by qPCR.
Following CGA treatment, Pparg2 and Cebpb mRNA levels
increased relative to levels in control or GW9662-treated
groups, whereas Pref1 mRNA levels decreased during the
differentiation process. However, no significant change
in Rxra mRNA levels was observed between the CGA-
treated and control groups. Also, it is worth noting that the
effect of CGA on Pref1, Cebpb, and Pparg2 mRNA levels
appeared higher than that observed in the RG-treated group
(Figure 4), suggesting that CGA treatment promoted 3T3-L1
cell differentiation to a level similar to that of RG treatment.

3.5. CGAUpregulates PPAR𝛾2 Protein Levels during Adipocyte
Differentiation. Western blot results showed that PPAR𝛾2
levels increased significantly (by 18.42-76.92%) from D2 to
D6 of differentiation following RG treatment as compared
with levels in the control group (Figure 5). By contrast, CGA
treatment resulted in significant increases in PPAR𝛾2 levels
in 3T3-L1 cells from D4 relative to those observed in control
and GW9662-treated groups. However, on D8, the difference
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Figure 2: Comparative effect of chlorogenic acid (CGA) and rosiglitazone (RG) on the differentiation of mouse 3T3-L1 preadipocytes. (A)
3T3-L1 preadipocytes were cultured with or without CGA (20 𝜇M) for 10 days; then cells were stained with ORO. RG was used as a positive
control. GW9662 was used as a negative control group (GG). All images are shown at 200 ×magnification. (a) Control group (CG); (b) RG
group; (c) GG group; (d) CGA group; the arrows in a-d indicate the differentiation of preadipocytes; (B-C) effects of CGA on the expression
of lipogenic pathway-related genes during the differentiation process of mouse 3T3-L1 preadipocytes. (B) Plin; (C) Srebp1. Data are shown as
the means ± SD (n = 3). ∗P < 0.05, ∗∗P < 0.01, ∗∗∗P < 0.001.
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Figure 3: Chlorogenic acid (CGA) reduced triacylglyceride (TAG) accumulation in differentiated 3T3-L1 cells compared with the
rosiglitazone group (RG). (a) Mouse 3T3-L1 preadipocytes were cultured without (control group, CG) or with CGA (20 𝜇M) for 10 days;
then the cellular TAG contents were measured using a TAG determination kit. (b-c) Effects of CGA on expression of the lipolysis-related
gene Hsl (b) and triacylglycerol synthesis-related gene Dgat1 (c) during the differentiation process of mouse 3T3-L1 preadipocytes. RG was
used as a positive control. GW9662 was used as a negative control (GG). CG, control group. Data are shown as the means ± SD (n = 3). ∗P <
0.05, ∗∗P < 0.01, ∗∗∗P < 0.001.

in these levels between the RG-treated and control groups
was minimal, whereas those in the CGA group were >90%
higher relative to PPAR𝛾2 levels in the control (P < 0.01),
GW9662-treated (P < 0.01), and RG-treated groups (P <
0.05), respectively.

In the nucleus of 3T3-L1 cells on D2 to D6, PPAR𝛾2
levels in the CGA- and RG-treated groups increased relative
to levels in the control and GW9662-treated groups. In par-
ticular, the highest PPAR𝛾2 levels in the CGA-treated group
appeared on D2 and were >2-fold higher than those in other
treatment groups (P < 0.01). However, on D8, PPAR𝛾2 levels
in both the RG- and CGA-treated groups were significantly
lower (∼70%) than that in the control group (P < 0.01) and

similar to that in theGW9662-treated group (P> 0.05).These
results suggested that CGA treatment promoted adipocyte
differentiation through upregulated PPAR𝛾2 mRNA and
protein levels.

3.6. CGA Affects the Subcellular Distribution of PPAR𝛾2 dur-
ing Adipocyte Differentiation. PPAR𝛾2 is found specifically
in adipose tissue [36]; however, to evaluate whether CGA
affects PPAR𝛾2 subcellular distribution, we investigated the
distribution of endogenous PPAR𝛾2 by immunostaining and
confocal microscopy of mouse preadipocytes (Figure 6).
On D0 and D2, immunostaining revealed PPAR𝛾2 in the
nucleus, with RG treatment significantly increasing the green
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Figure 4: Effects of chlorogenic acid (CGA) on the expression of key differentiation-related genes during the differentiation process of mouse
3T3-L1 preadipocytes. Rosiglitazone group (RG) was used as a positive control. GW9662 was used as a negative control (GG). CG, control
group. (a) Pref1; (b) Cebpb; (c) Pparg2; (d) Rxra. Data are shown as the means ± SD (n = 3). ∗P < 0.05, ∗∗P < 0.01.

(PPAR𝛾2):blue (nucleus) fluorescence ratio by 65.55% as
compared with that of the control group (P < 0.01), whereas
no difference was detected between the GW9662-treated
and control groups (Figure 6(c)). By contrast, this ratio in
the CGA-treated group was significantly (26.71%) higher
than that of the control group (P < 0.01) and significantly
lower (24.07%) than that of the RG-treated group (P <
0.01) (Figure 6(c)). Figure 6(d) shows a robust enhancement
in blue fluorescence intensity on D8 relative to that on
D2, suggesting an increased PPAR𝛾2 distribution outside of
the nucleus. Although we found no significant difference
between the RG-treated and control groups, PPAR𝛾2 levels
in the CGA-treated group were slightly higher than those

in the other three groups, with green:blue fluorescence ratio
30.17% higher than that of the control group (P < 0.05), 48.6%
higher than that of the GW9662-treated group (P < 0.01),
and 22.47% higher than that of the RG-treated group (P >
0.05) (Figure 6(e)). These results indicated that CGA and RG
promoted PPAR𝛾2 expression and subcellular distribution
similarly during adipocyte differentiation.

4. Discussion

RG is a full agonist of PPAR𝛾, activates the PPAR𝛾 nuclear
receptor, and is widely used as a therapeutic agent for type
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Figure 5: Chlorogenic acid (CGA) activates PPAR𝛾2 during the differentiation process of mouse 3T3-L1 preadipocytes. (a) Mouse 3T3-L1
preadipocytes were treated with control (control group; CG), rosiglitazone (RG), GW9662 (GG), and CGA for 2, 4, 6, and 8 days, respectively.
The samples were lysed and subjected to western blot analysis with indicated antibodies. Left: total cell lysate; Right: nucleus fraction. (b)The
intensity of the band was quantified using densitometric imaging. Data are shown as the means ± SD (n = 3). ∗P < 0.05, ∗∗P < 0.01.

2 diabetes. However, studies indicate that partial PPAR𝛾
agonists have lower risks of causing side effects (e.g., edema,
fractures, and heart failure) relative to full PPAR𝛾 agonists,
although they exhibit similar effects associated with insulin
sensitivity.Therefore, it is necessary to identify safer andmore
effective partial PPAR𝛾 agonists [37, 38].

Many studies report that the CGA complex can be pro-
moted as an active ingredient in the nutritional management
of obesity [16, 39, 40]. In the present study, we investigated
whether CGA could also affect preadipocyte differentiation
through its lipid-lowering effect, as well as the molecular
mechanism associated with CGA-mediated adipogenesis.We

treated mouse 3T3-L1 preadipocytes with different doses of
CGA, significant inhibition of 3T3-L1 cell viability in a time-
and dose-dependent manner (Figure 1).

Lee et al. [41] reported changes in morphology of 3T3-
L1 preadipocytes from a predifferentiation spindle-like shape
to a round shape during early differentiate, with subsequent
development of lipid droplets indicating preadipocyte differ-
entiation into adipocytes and their accumulation signaling
adipocyte maturity [42]. In the present study, ORO stain-
ing indicated that CGA promoted adipocyte differentiation,
albeit to a lesser degree than that observed following RG
treatment [Figure 2(A)(a)]. We found that the shape of the
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Figure 6: Chlorogenic acid (CGA) enhances the expression of PPAR𝛾2 during the differentiation process of mouse 3T3-L1 preadipocytes.
Mouse 3T3-L1 preadipocytes were immunostained for PPAR𝛾2 protein (green) (A), while nuclei were simultaneously revealed by DAPI
staining (blue) (B). Colocalization is rendered in the merge panels (cyan) (C). Subcellular distribution of PPAR𝛾2 and nuclei was analyzed
by microscopic confocal analysis. (a) 0 days (630 ×); (b) 2 days (630 ×); (d) 8 days (630 ×). ((c) and (e)) The intensity of the green and blue
fluorescence was quantified using ZEN 2 lite software. Data are shown as the means ± SD (n = 3). ∗P < 0.05, ∗∗P < 0.01, ∗∗∗P < 0.001.

lipid droplets differed in the CGA-treated group relative to
those in the RG-treated group (i.e., small and not ring-like)
[Figure 2(A)(a, d)] and implying that lipid accumulation in
the CGA-treated group differed from that in the RG-treated
group. Moreover, this morphological change was consistent
with those reported previously [40].

According to the biological processes associated with
adipocyte differentiation, we evaluated the expression levels
of Plin and Srebp, which comprise important factors related
to lipid homeostasis in 3T3-L1 cells. Lipid droplets store a
large amount of TAGs, thereby regulating the storage and
hydrolysis of lipids in mammalian adipocytes. The stability
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of lipid droplets is dependent upon PLINs, the most well-
known coat proteins embedded in the phospholipid mono-
layer of lipid droplets [43] and that bind to and stabilize
newly formed lipid droplets in order to protect them from
breakdown by HSL [34, 43]. Ruiz et al. [38] reported that
SREBP1 levels are significantly elevated in obese patients
and animal models of obesity and type 2 diabetes, with
other studies indicating that SREBP1 contributes to hepatic
lipid accumulation and insulin resistance. In the present
study, we found that CGA treatment significantly enhanced
Plin and Srebp1 expression as compared with levels in the
control group, thereby contributing to lipid accumulation in
3T3-L1 cells. However, levels of both genes following CGA
treatment were significantly lower than those in the RG-
treated group (Figures 2(B) and 2(C)), suggesting increased
lipid accumulation following RG treatment relative to that
observed after CGA treatment.

Interestingly, Zheng et al. [39] demonstrated that CGA
treatment decreased serum levels of TAG, a marker for lipid
homeostasis, in mice, and that hepatic TAG concentrations
were decreased by CGA + caffeine administration. Moreover,
a previous study reported that CGA treatment decreased
TAG levels in the liver and plasma of Sprague-Dawley
rats on a high-energy diet [44]. In the present study, the
TAG content of CGA-treated 3T3-L1 cells increased by only
12.25%,whereas TAG levels increased significantly by 101.02%
following RG treatment relative to levels in the control group
(Figure 3(a)). These results suggested that CGA treatment
promoted adipocyte differentiation but had a weak effect on
lipid accumulation in 3T3-L1 cells.

The Hsl gene is expressed in adipose tissue, where it
hydrolyzes stored triglycerides to free fatty acids and mobi-
lizes the stored lipids [45]. Therefore, HSL constitutes the
rate-limiting enzyme in TAG catabolism, whereas DGAT1
is the key enzyme associated with TAG synthesis [17].
Figure 2(B) shows similar Plin expression between the CGA-
and RG-treated groups during the differentiation process,
whereas Hsl expression was lower in the CGA-treated group
relative to that in the RG-treated group (Figure 3(b)). These
results suggested that the rate of lipid degradation following
CGA treatment was lower than that following RG treatment,
contradicting the results of ORO and TAG staining (Figures
2(A) and 3(a)). However, it is worth noting that Dgat1
expression in the RG-treated group was ∼1.5-fold higher
than that in the CGA-treated group from the initial stage of
differentiation to D8 and that Dgat1 expression in the CGA-
treated group was similar to that in the control group. On D6
of differentiation,Dgat1 expression in the CGA-treated group
was lower than that in the GW9662 group (Figure 3(c)),
implying that lipid synthesis following CGA treatment was
inhibited as compared with that following RG treatment.
Additionally, during the primary differentiation stage, Srebp1
expression in the CGA-treated group was lower than that
in the RG-treated group (Figure 3(c)). This might represent
one of the mechanisms associated with the differences in the
results of ORO staining observed between the CGA- and
RG-treated groups and suggests that CGA intervention led
to the accumulation of intracellular TAG during adipocyte

differentiation, although to levels significantly lower than
those in the RG-treated group.

Moreover, we observed that expression of key adipocyte-
differentiation-related factors (Pref1, Pparg2, and Cebpb)
changed during adipocyte differentiation. Our results agreed
with a previous study reporting abundant Pref1 expression
in preadipocytes but a dramatic decrease in these levels
during adipocyte differentiation [46]. Moreover, constitutive
expression of Pref1 in preadipocytes inhibits adipocyte dif-
ferentiation [46]. PREF1 obstructs adipocyte differentiation
by combining the promoter regions of Cebpb and Cebpd
and inactivating C/EBP𝛼 and PPAR𝛾 [47]. Furthermore,
Pref1 overexpression decreases adipocyte-marker expres-
sion [46], and dexamethasone-mediated inhibition of Pref1
expression in preadipocytes activates PPAR𝛾 and stimu-
lates preadipocyte differentiation and maturation [48]. As
an important transcription factor and master regulator of
adipogenesis, PPAR𝛾 plays an important role in regulating
the expression of genes involved in fatty acid 𝛽 oxidation,
lipid homeostasis, and controlling adipogenesis [49].

PPAR𝛾 has at least two subtypes: PPAR𝛾1 is expressed in
most tissues, and PPAR𝛾2 is expressed specifically in adipose
tissue [36]. C/EBP𝛼 shares a pathway with PPAR𝛾 associated
with regulating preadipocyte differentiation, with C/EBP𝛼
activity dependent uponPPAR𝛾 status. Both proteins regulate
the expression of activating protein (Ap)-2, Fas, and Hsl, as
well as other factors related to preadipocyte differentiation
[50]. Additionally, PPAR𝛾 promotes the transformation of
cultured myoblasts into adipocytes, especially when coex-
pressedwithC/EBP𝛼 [41]. During the early stage of adipocyte
differentiation,Cebpb is highly expressed and initiatesmitotic
clonal expansion to enable entry of preadipose cells into
the cell-proliferation cycle. After approximately two rounds
of mitosis, cells exit this cycle and enter the differentiation
stage, at which point C/EBP𝛽 activates the expression of
Pparg and other adipokines by binding to their promoter
regions [51–54]. Additionally, C/EBP𝛽 can also promote
non-fat cell differentiation into adipocytes [55]; however,
this requires PPAR𝛾 formation of a dimer with RXR𝛼,
which promotes transcriptional activity via binding to DNA
[56]. PPAR𝛾1 and PPAR𝛾2 effectively stimulate adipocyte
differentiation, although, under low-ligand (RXR𝛼) concen-
trations, PPAR𝛾2 stimulation of adipose-tissue formation is
significantly stronger than that of PPAR𝛾1 [57]. Moreover,
Ren et al. [58] demonstrated that PPAR𝛾2 rather thanPPAR𝛾1
plays a role in promoting cell differentiation.

In the present study, CGA andRG treatment, respectively,
downregulated Pref1 expression and upregulated Pparg2 and
Cebpb expression in all stages of 3T3-L1 cell differentiation
and relative to levels observed in the control and GW9662-
treated groups (Figures 4(a)–4(c)), whereas only minimal
increases in Rxra levels were observed relative to controls
(Figure 4(d)). These expression levels during adipocyte dif-
ferentiation were consistent with those reported previously
[46, 49, 51–54]. Notably, the effect of CGA treatment was
more pronounced than that of RG treatment, with CGA
treatment having a greater effect on Pref1 expression. These
data suggested that the number of preadipocytes in the CGA-
and RG-treated groups was lower than that in the two control
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groups and that the majority of these adipocytes were able
to differentiate into mature adipocytes. This finding was
consistent with the results of ORO staining (Figure 2(A)).
Additionally, several studies reported that downregulating
Plin, Srebp, Pparg, and Cebpa inhibits adipogenesis in 3T3-
L1 preadipocytes [34, 54, 59–61]. The results of the present
study indicated that CGA treatment promoted adipogenesis
specifically by affecting activation of adipogenic transcription
factors and regulating adipogenesis-related gene expression.

Besten et al. [62] reported that short-chain fatty acids
(SCFAs) prevent and reverse HFD-induced obesity in mice
via a PPAR𝛾-dependent switch from lipid synthesis to fat
oxidation. SCFAs also stimulate mitochondrial fatty acid
oxidation by activating the uncoupling protein 2 (UCP2)-
AMPK-acetyl-CoA carboxylase (ACC) pathway in 3T3-L1
preadipocytes. Moreover, activating or inhibiting PPAR𝛾
activity via the PPAR𝛾 agonist RG or the PPAR𝛾 antago-
nist GW9662 abolishes SCFA-induced increases in UCP2-
pAMPK-pACC signaling [63]. In the present study, we
observed significantly lower TAG accumulation in 3T3-L1
cells following CGA treatment relative to that following RG
treatment; however, whether this was due to CGA-mediated
activation of UCP2-pAMPK-pACC signaling to promote 𝛽
oxidation of fatty acids remains unknown.

Analysis of PPAR𝛾2 levels revealed significant increases
in Pparg2 expression in both CGA- and RG-treated groups,
and that in the GW9662-treated group was significantly
lower, relative to that observed in the control during the
course of adipocyte differentiation and especially on D4 (Fig-
ure 4(c)). Our analysis of PPAR𝛾2 levels agreed with qPCR
results (Figures 4(c), 5, and 6) and with those reported pre-
viously [17]. These findings supported a role for CGA in pro-
moting adipocyte through PPAR𝛾2 expression and activity.

Zheng et al. [39] reported that supplementation of culture
medium with 0.2% CGA reduced hepatic Pparg expression
in mice, and Ryohei et al. [64] demonstrated that 5%
caffeine downregulated PPAR𝛾 levels; however, the major
bioactive constituent of CGA in coffee extract showed no
effect on Pparg expression at concentrations of 100 𝜇M.
These results were inconsistent with the findings reported
in the present study. Notably, numerous studies reported
results consistent with our findings [17, 22, 25]. Sanchez
et al. [22] reported that CGA acted as either an insulin
secretagogue or a PPAR𝛼/𝛾 dual agonist, and Ghadieh et
al. [25] demonstrated that CGA/chromium supplementation
alleviates insulin resistance. Additionally, our previous in
vivo study [14] showed that supplementation with either
low or high doses of CGA (20 and 90 mg/kg, respectively)
significantly increased adipose-tissue PPAR𝛾2 mRNA and
protein levels, with these levels of CGA supplementation
equivalent to physiological concentrations present in humans
[17]. Moreover, Du et al. [65] demonstrated that intravenous
injection of a 5-fold higher level of CGA than the recom-
mended daily amount induced inflammation reactions and
oxidative-stress injury in rats, with these findings support-
ing our use of 20 𝜇M CGA in the present study. These
findings suggest that the CGA concentration used in the
present study was significantly lower than those of previous
studies. Furthermore, the majority of CGA is hydrolyzed to

caffeic acid and quinic acid before being absorbed in the
gastrointestinal tract by gut microbiota esterases in both
the small and large intestine [63]. Therefore, differences in
dosage, CGA hydrolysis, or differentiation conditions might
have contributed to inconsistencies in results. Nevertheless,
our findings showed that CGA treatment activated PPAR𝛾
to a degree similar to RG treatment, potentially explaining
the ability of CGA to increase insulin sensitivity and inhibit
chronic inflammation caused by obesity [17, 21, 22, 25].

Previous studies reported strong links between PPAR𝛾2
and the inflammatory response associated with obesity.
PPAR𝛾2 inhibits the inflammatory response via the NF-
𝜅B, Janus kinase-signal transducers and activators of tran-
scription (STAT), AP-1, and nuclear factor of activated T
cell pathways [66, 67]. As early as 1998, Ricote et al. [68]
demonstrated that activation of PPAR𝛾 results in reduced
transcriptional activity of cytokine-induced inflammation-
associated factors, such asAp-1,Nb, and Stat genes inmouse
myeloid progenitor cells. Additionally, PPAR𝛾 reportedly
plays an important role in improving insulin sensitivity [69],
with clinical studies showing improvements in metabolic
disorders and reduced inflammatory responses in type 2
diabetes patients treated with the PPAR𝛾 agonist RG within
6 months after receiving coronary artery intervention [70].
In the present study, CGA treatment promoted preadipocyte
differentiation by activating PPAP𝛾2 in a similar manner to
RG treatment, although RG treatment promoted a greater
increase in lipid accumulation relative to that observed
following CGA treatment. These results implied that CGA
prevented lipid accumulation, even in the presence of acti-
vated PPAP𝛾2, suggesting its potential efficacy as a PPAR𝛾
agonist for clinical application.

5. Conclusions

This represents the first validation that CGA constitutes a
PPAP𝛾2 agonist capable of effectively stimulating 3T3-L1
preadipocyte differentiation. However, our findings showed
that CGA acted differently from RG in the area of fat
metabolism during adipocyte differentiation and that TAG
content was significantly higher in the RG-treated group
relative to that in the CGA-treated group. This might be due
to CGA enhancing lipolysis but not lipid synthesis, resulting
in decreased lipid accumulation prior to preadipocyte differ-
entiation. These data indicated that CGA represents a novel
PPAR𝛾2 agonist different from RG; however, further study
of the regulation mechanism associated with CGA-mediated
activity on lipid metabolism is necessary to provide insight to
its potential application for preventing insulin resistance and
hyperglycemia.
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The pathogenesis of inflammatory bowel disease (IBD) is linked to an intricate association of environmental, microbial, and host-
related factors. This study examined the potential effects of dietary addition of two preparations from onion, one comprising
quercetin aglycone alone (Q: 0.15% polyphenols, quercetin aglycone:quercetin monoglycosides, 98:2) and another comprising
quercetin aglycone with monoglycosides (Q+MQ: 0.15% total polyphenols, quercetin aglycone:quercetin monoglycosides, 69:31),
on dextran sodium sulphate- (DSS-) induced colitis in mice. The results revealed a significant decrease in the body weight gain
of the mice with DSS-induced colitis, which was counteracted by the dietary Q or Q+MQ supplementation. Meanwhile, the
oxidative stress indicated by myeloperoxidase (MPO), reduced glutathione (GSH), malondialdehyde (MDA), and serum nitrate
(NO) concentrations was higher in mice with DSS-induced colitis than in the control group mice, but dietary Q or Q+MQ
supplementation counteracted this trend. The colitis mice demonstrated reduced Chao1, angiotensin-converting enzyme (ACE),
and Shannon indices and an increased Simpson index, but the colitis mice receiving dietary Q or Q+MQ exhibited higher Chao1,
ACE, and Shannon indices and a reduced Simpson index. In conclusion, this research showed that even at a low dose, dietary Q or
Q+MQ supplementation counteracts DSS-induced colitis in mice, indicating that Q or Q+MQmay be used as an adjuvant therapy
for IBD patients.

1. Introduction

Inflammatory bowel disease (IBD) is a chronic immune
system-mediated inflammatory disorder that comprises a
range of conditions predominantly affecting the gastroin-
testinal tract [1]. These conditions include Crohn’s disease,
ulcerative colitis, and indeterminate colitis, a rare condition.
Thepathogenesis of IBD is linked to an intricate association of
environmental, microbial, and host-related factors, including
genetic factors; however, the precise mechanism underlying
the condition remains unknown [2, 3].

Numerous contributing factors influence the pathology
of IBD, including genetic, environmental, and inflammatory
factors, intestinal microbiota, and oxidative stress conditions
[4–6]. Oxidative stress is associated with protein, lipid,

and DNA damage due to oxidation reactions and is thus
considered to be responsible for the development of many
pathological disorders or exacerbation of symptoms, such
as inflammation [7–9]. Recently, the significant role of
intestinal microbiota in the pathophysiology of IBD has been
emphasized. Most studies have reported reduced diversity of
intestinal microbiota in IBD patients [10, 11], with reduced
Firmicutes population and increased Proteobacteria popula-
tion being the most commonly observed variations [3, 11].
The reduced diversity of intestinal microbiota observed in
IBD patients is considered to be predominantly caused by a
reduction in Firmicute diversity.

Although therapeutic drugs, such as steroids, immuno-
modulators, and antibodies, are available to treat IBD, their
administration is limited due to their serious side-effects,
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including infection, malignancy, and general health concerns
[12, 13]. Several studies that have investigated nutritional
controls for IBD, with particular focus on polyphenols, have
reported that a variety of polyphenols can be used as potential
therapeutic approaches for IBD [14].

Onions are known to contain high levels of polyphenols,
the most abundant of which is quercetin [15, 16]. Quercetin
mostly occurs in the glycoside form, although the free
aglycone form is also reasonably common [16]. Studies have
shown that quercetin exhibits antihypertensive, antidepres-
sant, and anti-inflammatory properties by participating in
several intracellular biochemical mechanisms [17]. However,
different polyphenolic compounds within the diet may have
different effects on the host physiology, either locally within
the intestinal tract or on other tissues [18]. The present
study investigated the protective effects of dietary addition
of two preparations from onion, one rich in quercetin agly-
cone alone (Q) and another containing quercetin aglycone
with monoglycosides (Q+MQ), on dextran sodium sulphate-
(DSS-) induced colitis in mice.

2. Materials and Methods

2.1. Preparation of Quercetin and Quercetin Monoglycosides.
Quercetin and quercetin monoglycosides were prepared
according to the method described by Katarzyna Grzelak-
Błaszczyk et al. [18]. In brief, raw onions (50 kg) were
subjected to extraction by immersing them in 50% aqueous
ethanol solution (1:5) in a dynamic large-scale laboratory
extractor at 35∘C for 6 h. The extract was then evaporated
to obtain 5% ethanol extract, followed by purification in
a column filled with Amberlite XAD 1600N. Gravitational
elution was performed at a flow rate of 1.6–7ml/min using
10%–70% ethanol solutions. Of these, 10%–40% fractions
were rejected, and only 50%–70% fractions were used to
obtain a fraction of quercetin monoglycosides with quercetin
aglycone and a separate fraction containing a high concentra-
tion of quercetin aglycone.The fractionswere concentrated to
10–12∘Bx and freeze-dried under 0.26mbar vacuum for 48 h.
The two resulting preparations were (1) quercetin aglycone
with quercetin monoglycosides (Q+MQ) and (2) quercetin
aglycone (Q). Polyphenol concentrations were then con-
firmed using ultra-high-performance liquid chromatography
as described by Katarzyna Grzelak-Błaszczyk et al. [18].

The obtained onion polyphenol preparations had differ-
ent polyphenol compositions. The Q+MQ preparation com-
prised 42.5% polyphenols, the main polyphenol of which was
free quercetin (68.4%of the total polyphenols) and remaining
polyphenols were quercetin monoglycosides (31.6%). The Q
preparation contained a high concentration of polyphenols
of approximately 73.7%, comprising quercetin aglycone as
the predominant polyphenol (97.8% of the total polyphenols)
with small quantities of quercetin monoglycosides.

2.2. Experimental Design. The experiment was performed
in accordance with the Guidelines for Animal Welfare and
Experimental Protocol and was approved by the Animal Care
and Use Committee of Nankai University Affiliated Hospital.
Forty female ICR mice, each weighing approximately 21 g,

were used in this experiment. The mice were kept in separate
cages maintained at 24∘C ± 3∘C, 49% ± 5% humidity, and a
12-h light–dark cycle.

The 40 female mice were randomly assigned to four equal
groups: the control group (CTRL), which received a basal
rodent diet; a DSS treatment group (DSS); a QUE group
(QUE); and a QMQ group (QMQ). All groups received a
basal rodent diet [19]; however, the control and DSS group
diets were devoid of polyphenols, whereas the QUE group
diet was supplemented with 0.21% Q preparation comprising
0.15% polyphenols (quercetin aglycone:quercetin monogly-
cosides, 98:2) and the QMQ diet was supplemented with
0.36% Q+MQ preparation comprising 0.15% polyphenols
(quercetin aglycone:quercetin monoglycosides, 69:31). The
mice were allowed free access to their respective diets and
clean water for 7 days. On the eighth day, the CTRL group
mice were permitted free access to clean water, but the
DSS, QUE, and QMQ group mice received drinking water
containing 3% DSS solution (Kayon Biological Technology
Co. Ltd.) for 7 days to induce colitis [19]. Each mouse was
weighed at the start and end of the experimental procedure.
At the end of this experiment, each mouse was sacrificed for
measuring the colon length and weight. Further histological
evaluations were performed as described by Jie Yin et al. [2].
Furthermore, colon contents from eachmouse were collected
and immediately frozen in liquid nitrogen for storage at
−70∘C until use.

2.3. Assessment of Serum Oxidative Stress. Myeloperoxi-
dase (MPO), reduced glutathione (GSH), and malondi-
aldehyde (MDA) concentrations were assessed using com-
mercial kits (Nanjing Jiancheng Bioengineering Institute,
Nanjing, Jiangsu, China) in accordance with the manu-
facturer’s instructions. Serum nitrate (NO) concentrations
were approximated by measuring the absorbance of the
azo-product resulting from the reaction between nitrite,
sulfonamide, and N-(1-napthyl)ethylenediamine at 543 nm,
in accordance with the methods described by Miranda et al.
[20].

2.4. Microbial DNA Isolation and Sequencing. Microbial
DNA was purified from mouse colon contents using a
QIAamp DNA Stool Mini Kit (Qiagen) in accordance with
the manufacturer’s instructions. Microbial community diver-
sity and composition for each sample was assessed and
calculated by sequencing the V4 region of 16S rDNA. The
total DNA was amplified with primers 515F (5-GTGCCA-
GCMGCCGCGGTAA-3) and 806R (5-GGACTACHV-
GGGTWTCTAAT-3 ) as described previously [21]. The
DNA samples were then forwarded to a commercial service
provider (Novogene, Beijing, China) for sequencing on an
Illumina MiSeq platform in accordance with the manufac-
turer’s guidelines [22]. Raw data were acquired prior to
screening and assembly using the QIIME [23] and FLASH
[22] software packages. Sequencing reads were assigned to
samples according to the barcodes. Reads flagged as chimeric
were eliminated to obtain an effective sequence collection
for every sample. The QIIME software package and UPARSE
pipeline were used to evaluate these effective sequences and
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Figure 1: Illustration showing the effect of administering Q or Q+MQ on (a) average daily weight gain, (b) colon length, and (c) colon weight
following DSS treatment. ∗ indicates significant difference compared with the CTRL group (P < 0.05); # indicates significant difference
compared with the DSS group (P < 0.05) (all, n = 10).
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Figure 2: Histological evaluation of the hematoxylin and eosin-stained sections of the colon (×100) from the four groups (all, 𝑛 = 10).

identify operational taxonomic units (OTUs). Subsequently,
the UCLUST algorithm was used to cluster sequences with a
97% identity into the same OTU. Each OTU was allotted to a
specific taxonomic level using the RDP Classifier [24].

2.5. Statistical Analysis. All data are presented as the mean
and standard error of the mean (SEM). Statistical analysis
was performed using SPSS 22.0 software (SPSS, Chicago, IL).
The results were statistically evaluated using one-way analysis
of variance, and significant differences between groups were
determined using Duncan’s multiple range test with statistical
significance set at P < 0.05.

3. Results

The results demonstrated a significant reduction (P < 0.05)
in the average daily gain in the DSS group, but the dietary
Q and Q+MQ in the QUE and QMQ groups, respectively,
seemed to significantly counteract this DSS-induced growth
suppression (P < 0.05) (Figure 1(a)). In addition, the length

and weight of the colon showed no significant differences
between the four groups (Figures 1(b) and 1(c)).

Figure 2 presents the results of histological evaluation of
the colon. No histological injury was observed in the colon of
the CTRL group, whereas mice exposed to DSS in the DSS,
QUE, and QMQ groups showed scattered villi, neutrophil
infiltration, and desquamation in the colon. The histological
status of the QUE and QMQ groups was much better than
that of the DSS group.

The MPO activity significantly increased (P < 0.05) in
DSS-treated mice compared with that in the CTRL group
mice. However, Q and Q+MQ administration in the QUE
and QMQ groups, respectively, significantly counteracted
this increase in the MPO activity (P < 0.05) compared
with that in the DSS group (Figure 3(a)). Further, the GSH
level significantly decreased (P < 0.05) in DSS-treated mice
compared with that in the CTRL group mice. However, Q
and Q+MQ administration in the QUE and QMQ groups,
respectively, significantly counteracted this reduction in the
GSH activity (P < 0.05) compared with that in the DSS
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Figure 3: Effect of quercetin on (a) MPO, (b) reduced GSH, (c) MDA, and (d) serum NO concentrations in DSS-induced IBD in mice (n =
10). ∗ indicates significance at P < 0.05 relative to the CTRL group; # indicates significance at P < 0.05 relative to the DSS group.

Table 1: Alpha diversity indices of the colonic contents of mice with DSS-induced IBD.

Items CTRL DSS QUE QMQ SEM P
OTU 1239 1028 1144 1122 98.4 0.37
Chao1 1189.23 998.45∗ 1104.81∗# 1096.45∗# 45.6 0.039
ACE 1230.14 1057.48∗ 1155.47∗# 1136.74∗# 76.3 0.045
Shannon 5.39 4.81∗ 5.07∗# 5.11∗# 0.212 0.035
Simpson 0.84 0.93∗# 0.89∗# 0.88∗# 0.064 0.041
∗ indicates significance at P < 0.05 relative to the CTRL group; # indicates significance at P < 0.05 relative to the DSS group.

group (Figure 3(b)). Moreover, the MDA and serum NO
concentrations significantly increased (P < 0.05) in DSS-
treated mice compared with that in the CTRL group mice.
However, Q and Q+MQ administration in the QUE and
QMQ groups, respectively, significantly counteracted this
increase in MDA and serum NO concentrations (P < 0.05)
compared with that in the DSS group (Figures 3(c) and 3(d)).

To evaluate the effects of Q and Q+MQ on microbial
communities, the V4 region of the 16S rRNA gene was
sequenced. In total, 1,064,746 sequences (25,038 ± 1432 per

sample) were obtained, including 38135, 39198, 37542, and
39011 raw reads obtained from samples in the CTRL, DSS,
QUE, and QMQ groups, respectively. Following trimming,
assembly, and quality filtering, 4563 OTUs were identified,
and the indices of community richness and diversity are
presented in Table 1. Compared with the CTRL group, the
DSS, QUE, and QMQ groups demonstrated reduced Chao1,
angiotensin-converting enzyme (ACE), and Shannon indices
and an increased Simpson index (P < 0.05). Conversely,
compared with the DSS group, the QUE and QMQ groups
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Figure 4: Effect of quercetin on colonic microbiota at the phylum
level in mice with DSS-induced IBD (n = 10).

exhibited higher Chao1, ACE, and Shannon indices (P < 0.05)
and a reduced Simpson index (P < 0.05). Nevertheless, no
significant alpha diversity was detected in the microbiota in
the QUE and QMQ groups.

Intestinalmicrobiota diversity was evaluated using taxon-
dependent analysis. Six phyla were detected in the colonic
contents across all four groups. The three most predominant
phyla across all four groups were Bacteroidetes, Firmicutes,
and Proteobacteria. The proportion of Bacteroidetes, Firmi-
cutes, and Proteobacteria populations were 59.45%, 32.87%,
and 3.05% of the total microbiota, respectively, in the CTRL
group; 66.19%, 22.16%, and 5.34%, respectively, in the DSS
group; 63.24%, 28.42%, and 4.54%, respectively, in the QUE
group; and 62.53%, 29.15%, and 4.68%, respectively, in the
QMQ group (Figure 4).

The three most predominant classes across all four groups
were Clostridia, Bacteroidia, and Negativicutes, in addition
to small quantities of Bacilli, Gammaproteobacteria, and
Erysipelotrichia. The proportions of Clostridia, Bacteroidia,
and Negativicutes populations were 42.48%, 23.49%, and
3.95%, respectively, in the CTRL group; 26.14%, 14.22%, and
6.24%, respectively, in the DSS group; 32.33%, 18.43%, and
4.46%, respectively, in the QUE group; and 30.37%, 17.63%,
and 5.36%, respectively, in the QMQ group (Figure 5).

4. Discussion

Preparations from onion were demonstrated to be good
sources of polyphenols. The extraction and purification pro-
cedures delivered preparations with high-purity polyphenols
of varying concentrations. This study showed that dietary Q
and Q+MQ were effective in reducing DSS-induced colitis in
mice, which is thought to manifest via reduction in oxidative
stress and colonic microbiota diversity. To the best of our
knowledge, only a limited number of studies have focused
on investigating natural compounds capable of reversing
experimental colitis. In the current study, 3% DSS was used
to induce acute colitis so that the effect of Q and Q+MQ on
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Figure 5: Effect of quercetin on colonic microbiota at the class level
in mice with DSS-induced IBD (n = 10).

DSS-induced colitis could be investigated. Weight loss is the
traditional clinical index for IBD [25], and the results of this
study showed that DSS-containing water caused neutrophil
infiltration and scattered villi in the colon and a significant
decrease in average daily weight gain, consistent with the
results of previous studies [2, 26]. However, both Q and
Q+MQ ameliorated these changes.

Increased oxidative stress is associated with mucosal
inflammation in ulcerative colitis, and it may be a contribut-
ing factor to the progression to malignancy associated with
this disorder [27, 28]. The biological tests performed in the
current study validated the antioxidant effects of the prepa-
rations, which included free quercetin in addition to free Q
and Q+MQ, on the DSS-induced colitis in mice. Compared
with the CTRL group mice, a significant increase (P < 0.05)
was observed in the MPO, MDA, and NO concentrations
in mice receiving DSS water. However, compared with the
DSS group, bothQ andQ+MQsignificantly counteracted this
increase inMPO,MDA, and NO concentrations (P < 0.05) in
the QUE and QMQ groups, respectively. The MPO activity
in the colonic mucosa is used as an inflammatory response
marker and is linearly correlated with neutrophil infiltration
[29]. Several studies have shown that MPO is present at
high concentrations in IBD patients [29, 30]. Inflamma-
tion is associated with the recruitment and activation of
mucosal phagocytic leukocytes, which release high levels of
reactive oxygen species (ROS), e.g., superoxide anion [31].
Such unregulated overproduction of ROS may overwhelm
protective mechanisms, leading to cellular oxidative damage
[32].

Both the Shannon and Simpson indices indicate diversity
within any community and are affected by parameters of
species richness and species evenness within that sample
community. With respect to same species richness, the
greater the uniformity of the species within the community,
the greater the diversity of the microbial community. Con-
sistent with previous findings [3, 11], our findings indicated
that DSS treatment reduces colonic microbiota diversity. The
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human intestines contain large populations of microorgan-
isms, and extensive alterations in the microbial composition
and the regular function of the intestinal microbiota have
been associated with IBD [10, 11]. Typically, the Firmicutes-
to-Bacteroidetes ratio is a key indicator of intestinal micro-
biota composition, and lower Firmicutes-to-Bacteroidetes
ratios may be associated with weight loss because reduced
Firmicutes populations reduce the additional energy pro-
vided to the host by them via fermentation of polysaccharides
to short-chain fatty acids [25]. The present study demon-
strated that DSS treatment reduces Firmicutes population
and increases Proteobacteria population but that QorQ+MQ
supplementation can ameliorate these effects. The results also
indicated that dietary Q or Q+MQ supplementation may
alter the outcomes ofmicrobiota-associated disorders. In IBD
patients, intestinal microbiota dysbiosis is frequently noted.
This condition is frequently characterized by an increased
abundance of facultative anaerobic bacteria (e.g., Enterobac-
teriaceae and Bacilli) and simultaneous reduction of obligate
anaerobic bacteria from theBacteroidia andClostridia classes
[33, 34].

In conclusion, this study demonstrated that DSS treat-
ment for 7 days results in signs of colitis, including growth
reduction and colonic inflammation. Dietary Q or Q+MQ
supplementation, even at a low dose, was found to coun-
teract DSS-induced colitis in mice. Because quercetin is a
ubiquitous phytochemical present in a variety of fruits and
vegetables, implementation of a quercetin-supplemented diet
for treating IBD represents a feasible approach with consid-
erable potential. Thus, Q or Q+MQ may be administered as
an adjuvant therapy for IBD patients. Additional mechanistic
and toxicity investigations to examine the efficacy of this
phytochemical for IBD prevention and treatment are recom-
mended.
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Probiotics confer immunological protection to the host through the regulation, stimulation, andmodulation of immune responses.
Researchers have shifted their attention to better understand the immunomodulatory effects of probiotics, which have the potential
to prevent or alleviate certain pathologies for which proper medical treatment is as yet unavailable. It has been scientifically
established that immune cells (T- and B-cells) mediate adaptive immunity and confer immunological protection by developing
pathogen-specific memory. However, this review is intended to present the recent studies on immunomodulatory effects of
probiotics. In the early section of this review, concepts of probiotics and common probiotic strains are focused on. On a priority
basis, the immune system, along with mucosal immunity in the human body, is discussed in this study. It has been summarized
that a number of species of Lactobacillus and Bifidobacterium exert vital roles in innate immunity by increasing the cytotoxicity of
natural killer cells and phagocytosis of macrophages andmediate adaptive immunity by interactingwith enterocytes and dendritic,
Th1, Th2, and Treg cells. Finally, immunomodulatory effects of probiotics on proinflammatory and anti-inflammatory cytokine
production in different animal models have been extensively reviewed in this paper. Therefore, isolating new probiotic strains and
investigating their immunomodulatory effects on cytokine profiles in humans remain a topical issue.

1. Introduction

Probiotics are living microorganisms that confer several
health benefits when administrated in adequate amounts to
the host [1, 2]. Adhering to human intestines, probiotics
stimulate, regulate, and modulate various different functions,
including digestion, metabolism, epithelial innate immunity,
competitive exclusion of pathogens, and brain-gut communi-
cation [3, 4]. Gut microorganisms produce several nontoxic
metabolites and play important roles in nutritional and
clinical applications [5–7].Therefore, themicroecology of the
gastrointestinal tract, consisting of intestine, microbiota, and

nondigestible food within the tract, is crucial for probiotic
action in the host.

Probiotics act symbiotically by fermenting nondigestible
food, known as prebiotics, for their energy and exert elite
properties including antipathogenicity, antiobesity, and dia-
betic, antidiabetic, anti-inflammatory, anticancer, and angio-
genic activities and efficacy on the brain and central nervous
system [8]. However, the functions of probiotics can be classi-
fied asmetabolic, protective, and trophic [9], since the trophic
role has garnered attention in studies of immunomodulation.
Typically, the immune system in vertebrates can be divided
into innate and adaptive immunity. Innate immunity is a
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nonspecific defense mechanism exerting immediate or near-
immediate responses to the presence of pathogens in body.
On the other hand, adaptive immunity is highly specific
and is able to destroy individual invading pathogens in
vertebrates. Besides, a pathogen-specific long-lasting pro-
tective memory enables the adaptive immune system to
attack and destroy pathogens when reencountered [10].
Lymphocytes, especially B cells and T cells, exert adaptive
immune responses by recognizing antigens with their specific
receptors.

In the last few years, probiotics have been extensively
studied and reported, with humoral, cellular, and nonspecific
immunity modulation, as well as promoting the immunolog-
ical barrier [11, 12]. Probiotics have been evaluated for in vivo
effects, such as increased peripheral immunoglobin produc-
tion, stimulation of IgA secretion, and decreased proinflam-
matory cytokine production [13]. It has been reported that
homogenates prepared from several probiotics, including
Lactobacillus rhamnosusGG,Lactobacillus acidophilus,Lacto-
bacillus delbrueckii sub sp. bulgaricus, Bifidobacterium lactis,
and Streptococcus thermophiles, have the ability to suppress
the proliferation of mononuclear cells [14]. It has also been
reviewed that Bifidobacterium bifidum has a significant effect
in enhancing antibody responses to ovalbumin, whereas
B. breve has an increased humoral immune response after
stimulation with IgA [15].

However, published articles regarding the immune
responses of probiotics are few in number, while a num-
ber of research articles have focused on the metabolic
actions of probiotics. In the treatment of various diseases,
including inflammation, intestinal bowel diseases, and colon
cancer, there is an urgent need to study probiotic strains
and their effects on immune modulation. In this review
article, particular attention has been paid to probiotics
and their immunomodulatory effects on cytokine profiles
in terms of pro- and anti-inflammatory cytokines in the
host.

2. Background and Concept of Probiotics

In scientific and clinical research, Lactobacillus (L. aci-
dophilus, L. casei, L. salivarius, and L. lactis) and Bifi-
dobacterium (B. bifidum and B. lactis) are commonly found
in healthy intestines and are noted as being prominent
probiotics [2, 15] having different culture conditions, vari-
ability, and diverse characteristics, including sensitivity to
low pH, gastric juice, pancreatic and intestinal fluids, bile
acid, intestinal or respiratory mucus, adherence to intestinal
cells, and interactions with other pathogenic microorganisms
in the intestine [7, 8, 16]. Probiotics have been reported
to produce a number of nonviable metabolic byproducts,
such as bacteriocins, organic acids, acetaldehydes, diacetyl,
ethanol, and hydrogen peroxide, which are nontoxic, non-
pathogenic, and resistant to enzyme systems in mammals,
and have been remarked on as an alternative to antibiotics due
to their biological activity and inhibitory properties toward
pathogenic microbes in the host [17, 18].

In the gut, probiotic microorganisms act symbiotically
and modulate immunity [5, 6, 19]. Several studies have

reported that probiotics also produce antioxidants (glu-
tathione) and stimulate activity in reducing oxidative stress.
Probiotic microorganisms, including L. acidophilusNCDC14
and L. caseiNCDC19, inhibit lipid peroxidation and decrease
streptozotocin- (STZ-) induced oxidative damage in pan-
creatic tissues of rats [20]. According to Sengul et al. [21],
probiotic strains L. delbrueckii subsp. bulgaricus A13 and
L. delbrueckii subsp. Bulgaricus B3 have a significant effect
in reducing oxidative stress in colitis. A probiotic supple-
ment containing freeze-dried beneficial strains, namely, L.
acidophilus, L. casei, L. rhamnosus, L. bulgaricus, B. breve, B.
longum, and S. thermophiles, has been found to increase the
plasma total glutathione (GSHt) significantly [22]. However,
the health benefits of probiotic microorganisms include
prevention of infectious diseases of the intestinal and uri-
nary tracts, prevention of diarrhea, reductions in allergy
symptoms, serum cholesterol concentration, blood pressure,
stimulation and modulation of the immune system, modula-
tion of gene expression (cytokines, in particular), regression
of tumors, and reduction in cocarcinogen production [23].
Researchers are now shifted to discerning deeper understand-
ing of whether probiotics exert health benefits; proposed
reaction mechanisms include inhibitory effects of lactate on
pathogens, production of short chain fatty acids, lowering the
production of toxic substances contributing to pathologies
such as inflammatory bowel disease (IBD), and adherence
of microbes to the gut through controlling water flow from
the blood serum to the intestinal lumen [24]. Most common
probiotic microorganisms are presented in Table 1.

In the small intestine, probiotic microorganisms ferment
nondigestible carbohydrates, such as fructooligosaccha-
ride, oligofructose, inulin, galactose, and xylose-containing
oligosaccharides from various natural sources, including
vegetables, fruits, and grains, and readily fulfill their energy
requirements [25]. Common prebiotics used in the prepara-
tion of synbiotics and their natural sources are summarized in
Table 2. In vivo, Lactobacillus casei has been found to produce
significant amounts of GSHt, GSH, and -SH free groups
by fermenting inulin, whereas physiological stress results in
lower GSH concentrations with large amounts of oxidative
stress markers [26]. Verma and Shukla [27] revealed that L.
rhamnosus and L. acidophilus lead to the formation of large
quantities of antioxidants, mainly GSH, with inulin being a
nondigestible carbohydrate in the small intestine. In another
study by Kavitha et al. [28], increased GSH concentrations
have been reported due to the combined effects of insulin,
pioglitazone, and probiotics in STZ-induced diabetic rats. In
a very recent study, the effects of Lactobacillus plantarum
HII11 are remarkable in preventing adrenomedullin- (ADM-)
mediated colon cancer in the rat [29].

3. Human Immune System

In the human gut, M cells present in Peyer’s patches are
crucial due to their capacity to transport macromolecules,
antigens, and microorganisms and inert particles from the
lumen into the lymphoid tissue by adsorptive endocytosis.
In addition, enterocytes and M cells may uptake such as
macromolecules, antigens, and microorganisms through a
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Table 1: Most used probiotic microorganisms.

Probiotic genera Probiotic strains References

Lactobacillus
L. acidophilus, L. amylovorus, L. bulgaricus, L. crispatus, L. casei, L. gasseri, L.
helveticus, L. johnsonii, L. pentosus, L. reuteri, L. paracasei, L. plantarum, L.
rhamnosus

[17, 18, 30]

Bifidobacterium B. animalis, B. breve, B. infantis, B. bifidum, B. lactis, B. catenulatum, B. longum, B.
adolescentis [31–34]

Enterococcus Enterococcus faecium [35]
Streptococcus Streptococcus thermophilu [36]

Lactococcus Lactococcus lactis, L. lactis, L. reuteri, L. rhamnosus, L. casei, L. acidophilus, L.
curvatus, L. plantarum [37]

Bacillus Bacillus clausii, B. coagulans, B. subtilis, B. laterosporus [38, 39]
Pediococcus Pediococcus acidilactici, P. pentosaceus [40]
Propionibacterium P. jensenii, P. freudenreichii [30]
Streptococcus Streptococcus sanguis, S. oralis, S. mitis, S. thermophiles, S. salivarius [36]
Bacteroides Bacteroides uniformis [41]
Enterococcus Enterococcus faecium [35]
Peptostreptococcus Peptostreptococcus productus [39]
Escherichia Escherichia coli Nissle 1917 [38]
Faecalibacterium Faecalibacterium prausnitzii [42]
Akkermansia A. muciniphila [41]
Saccharomyces Saccharomyces cerevisiae, S. boulardi [43]

Table 2: A list of common prebiotics for the preparation of synbiotics∗.

Prebiotics Sources References

Fructooligosaccharides Fructooligosaccharides Onion, Leek, Asparagus, Chicory, Jerusalem artichoke,
Garlic, Wheat, Oat [44]

Inulin
Agave, banana, burdock camas, chicory, coneflower, costus, elecampane, globe
artichoke, dandelion, Jerusalem artichoke, jicama, wild yam, mugwort root, yacon,
garlic, onion

[45]

Isomaltooligosaccharides Miso, soy, sauce, sake, honey [46]
Lactulose Skim milk [47]
Lactosucrose Milk sugar [48]
Galactooligosaccharides Lentil, human milk, chickpea/hummus, green pea, lima bean, kidney bean [49, 50]
Soybean oligosaccharides Soybean [51]
Xylooligosaccharides Bamboo shoot, milk, honey [34]
Fructooligosaccharides Onion, chicory, garlic, asparagus, banana, artichoke [52]
Arabinoxylan Bran of grasses [53]
Arabinoxylan oligosaccharides Cereals [54]
Resistant starch-1,2,3,4 Beans, legumes, starchy fruits and vegetables, whole grains [55]
∗This information was reproduced from Kerry et al. [8].

transepithelial vesicular transport mechanism. When anti-
genic molecules cross the intestinal barrier, they stimu-
late the innate and adaptive immune systems in the body
[56].

3.1. Innate and Adaptive Immunity. Humans may come
into contact with millions of pathogenic organisms through
ingestion, inhalation, and many other ways, while the innate
immune system plays a vital role in preventing infec-
tion by specific pathogen. Innate immunity is recognized
as a first-line defense system against pathogens and can

remember previous encounters while attacking again. Phago-
cytic cells, including neutrophils, monocytes, macrophages,
and NK cells, enable this first-line defense system against
pathogenic microorganisms in the human body, which
destroys pathogens and protects from the corresponding
infection. These key players are not specific in recognizing
their targets, unlike adaptive immune responses. However,
this first-line defense system largely depends on the number
of phagocytic cells and proteins, which then activate the adap-
tive immune response in vertebrates through the activation of
antigen-presenting cells (APCs) [57, 58].
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Figure 1: Immunomodulation of probiotics.

On the other hand, development of adaptive immune
responses to a new pathogen in the body is comparatively
slower than innate immune responses. Usually, lymphocytes
(B and T) are key players in the adaptive immune response,
which exerts more effective immune responses, having spe-
cific antigen receptors, namely, the B cell receptor (BCR) for B
cells and T cell receptor (TCR) for T cells [59]. Furthermore,
antigen receptors of each naive lymphocyte possess unique
specificity. Interestingly, B cells contribute to adaptive immu-
nity, through the secretion of antibodies, known as humoral
immunity, while T cells contribute cell-mediated immunity
through subdivision into T helper cells (CD4+, calledTh) and
cytotoxic T cells (CD8+) [60]. It has been well known that
B cells recognize specific antigens via BCRs, whereas CD8+
cells recognize antigens as peptide/MHC class I complexes,
and CD4+ cells recognize antigens as peptide/MHC class II
complex [61]. Once ACPs are activated, T cells proliferate
and differentiate into CD8+ T cells and CD4+ T helper
cells. Furthermore, CD8+ T cells convert into cytotoxic T
lymphocytes (CTLs), whereas CD4+ T helper cells activate
and regulate macrophages and B cells to respond to the
adaptive immune system.

3.2. Mucosal Immunity. Themucosal immune system is very
specific in protecting the whole inner surface, involving the
oral-pharyngeal cavity, respiratory tract, gastrointestinal (GI)
tract, and urogenital tract, as well as the exocrine glands in
the human body. The mucosal immune system exerts similar
features and anatomical organization for whole inner sur-
face, although organs have different locations in the human

body. The GI immune system can represent the mucosal
immune system, as shown in Figure 1, while three major
compartments, namely, the epithelial layer, lamina propria
(LP), and mucosal-associated lymphoid tissue (MALT), are
reported to be involved in the GI tract [62, 63]. Lymphoid
tissue in the GI tract consists of Peyer’s patches, which are
characterized by follicle-associated epithelium (FAE) and are
distributed in the intestinal epithelium and in secretory sites
within the mucosa. However, the epithelial layer and lamina
propria are battlefronts, whileMALTs act as headquarters and
initiate adaptive immune responses. APCs in Peyer’s patches
capture immunoglobulin A (IgA) antigen from epithelium
and microfold cells. Usually, T cells become activated after
antigen recognition, and, finally, APCs migrate antigen to
lymphoid follicles, lymphoid tissue (LP), and mesenteric
lymph nodes. IgA exerts first-line immune defense in the
mucosal immune defense with two isotypes of IgA, one being
IgA1 in the small intestine and the other being IgA2 in
the colonic mucosa produced by B cells [64]. Nevertheless,
activated T cells differentiate into effector cells and ensure
the integrity of the mucosal barrier and GI environment.
However, an application of Bifidobacterium bifidum R0071,
Bifidobacterium infantis R0033, and Lactobacillus helveticus
R0052 was reported to boost the immunity of infants with
changes in salivary immunoglobulin A (SIgA) and the diges-
tive system [65]. Probiotic fermented milk containing L. casei
DN114001was found to be effective for gutmucosal immunity
in a BALC/c mouse model, with an increased number of
T and IgA+B lymphocytes, macrophages, and cells from
the nonspecific barrier (goblet cells), while IgA+B was also
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reported to activate the transcriptional factor NFAT, which
is also a nuclear factor of activated T cells [66]. Dogi et al.
[67] introduced nonpathogenic Gram-positive and Gram-
negative bacteria in some animal models, while only Gram-
positive strains, including L. acidophilus (strains CRL 1462
and A9) and L. casei (CRL 431), have been reported to
increase TLR-9 expression.

4. Immunomodulation of Cytokine Profiles

Immunomodulatory effects and clinical health benefits of
probiotics have been attractive in the treatment of various
degenerative diseases. Researchers are now concentrating on
identifying the elite properties of probiotics, and some of
these include effects on immunity, such as antipathogenic-
ity, antiobesity and diabetic, anti-inflammatory, anticancer,
antiallergic, and angiogenic activities and result in effects
on the central nervous system (CNS), while efficacy largely
depends on the mechanism of action. A number of stud-
ies have reported basic molecular mechanisms, such as
enhanced IgA secretion, production of cytokines, produc-
tion of antibacterial substances, enhanced tight junctions of
the intestinal barrier against intercellular bacterial invasion,
and competition with new pathogenic microorganisms for
enterocyte adherence, by which probiotics regulate intestinal
epithelial health, although the immunomodulatory effects of
probiotics are not the same in every individual and largely
depend on environment and epigenetic interactions with the
host. In the immunomodulation, probiotic antigenic frag-
ments, such as cell wall compounds, have the ability to cross
the intestinal epithelial cells andM cells in Peyer’s patches and
to then modulate the innate and adaptive immune responses
in the body, as illustrated in Figure 1 [68].

The immunomodulatory effect of probiotics is attributed
to the release of cytokines, including interleukins (ILs),
tumor necrosis factors (TNFs), interferons (IFNs), trans-
forming growth factor (TGF), and chemokines from immune
cells (lymphocytes, granulocytes, macrophages, mast cells,
epithelial cells, and dendritic cells (DCs)) [69] which further
regulate the innate and adaptive immune system [70]. It has
been reported that cell wall components of Bifidobacteria and
Lactobacilli, such as lipoteichoic acid, stimulate NO synthase,
which is potential in pathogen-infected cell deathmechanism
(NO) presented by macrophages through TNF-𝛼 secretion.
In addition, two surface phagocytosis receptors (Fc𝛾RIII and
tool-like receptor (TLR)) are also upregulated by NO [61, 71].
Probiotics have been reported to interact with enterocytes
and dendritic, Th1, Th2, and Treg cells in the intestine
and to modulate the adaptive immunity into pro- and/or
anti-inflammatory action. Studies with BALB/c (20–30 g)
inbred mice and Fisher-344 inbred rats demonstrated that
Lactobacillus paracasei subsp. Paracasei DC412 strain and
L. acidophilus NCFB 1748 induced early innate immune
responses and specific immune markers through phagocyto-
sis, polymorphonuclear (PMN) cell recruitment, and TNF-
alpha (TNF-𝛼) production [72]. In another experimental ani-
mal model involving BALB/c mice, oral administration of L.
casei favored rapid activation of immune cells and produced a

higher number of specific markers such as CD-206 and TLR-
2 cells [73], while TLRs improve the immunological defense
mechanism in terms of pro- and anti-inflammatory cytokine
production upon the detection of foreign objects [74].

4.1. Pro- and Anti-Inflammatory Cytokines. Probiotic strains
have a significant influence on the gut barrier by stimulating
B cells for the production of IgA. In in vitro studies with ente-
rocyte cells (HT-29, caco-2, and dendritic cells derived from
PBMC), probiotics have been reported to influence cytokine
production by APCs, which initiates adaptive responses.
Cytokines also enhance the defense system against invasion
by bacterial, fungal, viral, and any pathogenic components. A
number of researchers studying the immune system in animal
models found that the importance of cytokines lies in binding
to specific receptors on cell membrane and in triggering
cellular cascades for the induction and improvement, as
well as inhibition of several cytokine-regulated genes in
the nucleus [75, 76]. The inflammatory process depends on
proinflammatory and anti-inflammatory cytokines, where
the anti-inflammatory cytokine, interleukin-10 (IL-10), is
produced bymonocytes, T cells, B cells,macrophages, natural
killer cells, and dendritic cells, which inhibit proinflam-
matory cytokines, chemokines, and chemokine receptors,
responsible for intestinal inflammation. A mechanism of
immune regulation, involving two distinct categories probi-
otics (immunostimulatory and immunoregulatory), is shown
in Figure 2. Immunostimulatory probiotics have the ability
to act against infection and cancer cells, inducing IL-12
production, which activates NK cells and develops Th1 cells.
These probiotics also act against allergy through a balance
betweenTh1 andTh2. On the other hand, immunoregulatory
probiotics have been characterized with IL-10 and Treg
cell production, which results in decreases in allergy, IBD,
autoimmune diseases, and inflammatory responses [77].

In an in vitro study with Caco-2 cells [78], proinflam-
matory cytokines (IL-1𝛽, IL-8, and TNF-𝛼) were induced
by Lactobacillus sakei, whereas Lactobacillus johnsonii influ-
enced the production of TGF-𝛽 (anti-inflammatory). It has
been revealed that IL-6 favors the clonal expansion of IgA
B lymphocytes and stimulates the production of antibodies
such as IgM, IgG, and reduced secretion of IgE [79]. In
addition, anti-inflammatory cytokines, such as IL-4, IL-5,
IL-6, IL-10, and IL-13, are produced by Th2 cells, DCs,
monocytes, B cells, and Tregs and induce adaptive immune
response in the body [80]. In an earlier study, Borruel
et al. [81] cultured intestinal mucosa of Crohn’s disease
patient with nonpathogenic bacteria including Lactobacillus
casei, Lactobacillus bulgaricus, Lactobacillus crispatus, and
Escherichia coli to investigate bacterial modulating effects on
cytokine responses. Considering a significant reduction in
the proinflammatory cytokine TNF-𝛼 in inflamed mucosa
cultured with L. casei and L. bulgaricus, the authors noted
that probiotics interact with immunocompetent cells and
modulate the production of proinflammatory cytokines.
In an interleukin-10-deficient mouse model, Lactobacillus
salivarius and Bifidobacterium infantis have been used to
evaluate their impact on the immune system of hosts in terms
of mucosal and systemic cytokine profiles [82]. Significant
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reductions in interferon-𝛾 (INF-𝛾) and TNF-𝛼 by Peyer’s
patch lymphocytes and proinflammatory cytokine produc-
tion by spleen cells were found in probiotic-treated mice.The
administration of a mixture of L. paracasei and L. reuteri
to IL-10-deficient mice infected with Helicobacter hepaticus
resulted in reductions inmucosal proinflammatory cytokines
and, consequently, reduced the development of colitis [83].
Yan and Polk [84] found that Lactobacillus rhamnosus GG
plays a vital role in activating antiapoptotic Akt/protein
kinase B and in the inhibition of proapoptotic factors through
the p38 MAPK pathway. Recently, Karamese et al. [85]
administrated amixture of Lactobacillus and Bifidobacterium
species to rats for evaluation of the immunomodulatory
effects of probiotics, where modulation or regulation of
immune responses is evident through the upregulation of IL-
10 (an anti-inflammatory cytokine) and the downregulation
of TNF-𝛼 and IL-6 (proinflammatory cytokines). It has
also been reported that application of probiotics leads to
significant increases in IgA and IgG concentrations in rats,
although this is dose-dependent.

Probiotics also have potential as immunomodulatorswith
the ability to interact with epithelium and DCs, mono-
cytes/macrophages, and lymphocytes. Borruel et al. [81]
cultured mucosal samples from Crohn’s disease patients with
Escherichia coli, Lactobacillus casei, Lactobacillus bulgaricus,
and Lactobacillus crispatus and reported that Lactobacillus
casei and Lactobacillus bulgaricus significantly reduced the
production of the proinflammatory cytokine TNF-𝛼 through
interaction with immunocompetent cells. The oral adminis-
tration of lactic acid bacteria, such as Lactobacillus casei, L.
acidophilus, L. rhamnosus, L. delbrueckii subsp. bulgaricus, L.
plantarum, Lactococcus lactis, and Streptococcus thermophiles,
increases the number of IgA-producing cells associated with
lamina propria inmucosa and this effect is dose-dependent. It
has been reported that most of the lactic acid bacteria assayed
induced inflammatory immune responses, although none of

them are unable to induce cytotoxicity mechanisms [86].
Livingston et al. [87] treated bone-marrow-derived dendritic
cells (BMDCs) with Lactobacillus reuteri 100-23, which were
then incubated with splenic T cells from ovalbumin T cell
receptor transgenic mice. Anti-inflammatory cytokine IL-
10, induced by BMDCs, resulted in lower IL-2 production
and increased TGF-𝛽 production. Different Lactobacillus
and Bifidobacterium strains demonstrate the potential to
trigger epithelial cell expression of IL-10, TGF-𝛽, and IL-6
and further stimulate the immunoglobulin production (IgA).
Probiotic strains stimulate the immunoglobulin receptors of
intestinal epithelial cells [88]. Various animal models suggest
that the effects of probiotics on the immunomodulation
of cytokines are strain-specific; therefore, combinations of
different probiotic strains are beyond the scope of further
study to treat inflammation-associated tissue damage and
gastrointestinal inflammation in humans.

5. Conclusions

Probiotic treatment is a promising research arena in the
medical sciences, since probiotics alone, or together with
prebiotics, have potential in themodulation of gutmicrobiota
and immune responses in the host. However, a number of
scientific reports are identical in terms of the role of probiotics
in preventing obesity, inflammatory diseases, and cancer.The
immunomodulatory effects of probiotics have gained much
attention for the treatment of degenerative and other diseases
caused by pathogenic microorganisms. Probiotics have a
positive influence on the innate immunity, exerting several
antiviral properties. Furthermore, it has been established that
probiotics increase gut barrier functions by stimulating B
cells and by influencing cytokine production, which initiates
adaptive responses in the host body, although there are insuf-
ficient research publications regarding how probiotics induce
immunomodulatory effects in the treatment of inflammation.
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It is also urgent to understand cytokine secretion by Th2
cells, DCs, monocytes, B cells, and Tregs in order to establish
new strains of probiotics. Further studies can be suggested to
determine the precise action of probiotics on inflammation
because these findings will be key routes in the medical sector
and for better human health.
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