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Summary 

The socio-economic relevance of emergent viruses has driven a 

considerable research effort aimed at understanding the process of emergence. 

Virus emergence depends on a range of factors intrinsic to the virus, such as 

genetic traits that determine its fitness in different hosts (i.e., evolutionary factors), 

or extrinsic factors related to ecology and epidemiology that ultimately result in 

the virus encountering and infecting a new host population (i.e., ecological 

factors). Therefore, mechanisms underlying emergence involve the evolution of 

virus host range, which has received considerable research attention in the past. 

However, until recently, the focus on factors intrinsic to the virus has been at the 

expense of understanding ecological factors that affect host-range evolution. 

Previous work has highlighted the importance of knowing the host range of 

viruses, to understand how host and virus ecology influences the epidemiology 

of the virus, and thus the risk of infection. Nevertheless, it is unusual to find 

literature from studies that have characterised the host range of a virus in a given 

ecosystem. At the spatial scale of the landscape, the influence that environmental 

heterogeneity has on host and virus diversity and on the large numbers of plant-

virus interactions, requires minimising biases in the quantification and 

comparison of communities. New high-throughput sequencing (HTS) approaches 

in combination with computational tools developed for big-data, are now the gold 

standard for addressing landscape scale dynamics and the joint study of the 

ecological and evolutionary factors that underlie virus emergence.  

The goal of this thesis was to identify ecological factors that determine 

plant-virus interactions in the heterogeneous communities of an agricultural 

ecosystem. The ultimate ambition of determining the ecological factors that drive 

transmission dynamics and emergence at the landscape scale, exceeds the 

scope of a doctoral thesis. Nevertheless, the goal of the thesis sets the basis for 

reaching that ambitious target through fulfilling a series of objectives; the first 

steps towards understanding virus emergence. The first objective, to evaluate 

plant community variation of an agricultural ecosystem in central Spain, was 

performed by comparing four key habitats subject to increasing levels of human 

intervention. The loss of biodiversity in agricultural ecosystems is expected to 

change epidemiological dynamics of plant viruses. Therefore, variation in plant 
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communities from each of four habitat types, Oakwood, Wasteland, Edge and 

Crop, was evaluated to investigate, in the second objective, plant community 

structure-function relationships with virus diversity. To this aim, the second 

objective was to characterise the virome of plant communities in the four habitats 

using a HTS approach, to examine the contribution of ecological factors in 

structuring single-stranded RNA (ssRNA) virus communities. The third objective 

focused on watermelon mosaic virus (WMV), a widespread large host range 

generalist virus, where HTS was combined with RT-PCR amplification and 

Sanger sequencing to assess the effect of the four habitats on host range, 

incidence, and genetic diversity.  

The results showed plant assemblages of each of the habitats clustered 

into discrete categories, with Crop and Edge the most similar, and Oakwood the 

most differentiated plant community. The diversity of the plant assemblages 

differed among the habitats, Crop with the lowest diversity and Wasteland with 

the highest. Plant diversity was affected by seasonality. Apart from Crop with an 

opposite trend, the plant diversity of each habitat decreased between spring and 

autumn. Of the 118 total plant species that were sequenced, 106 of them were 

validated as hosts of viruses. Edge had the highest host richness with 52 species, 

and Crop the lowest with 28 species. Oakwood and Wasteland had 45 and 41 

host species respectively. The highest virus (operational taxonomic unit; OTU) 

richness was detected in Edge followed by Wasteland. Oakwood and Crop, which 

were polar opposites in the level of disturbance, supported less species than the 

other two habitats. The distribution of viruses among the habitats was associated 

strongly with host species abundance only within Edge, but in general, host use 

was not driven by the abundance of any given plant species. A large proportion 

(62 %) of the 90 OTUs detected had host ranges of less than five species, and a 

small proportion (19%) had host ranges of 20 or more species. The host range of 

a given virus differed significantly among the habitats, with Edge producing the 

highest realised mean host ranges. The effect of habitat and host ecology on 

plant viruses was also evident in the structuring of WMV incidence, genetic 

diversity, and host range. Although sensitivity in detection by HTS was greater 

than by RT-PCR, both host range estimates of 43 and 24 species respectively, 

showed WMV infected species occurring in each habitat. The incidence of WMV 
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was higher in Crop compared to Edge and Wasteland, but equivocal to that in 

Oakwood.  

Incidence was correlated with host species relative abundance in Crop, 

but not in the other habitats, with no dependency between seasonality and habitat 

in structuring incidence. The genetic diversity of WMV was not significantly 

structured according to host species or habitat, but rather between Cucumis melo 

and wild host species. Both phylogenetic inferences and haplotype networks 

showed 4 main clades of WMV, each with mixed host associations, and with 

Oakwood supporting the only habitat-specific clade. Overall, habitat associations 

with the coat protein gene of WMV were stronger than host species associations, 

but both had an important role in differentiation between and within WMV 

populations. 

This thesis demonstrated that viral detection by HTS is robust to 

quantifying variation at higher levels of organisation among habitats. Differences 

in community composition associated with each habitat at any given time, 

resulted in a subset of possible biotic interactions within each of them, and 

contributed to structuring plant-virus and virus-virus interactions at the ecosystem 

scale. Ecological differentiation among habitats was shown in the distinctions 

between their plant and virus community compositions, and the responses 

viruses had to host plant ecology. For instance, Edge was conducive to infections 

by many viruses, and supported host species that were infected on average by 

more viruses with wider realised host ranges compared to the other habitats, 

which revealed important ecological features of a reservoir community. 

Ecological interactions were also partly contingent on seasonality and the level 

of disturbance. The infection by viruses of a large majority of the plant samples 

suggests the association of symbionts with most host species is frequent. Thus, 

ecological factors affect transmission between and within plant communities of 

agricultural ecosystems, and influence the processes of host range evolution and, 

hence virus emergence.  
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Resumen 

La relevancia socioeconómica de los virus emergentes ha impulsado un 

esfuerzo considerable en la investigación destinada a comprender el proceso de 

emergencia. La emergencia de los virus depende de una serie de factores 

intrínsecos al virus, como los rasgos genéticos que determinan su adaptación a 

diferentes huéspedes (es decir, factores evolutivos), o factores extrínsecos 

relacionados con la ecología y la epidemiología que, en última instancia, hacen 

que el virus encuentre e infecte a una nueva población de huéspedes (es decir, 

factores ecológicos). Por lo tanto, los mecanismos que subyacen a la emergencia 

implican la evolución de la gama de huéspedes del virus, tema que ha recibido 

una considerable atención en el pasado. Sin embargo, hasta hace poco el 

énfasis en el estudio de los factores intrínsecos del virus ha sido en detrimento 

de la comprensión de los factores ecológicos que afectan a la evolución de la 

gama de huéspedes. Los trabajos publicados han puesto de relieve la 

importancia de conocer la gama de huéspedes de los virus para entender cómo 

la ecología del huésped y del virus influye en la epidemiología del virus y, por 

tanto, en el riesgo de infección. Sin embargo, hay pocos estudios que hayan 

caracterizado la gama de huéspedes de un virus en un ecosistema determinado. 

A escala espacial del paisaje, la influencia que la heterogeneidad ambiental 

ejerce sobre la diversidad de huéspedes y virus y sobre el gran número de 

interacciones planta-virus, exige minimizar los sesgos en la cuantificación y 

comparación de las comunidades. Los nuevos enfoques de secuenciación de 

alto rendimiento (HTS) en combinación con las herramientas computacionales 

desarrolladas para big-data, son las mejores herramientas para abordar la 

dinámica a escala del paisaje y el estudio conjunto de los factores ecológicos y 

evolutivos que subyacen a la emergencia viral. El objetivo de esta tesis es 

identificar los factores ecológicos que determinan las interacciones planta-virus 

en las comunidades heterogéneas de un ecosistema agrícola. Determinar los 

factores ecológicos que afectan a la dinámica de transmisión y la emergencia a 

escala del paisaje excede del alcance de una tesis doctoral. Sin embargo, el 

trabajo realizado en esta tesis sienta las bases para alcanzar esa ambiciosa meta 

mediante el cumplimiento de una serie de objetivos como primeros pasos hacia 

la comprensión de la emergencia de los virus.  
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El primer objetivo ha sido evaluar la variación de la comunidad vegetal de 

un ecosistema agrícola del centro de España, y se llevó a cabo comparando 

cuatro hábitats clave sujetos a niveles crecientes de intervención humana. Se 

espera que la pérdida de biodiversidad en los ecosistemas agrícolas cambie la 

dinámica epidemiológica de los virus de plantas. Por lo tanto, se evaluó la 

variación de las comunidades vegetales de cada uno de los cuatro tipos de 

hábitat, Encinar, Erial, Linde y Cultivo, para investigar, en el segundo objetivo, 

las relaciones entre estructura y función de la comunidad vegetal y la diversidad 

de virus. Para ello, el segundo objetivo ha sido caracterizar el viroma de las 

comunidades vegetales de los cuatro hábitats mediante HTS, para examinar la 

contribución de los factores ecológicos en la estructuración de las comunidades 

de virus con genomas de RNA monocatenario (ssRNA). El tercer objetivo se 

centró en el virus del mosaico de la sandía (watermelon mosaic virus, WMV), un 

virus generalista con una amplia gama de huéspedes, en el que se combinó la 

HTS con la amplificación por RT-PCR y la secuenciación Sanger para evaluar el 

efecto de los cuatro hábitats en la gama de huéspedes, la incidencia y la 

diversidad genética.  

Los resultados mostraron que las comunidades de plantas de cada uno 

de los hábitats se agruparon en categorías discretas, siendo las del Cultivo y la 

Linde las más similares, y el Encinar la comunidad vegetal más diferenciada. La 

diversidad de las comunidades de plantas difiere entre los hábitats, siendo el 

Cultivo el de menor y el Erial el de mayor diversidad. La diversidad de plantas se 

vio afectada por la estacionalidad. A excepción del Cultivo, que muestra una 

tendencia opuesta, en cada hábitat la diversidad de plantas disminuyó entre la 

primavera y el otoño. De las 118 especies vegetales que se secuenciaron, 106 

fueron validadas como huéspedes de virus. La Linde tuvo la mayor riqueza de 

huéspedes, con 52 especies, y el Cultivo la menor, con 28. Los Encinares y los 

Eriales tenían 45 y 41 especies de huéspedes, respectivamente. La mayor 

riqueza de virus (unidad taxonómica operativa; OTU) se detectó en la Linde, 

seguido del Erial. El Encinar y el Cultivo, que representan extremos opuestos en 

cuanto al nivel de perturbación, albergaban menos especies de virus que los 

otros dos hábitats. La distribución de los virus en los hábitats sólo se asoció con 

la abundancia de especies de huéspedes en la Linde, pero en general, el uso de 
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los huéspedes no se relaciona con la abundancia de ninguna especie de planta 

determinada. Una gran proporción (62%) de los 90 OTUs de virus detectados 

tenía una gama de huéspedes de menos de cinco especies, y una proporción 

mucho menor (19%) tenía una gama de huéspedes de 20 o más especies. La 

gama de huéspedes de un virus determinado difería significativamente entre los 

hábitats, siendo la Linde el que presentaba de media una mayor gama de 

huéspedes. El efecto de la ecología del hábitat y del huésped sobre los virus de 

plantas también fue evidente en la estructuración de la incidencia, la diversidad 

genética y la gama de huéspedes de WMV. Aunque la sensibilidad de detección 

por HTS fue mayor que por RT-PCR, ambas estimas de la gama de huéspedes, 

de 43 y 24 especies respectivamente, mostraron especies infectadas por WMV 

en cada hábitat. La incidencia de WMV fue mayor en el Cultivo que en la Linde 

y el Erial, pero similar a la del Encinar. La incidencia se correlacionó con la 

abundancia relativa de las especies de huéspedes en los Cultivos, pero no en 

los otros hábitats, y no se encontró dependencia entre la estacionalidad y el 

hábitat en la estructuración de la incidencia. La diversidad genética de WMV no 

se estructuró de forma significativa en función de la especie de huésped o de 

hábitat, sino más bien entre Cucumis melo y las especies de huéspedes 

silvestres. Tanto las inferencias filogenéticas como las redes de haplotipos 

mostraron 4 clados principales de WMV, y cada uno de ellos incluye haplotipos 

que infectan a distintos huéspedes. Sólo el Encinar aloja un clado específico de 

hábitat. En general, la diversidad del gen de la proteína de la cápsida de WMV 

se asocia más con el hábitat que con la especie de huésped, pero ambos 

factores tienen un papel importante en la diferenciación entre y dentro de las 

poblaciones del WMV. 

Los resultados de esta tesis demuestran que la detección de virus 

mediante HTS es robusta en cuanto a cuantificar la variación a niveles superiores 

de organización, es decir, entre hábitats. Las diferencias en la composición de 

las comunidades asociadas con cada hábitat en un momento dado dieron lugar 

a un subconjunto de posibles interacciones planta-virus en cada uno de ellos, y 

contribuyeron a estructurar las interacciones planta-virus y virus-virus a escala 

del ecosistema. La diferenciación ecológica entre los hábitats se puso de 

manifiesto por la distinta composición de sus comunidades de plantas y de virus, 



 

 

XXII 
 

y por las respuestas de los virus a la ecología de las plantas huésped. Por 

ejemplo, la Linde favorece las infecciones por muchos virus, y contiene 

huéspedes que de media se infectan por más virus con gama de huéspedes más 

amplia que en los otros hábitats. Estas características ecológicas de la Linde son 

importantes, y son propias de una comunidad reservorio. Las interacciones 

ecológicas también dependen de la estacionalidad y del nivel de perturbación del 

hábitat. El hecho de que una gran mayoría de las especies de plantas esté 

infectada por virus indica una alta frecuencia de asociaciones simbióticas. En 

conclusión, los resultados demuestran que los factores ecológicos afectan a la 

transmisión de virus entre y dentro de las distintas comunidades vegetales de los 

ecosistemas agrícolas, e influyen en la evolución de la gama de huéspedes y, 

por tanto, en la emergencia viral. 
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1.1. The importance of emerging plant diseases 

The intensification of agriculture in the second half of the 20th century has 

largely been a response to the need to feed a growing human population. 

However, agriculture in the 21st century faces multiple challenges. The rapid pace 

at which the world's population is growing implies a significant increase in 

demand for food (FAO, 2009). The increase in global demand poses a huge 

challenge to food production and to sustaining ecosystems (Tilman et al., 2002). 

Plant diseases are important ecological agents that modulate the composition of 

ecological communities, and the services ecosystems provide (Cooper & Jones, 

2006; Fraile & Garcia-Arenal, 2010; Jones, 2009; Malmstrom et al., 2011). A 

major challenge is to reduce the impact of plant diseases in agricultural 

production without compromising environmental integrity (i.e., biophysical 

processes that support plant and animal life in the environment (Tilman et al., 

2002)).   

The social and economic effects of crop losses caused by plant diseases 

have been well documented. Plant diseases are responsible for a 13-16% yearly 

reduction in global crop yields, being a serious threat to food security (Oerke, 

2006; Savary et al., 2006). These losses are due to disease effects that range 

from systemic changes in growth and development in individual plants, to the 

complete devastation of entire crops (Savary et al., 2006). The losses due to plant 

diseases are often greatest for emerging diseases. Emerging infectious diseases 

are defined as those that have appeared in a new host population or have 

previously existed in a host population but are rapidly increasing in incidence or 

geographic range as a result of long-term changes in its underlying epidemiology 

(McArthur et al., 2019; Vurro et al., 2010; Woolhouse 2002, Woolhouse et al., 

2005). The negative impact of emerging diseases is greatest since they affect 

host populations that have not been previously challenged by the causal agent 

(Vurro et al., 2010; Woolhouse et al., 2005), implying the absence of evolved 

constraints on susceptibility and pathogenicity. This could be accompanied by 

altered pathogenesis resulting in increased disease severity, allowing outbreaks 

of diseases of high impact and unusual severity (Anderson et al., 2004).  
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 Most plant diseases in crops are caused by viruses and fungi (Waterworth 

& Hadidi, 1998), viruses being the second most important group of plant 

pathogens (Agrios, 2005; García-Arenal & McDonald, 2003) after fungi (Hsu, 

2002). In fact, almost half of the emerging diseases of plants reported in the last 

four decades were caused by viruses (Elena et al., 2014). For example, 

Cucumber green mottle mosaic virus (CGMMV), which was described in 1935 in 

England (Ainsworth, 1935), has recently become one of the most economically 

important cucurbit pathogens worldwide (Crespo et al., 2017), as it has expanded 

its distribution to infect various cucurbit crops in different regions (Ellouze et al., 

2020). Another example is tomato yellow leaf curl disease, caused by a cluster 

of closely related virus species including Tomato yellow leaf curl virus (TYLCV), 

which belongs to the genus Begomovirus of the Geminiviridae family. 

Phylogenetic analysis indicated that the virus arose in tomato crops in the Middle 

East, most likely between 1930 and 1950 from where it spread worldwide since 

the late 1980s and 1990s (García-Arenal & Zerbini 2019). TYLCV has been 

primarily associated with tomato, however it might also infect several alternative 

hosts in a sporadic way (García-Arenal & Zerbini 2019). The widespread 

occurrence of TYLCV and its tremendous rate of spread to new regions, makes 

it an important pathogen with a huge economic importance for tomato production 

(Pérez-Padilla et al., 2020).  

 Thus, emerging plant diseases have an enormous socio-economic 

relevance that has motivated a considerable research effort to understand the 

emergence process (Elena et al., 2014), with the aim of being able to predict new 

emergences and to develop new strategies to decrease their impact (Johnson et 

al., 2015; Ostfeld et al., 2012).   

 

 

1.2. The process of virus emergence 

Plant virus emergence is a complex, incompletely understood process 

involving multiple ecological and evolutionary factors that may be considered as 

acting sequentially (Elena et al., 2014; Jones, 2009; Roossinck & García-Arenal., 
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2015). It is broadly accepted that virus emergence involves three phases (Figure 

1.1): (I) in the first phase the virus contacts the new host populations. New virus-

host contacts are favoured by changes in the ecology of a host, a virus or a vector, 

so that pre-existing genetic variants of the virus that are well established in a 

certain host population (reservoir host) are transmitted to a new geographical 

area or new host species due to contact between reservoir host populations and 

new hosts (focal host); (II) in the second phase the virus must adapt to the new 

host or geographic area to ensure productive infections (i.e., the virus must 

multiply in hosts of the new population to levels that would allow transmission to 

the new host) and therefore allow effective transmission within the new host 

population or environment (including the host population as a key component of 

a parasite’s environment (Elena et al., 2014; Roossinck & García-Arenal., 2015)); 

and (III) last, the virus must develop effective transmission mechanisms in the 

new host population to ensure optimal transmission (Holmes, 2009; Hudson et 

al., 2008). 

Changes to species distributions and abundances (i.e., ecological) play an 

important role in the emergence process, which may favour novel virus-to-host 

encounters that takes place in the first phase (McLeish et al., 2018). For instance, 

despite the scarcity of empirical and experimental evidence, it is broadly accepted 

that virus emergence is facilitated by ecosystem simplification, defined as the loss 

of biodiversity and increases in managed croplands (Roossinck & García-Arenal, 

2015). Ecosystem simplification associated with agricultural practices may result 

in reductions of species richness (i.e., the number of species), which affects 

species interactions. Ecological changes also affect virus-vector interactions, 

which may lead to new epidemiological dynamics (Islam et al., 2020). For 

example, it is hypothesised that ecosystem simplification will affect vector 

populations and their vagility, which may lead to increased virus infection rates 

(Fraile & García-Arenal, 2016). In addition to ecological factors, virus evolution 

also plays an important role in the emergence process. The ability of a virus to 
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adapt to a new host, is relevant to the second and third stages of the emergence 

process (Elena et al., 2014). 

 

Figure 1.1. Graphical representation of the emergence process. In the first phase, the virus 

(yellow) present in the reservoir host (tree) comes into contact with populations of the focal host 

(barley). In the second phase, the virus has adapted (red) to the new host and is able to multiply 

in the focal host to levels that allow transmission to the new host (i.e.: productive infections). In 

the third phase, the virus has developed effective transmission mechanisms in the new host, 

ensuring optimal transmission within the new host population. 
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In line with the description of the phases of emergence given above, 

viruses that emerge in a new host necessarily have an origin in another host or 

reservoir, often a wild host (Roossinck & García-Arenal, 2015). However, there 

is evidence that crops have a role as reservoirs for emergence in wild plants. The 

first encounter that results in infections of the new host is called spillover. 

Spillover of the virus from its natural host to its new host (wild or crop) may result 

in viral adaptation to the new host, which results in infection dynamics becoming 

independent of its natural host. Eventually the virus may spillback to the natural 

host (Jones, 2020) (Figure 1.2.). 

 

 

 

 

 

 

 

 

 

 

 

Figure 1.2. Diagram of virus transmission from the natural host (domestic or wild) to the 

new host (Spillover), as well as virus transmission from the new host to the natural host 

(Spill back) (Modified from Roossinck & García-Arenal, 2015). 

 

Emergence often results in changes to a virus' host range; defined as the 

number of species in which it can reproduce (Haydon et al., 2002). Host range 

evolution may result in an exchange of one host for another (host switch), or the 

acquisition of an additional host (host range expansion) (Elena et al., 2014). 
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Emerging viruses are generally multi-host pathogens (Woolhouse, 2002) that 

spread to a new host population from epidemiologically connected reservoirs in 

which the pathogen is permanently maintained (Cronin et al., 2010; Roche et al., 

2013). Reservoirs of plant viruses are expected to range from single-host 

populations to multi-species communities of mixed maintenance and non-

maintenance populations (Viana et al., 2014).   

The virus host range is determined by factors intrinsic to the virus such as 

genetic traits that determine its fitness in different hosts (i.e., evolutionary factors) 

or extrinsic to the virus related to its ecology and epidemiology that ultimately 

result in the virus encountering a new host population (i.e., ecological factors) 

(Jones, 2009; McLeish et al., 2019).  

The extent of knowledge concerning evolutionary factors that allow viruses 

to adapt to new hosts or environments extrinsic to the host, far outweighs that 

about the effects of ecological factors on viral emergence (Jones 2009; Lefeuvre 

et al., 2019). In recent years, the rise of emerging infectious diseases and the 

advent of high-throughput sequencing (HTS) approaches for virus detection and 

discovery, have promoted the joint study of ecological and evolutionary factors 

that facilitate the ability of viruses to infect their hosts (infection risk) and 

mechanisms that trigger emergence (McLeish et al., 2020b).  

 

 

1.3. Evolutionary factors in virus emergence 

1.3.1. The genetics of host range evolution 

The search for evolutionary determinants of virus host ranges has led to 

the identification of virus traits that correlate with host range. Several studies have 

analysed the relationship between host range breadth and several viral traits. 

One example was the analysis of a set of 480 plant viruses with host ranges 

reported in the VIDE database (Brunt et al., 1996). This analysis showed that 

viruses with single-stranded genomes, those with three genome segments, and 

nematode transmitted viruses had broader host ranges (Moury et al., 2017). A 

broad host range was also associated with seed transmission, however, the 
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association between seed transmission and host range breath depended on the 

nature of the genome. Additionally, this study showed that virus host ranges are 

constrained by plant taxonomy at the family taxonomic rank (Moury et al., 2017). 

Since the specificity of infection is an important feature of host-virus 

interactions, genetic studies of host range evolution have focused on the co-

evolution of hosts and viruses. Genetic specificity, i.e., infection and multiplication 

in a given host can be produced by only a subset of pathogens, and for a given 

host-virus interaction, a subset of virus genotypes can infect and multiply in a 

subset of  host genotypes, is a major determinant of host range (McLeish et al., 

2018). The outcome of these interactions can be integrated into co-evolutionary 

models, which consider the interaction between loci for resistance and infectivity 

in the host and virus, respectively (Agrawal & Lively 2002; Fraile & García-Arenal 

2010). The two main models explaining  pathogen genotype-host-genotype 

interactions are the gene-for-gene (GFG) and the matching-alleles (MA) models, 

initially proposed for plant-pathogen and invertebrate-pathogen interactions 

(Agrawal & Lively, 2002; 2003).  

The GFG model proposes a hierarchy of alleles that determine host 

resistance or viral infectivity; i.e., some resistance alleles are intrinsically better 

than others, which confers resistance to a broader set of virus genotypes, and 

likewise some viral infectivity alleles are intrinsically more efficient than others, 

which allows infection of a broader subset of host genotypes. In contrast, the MA 

model assumes that there is no such hierarchy of resistance/infectivity alleles 

(Agrawal & Lively, 2002). Instead, a particular resistance allele is more effective 

at resisting a subset of virus genotypes and less effective at resisting the rest; the 

same is true for some viral infectivity alleles, which are inherently better at 

infecting a subset of host genotypes. The GFG or MA evolutionary models are 

related to different molecular mechanisms of host-virus interaction. For the GFG 

model, successful infection occurs when the host genotype does not recognise 

the virus genotype and for the MA model, infection requires molecular matches 

between host or virus (Agrawal & Lively, 2002; Dybdahl et al., 2014). These two 

models condition the evolution of resistance/infectivity alleles. In particular, the 

GFG model proposes that viruses tend to evolve to infect all host genotypes 
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(universal infectivity). However, this evolutionary outcome is not possible for the 

MA model (Agrawal & Lively, 2002; 2003; Frank, 1996). These models can also 

explain the evolution of host range at the interspecific level. A GFG-like 

interaction allows a host range expansion and thus an evolution towards 

generalism (broad host range). An MA-like interaction, on the other hand, implies 

specialism (narrow host range), and it does not allow host range expansions but 

conditions host switches (Weitz et al., 2013).  

 

1.3.2. Fitness trade-offs in host range evolution 

The role of fitness penalties (costs) associated with host resistance and 

viral infectivity in host-pathogen coevolution is another difference between the 

GFG and MA models. Theory predicts that for GFG-like interactions fitness 

penalties would be required to maintain polymorphisms of resistance and 

infectivity loci in the host or virus population, respectively. If the interaction is 

according to the MA model, these penalties are not required for polymorphisms 

to occur (Agrawal & Lively, 2002; 2003; Frank, 1996). The cost of infectivity on 

new host genotypes would hinder host range expansion in GFG-like interaction. 

However, in MA-like interaction, adaptation to a new host would result in host 

switching. MA-like interaction assumptions can be relaxed to allow for partial 

resistance/infectivity by incorporating partial resistance/infectivity costs. It has 

been proposed that pure GFG or MA-like interactions may not exist in nature, 

where real host-pathogen systems most likely lie in intermediate positions in a 

continuum between these two extremes (Agrawal & Lively, 2003).   

Both pure GFG and MA models, and GFG or MA models with relaxed 

assumptions, imply that the fitness of the virus varies across all its potential hosts, 

leading to the concept of across-host adaptive trade-offs (McLeish et al., 2018). 

As fitness is environment dependent, and the host is a major component of a 

virus' environment, fitness cannot be maximised simultaneously for all potential 

hosts (Figure 1.3.). Therefore, adaptation to a specific host implies a fitness cost 

in other hosts, and adaptation to one or a few related hosts, where its fitness will 

be maximised, evolving towards specialisation. In this way costs of host 

adaptation will translate into an adaptive trade-off among hosts. Thus, a 
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generalist virus would optimise its fitness across all its hosts, but in each 

individual host its fitness will be lower than the corresponding maxima, favouring 

the evolution of specialisation rather than generalisation (Bedhomme et al., 2015; 

Elena, 2017). 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1.3. Theoretical example of the fitness of three virus genotypes across susceptible 

hosts that differ in their degree of genetic relatedness. The virus genotype represented by 

the yellow line has evolved on and adapted to species 6 (S6), in addition, it is a specialist for the 

host species from 'pink' clade but has very low fitness for the host species from 'green' clade. The 

genotype represented by the blue line has evolved on and adapted to species 2 (S2) and is a 

specialist of high fitness in the ‘green’ clade but pays a fitness cost in host species from the ‘pink’ 

clade. Finally, the red line shows the situation for a generalist virus that is paying a fitness costs 

all hosts. However, on average this virus genotype has optimised its fitness across all its hosts, 

but its fitness on each host is lower than the fitness showed by the other virus genotypes (Modified 

from Bedhomme et al., 2015). 

 

Because of the relevance of these general concepts for host range 

evolution, efforts to gather evidence for the occurrence of adaptive costs and 

across-host fitness trade-offs have been important. The observational (e.g., 

Sharp & Hahn, 2010) and experimental (e.g., Agudelo-Romero et al., 2008) 
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evidence of across-host trade-offs has shown that emergence of plant and animal 

viruses often occurs because the virus jumps from its original host (reservoir) to 

another host that is taxonomically related (Longdon et al., 2014). Further 

evidence has shown that generalist plant viruses do not perform equally well in 

all their hosts. For example, an analysis of 5 generalist viruses in 21 wild plant 

species showed significant host-virus associations where high prevalence 

corresponded to high host selectivity (i.e., host specialisation) (Malpica et al., 

2006). These results suggest that multiplication and transmission of generalist 

viruses differs between hosts with possible adaptive trade-offs (McLeish et al., 

2018). Experimental evidence is abundant of fitness penalties associated with 

adaptation to a new host as expressed by a reduced fitness in the primary host 

(Elena et al., 2009; 2014; García-Arenal & Fraile, 2013; Miyashita et al., 2016). 

For instance, adaptation of Hibiscus chlorotic spot virus (HCSV) to Chenopodium 

quinoa Willd. caused a loss of fitness in its original hibiscus host (Liang et al., 

2002). Another example was shown in serial passages in peas of Plum pox virus 

(PPV) isolates from peach, which resulted in increased infectivity and 

multiplication within the new host (i.e., adaptation) and decreased transmission 

efficiency in the original host (Wallis et al., 2007). For instance, a penalty of 

replicative fitness in wild plants was quantified after expanding the host range of 

wild isolates of turnip mosaic virus (TuMV) from wild type turnips to plants 

carrying the TuRB01 resistance gene (Jenner et al., 2002). Another example was 

provided by Poulicard et al. (2010) where the accumulation of wild-type (WT) and 

resistance breaking (RB) genotypes of two Rice yellow mottle virus (RYMV) 

pathotypes showed fitness costs associated with resistance-breaking. Other 

examples can be found in the reviews cited in this paragraph. 

 

1.3.3. Causes of across-host fitness trade-offs 

The mechanistic causes of across-host fitness trade-offs have been 

broadly investigated. The simplest and most intuitive cause is antagonistic 

pleiotropy, i.e., mutations that have a positive fitness effect on a given host are 

deleterious in an alternative one (Whitlock, 1996). Antagonistic pleiotropy has 

been evidenced through various studies of many virus species belonging to 
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different taxa, such as potato virus Y (PVY), tobacco mild green mosaic virus 

(TMGMV), TuMV, soybean mosaic virus (SMV), HCRSV, pepper mild mottle virus 

(PMMoV), tomato mosaic virus (ToMV), and pelargonium flower break virus 

(PFBV) (Ayme et al., 2006; Bera et al., 2018; Fraile et al., 2011; Ishibashi et al., 

2012; Janzac et al., 2010; Jenner et al., 2002; Liang et al., 2002; Montarry et al., 

2012; Moreno-Pérez et al., 2016; Moury & Simon, 2011; Poulicard et al., 2010, 

2012; Rico et al., 2006; Wang & Hajimorad, 2016). Antagonistic pleiotropy of host 

range mutations may be particularly relevant to RNA viruses, as most plant 

viruses are, as an inevitable consequence of their small, compact genomes that 

code for multifunctional proteins. This genomic architecture makes it difficult to 

enhance one function without impairing another (McLeish et al., 2018).  

Another mechanism that generates across-host trade-offs is the epistatic 

interactions among mutations involved in processes of host adaptation, 

(Bedhomme et al., 2015). The effects of interactions among mutations involved 

in epistasis are not additive (Bedhomme et al., 2015). Epistasis has been studied 

in detail in plant viruses through experimental evolutionary approaches (Sanjuán 

et al., 2004).  

In a trade-off scenario, the evolution of generalism requires high rates of 

transmission between different hosts that prevents adaptation to any one host 

(McLeish et al., 2018). If among-host transmission is infrequent, the virus will 

adapt to the current host, otherwise the virus population will behave as if the 

fitness landscape (i.e., visualisation of a high-dimensional map of the relationship 

between genotype and fitness (Singhal et al., 2019)) were constant and 

equivalent to the average for each host (Bedhomme et al., 2015). This evidence 

has been supported by different experiments with plant viruses (Lalić & Elena 

2012; Montarry et al., 2011; Poulicard et al., 2012), bacteriophages (Cabanillas 

et al., 2013), and human viruses (Da Silva et al., 2010). In addition, a phylogenetic 

study carried out by Streicker et al. (2010) showed that the intensity of rabies 

transmission rates among 23 bat species was higher between taxonomically 

related species, and that cross-species trade-offs between geographical distant 

hosts were more pronounced that between geographically close hosts, and is 

consistent with lower rates of transmission. 
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1.4. Ecological factors in virus emergence  

1.4.1. The relationship between ecosystem anthropisation and disease 

risk   

Geophysical factors and human management of the landscape through 

practices used in agriculture, husbandry, or fuel production, have significant 

effects on ecosystems that result in their fragmentation. Land-use practices that 

result in mosaics of different vegetation types, or habitats (defined as an 

ecological or environmental area inhabited by an organism or a population of a 

species (Thomas, 2019)), may result in ecosystem simplification and increase 

connectivity between plant and virus populations (Elena et al., 2014). 

Consequently, changes in host ecology are linked to novel host-virus encounters, 

changes in transmission and disease spread, and therefore, causes of disease 

risk (Jones, 2009), defined as the probability that a host will develop a disease 

(McLeish et al., 2018; Roossinck & García-Arenal., 2015).  

Host diversity has been considered a fundamental factor in the study of 

disease risk and virus evolution (Keesing et al., 2006; Ostfeld & Keesing 2012). 

In fragmented ecosystems, diverse mosaics of wild and anthropic habitats may 

share climatic and historical characteristics, and biological invasions, which are 

related to the spatial distribution of species over large and small spatial scales 

(Whittaker et al., 2001). Species interactions such as parasitism and mutualism, 

may be partly contingent on climate (Cowling et al., 1996), the topology of a study 

area (Tischendorf & Fahrig, 2000), or landscape disturbance (Büchi et al., 2009). 

Local scale patterns tend to be driven by species interactions (McLeish et al., 

2021). Landscape-scale studies of disease risk often characterise compositional 

differences among communities in terms of host distribution and abundance, to 

generalise about ecosystem processes (Tilman et al., 1997). For example, the 

proportion of crop land compared to unmanaged land has been shown by several 

studies to have a significant effect on the richness of vector communities, and 

ultimately on the risk of disease (Claflin et al., 2017; Tamburini et al.,2016). 

However, environmental heterogeneity influences biological processes at 

different scales (spatial and temporal). Observations of compositional variation 

among plant communities made by studies at different scales, may not coincide 
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with the same underlying causal processes. Therefore, biological processes that 

are inferred from patterns of species distributions and abundance alone, are not 

scale-insensitive. Information on the distribution of plant viruses at the landscape 

scale, which could show scale-dependencies of pattern-process, is scarce 

(Malmstrom et al., 2011; Roossinck & García-Arenal, 2015). This makes 

detecting and interpreting all the causal factors of disease risk and virus evolution 

a difficult task (Johnson et al., 2015).  

Two popular and contrasting hypotheses have emerged as generalisations 

for explaining disease risk as related to host community diversity. The first, the 

dilution effect hypothesis (Ostfeld & Keesing 2000; Schmidt, & Ostfeld 2001; Van 

Buskirk & Ostfeld 1995), predicts that an increase in diversity is negatively 

correlated with disease risk, as an increase in diversity would result in a decrease 

of the abundance of the focal host, reducing the number of contacts between 

susceptible and infected individuals (Keesing et al., 2010; Van Buskirk & Ostfeld 

1995). For example, some studies have analysed the relationship between 

diversity and disease risk in the wild pepper or chiltepin (Capsicum annuum var. 

glabriusculum), a species that grows in plant communities with different levels of 

human management in Mexico (Pagán et al., 2012; Rodelo-Urrego et al., 2013; 

2015). Results showed that a low diversity was positively correlated with infection 

risk of the begomoviruses Pepper golden mosaic virus (PepGMV) and Pepper 

huasteco yellow vein virus (PHYVV) (Pagán et al., 2012). Thus, this study 

supported the Dilution effect hypothesis. The second, the amplification effect 

hypothesis, postulates that an increase in diversity is positively correlated with 

disease risk, as an increase in host community diversity may result in a higher 

abundance of host species, increasing the inoculum sources for a focal host 

(Ostfeld & Keesing, 2012). Contrary to the dilution effect hypothesis, other studies 

have supported the amplification effect hypothesis (Borer et al., 2010; Lacroix et 

al., 2014; Power & Mitchell 2004; Power et al., 2011).  

Recent studies suggest that the diversity-disease risk relationship is not 

generalisable (Hosseini et al., 2017; Young et al., 2017). Different traits of 

individual species predict whether they are likely to be competent hosts or non-

competent hosts, such as defence strategies (Han et al., 2015) among others 
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(Lloyd-Smith et al., 2005). Because the susceptibility and ability to sustain the 

replication or transmit a specific virus is expected to vary among host 

species/genotypes, changes in species composition, rather than diversity per se, 

have a greater impact on disease risk than diversity. The presence of certain host 

species might have a positive or negative effect on disease risk (Levi et al., 2016). 

For example, an increment in community diversity may lead to a higher non-

competent hosts abundance that may reduce disease risk by diluting vector 

encounters, competing with competent hosts in the community and decreasing 

their abundance (Luis et al., 2018). Thus, management of specific species rather 

than overall diversity could have a greater effect on disease risk. 

 The extent to which causal mechanisms are affected by species 

composition may depend on community (dis)assembly; i.e., how species (traits) 

are added to or removed from a community (Ostfeld & LoGiudice 2003). Often in 

a community there is both the replacement of individuals of existing competent 

host species by a new competent host species (i.e., substitutive assembly), as 

well as the addition of individuals of a new competent host species (i.e., additive 

assembly) (Mihaljevic et al., 2014) that reduce the density of less competent host 

species. Amplification or dilution effects on communities may occur when 

competent hosts or non-competent hosts, respectively, are added to or 

subtracted from communities via the sampling effect (that is, more diverse 

communities are more likely to contain a host species that either increases or 

decreases disease risk). 

Establishing the relationship between biodiversity and disease risk is not 

a trivial task as it is not a linear relationship and may be affected by other traits 

that contribute to the maintenance of biodiversity and ecosystem functioning, 

which have been identified as fundamental to understanding when declines in 

biodiversity will increase, decrease or have no effect on disease risk (Thompson 

et al., 2017; Welsh et al., 2020). 
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1.4.2. The relationship between host range and host community 

composition 

Differences in biotic and abiotic environmental conditions including hosts, 

and the availability of resources in each location, determine viral community 

composition (McLeish et al., 2019). Community composition highlights the 

identity of all taxa that a community consists of, and their relative abundances 

(Hanson et al., 2012). The role a species has as a host or pathogen, may depend 

on its ability to compete with other taxa already present in the community. For 

example, a mycovirus conferred heat tolerance in a fungal endophyte associated 

with a grass, and allowed the fungus and grass to grow at high soil temperatures 

(Márquez et al., 2007). Variation in the composition of the host community may 

correspond to variation in available resources and ecological interactions 

(Roossinck & García-Arenal, 2015), and affect the host range of viruses and their 

evolution. The interactions among species in a community, or in a given 

environment, determine what organisms are present in it, or the community 

structure (Lavorel & Garnier 2002; Van der Heijden et al., 1998). Species diversity 

(i.e., richness and evenness) and trophic structures are some of the methods 

commonly used in comparing community structure.  

Morphological, physiological, and behavioral traits that suit a species to a 

particular habitat or resource and limit its ability to use other environments (i.e., 

ecological specialisation), is an important cause of biological diversity of 

communities (Via & Hawthorne, 2002). Two hypothetical communities may have 

the same host species diversity but may differ according to the phenotypes each 

community of hosts possesses (i.e., functional diversity). Resource use, 

especially the host species used by a virus, is usually generalised in terms of the 

number of hosts used to fulfil their reproductive needs (McLeish et al., 2018). 

Thus, the specificity in the use of hosts is typically defined by host range. 

Alternatively, the range or variety of environmental conditions a species can exist 

or grow in may be captured in what is termed a niche (Sexton et al., 2017). 

Ecological specialisation is similar in many respects to niche theory, which 

establishes the relationship between a species' resource exploitation strategy 

and the breadth of resources available to it (Hutchinson, 1957).   
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A major development in niche theory were the concepts of the realised 

niche, which refers to the subset of available resources that a species is able to 

use, and the fundamental niche (Futuyma & Moreno, 1988; Soberón & Peterson, 

2005). The fundamental niche stresses the potential of a species to utilise an 

environment, and for viruses this typically includes susceptible host tissue and 

host genotype (Al-Naimi et al., 2005). The realised niche of a virus may also 

include ecological interactions, such as predation, mutualism, herbivory and 

parasitism, and the hosts that are infected, the realised host range. Additionally, 

other factors such as co-infection, the coexistence of different parasites or strains 

in the same host, influence the virus niche (May & Nowak, 1994), and contribute 

to the breadth of the realised host range. Viral traits that are important in the 

evolution of the host range at either local- (e.g. competition) or broad-scales (e.g. 

transmission), are expected to be different as the number of resources available 

for specialisation increases (Kneitel & Chase, 2004). Therefore, spatial and 

temporal variation in habitat quality (i.e., environmental heterogeneity) has 

consequences for host range evolution. 

Together with processes such as intra- and interspecific competitive 

interactions, the distributions and abundances of host, virus, and vector traits 

underlie the habitat quality for plant viruses (McLeish et al., 2018). Variation in 

habitat quality might explain differences in host specificity. For example, the 

degree of host specialisation of populations of the pathogenic fungus 

Colletotrichum cereale, which infects exotic grasses in North America, 

corresponded to ecosystem and/or host plant (Crouch et al., 2009). The study 

showed that low levels of gene flow among isolated populations and ecosystems 

contributed to the degree of host specialisation. Host specificity is a measure of 

host range, but also how closely related hosts are genetically to one another 

(Poulin & Mouillot, 2003) and provides information about the degree of 

specialisation. This is usually articulated as the distinction between generalist and 

specialist species. If genetic constraints on host preference by viruses are not 

strong among available host species (Bedhomme et al., 2012; Elena, 2017), the 

primary factors acting on community composition might reflect stochastic 

fluctuations in local extinctions, speciation, and gene flow. In the absence of 
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strong genetic constraints, host range is influenced by environmental 

heterogeneity, which in turn underlies host range evolution (Pandit et al., 2009; 

Seabloom et al., 2015). For example, Malpica et al. (2006) showed that host 

selectivity (i.e., host specialisation) corresponded to the highest prevalence in an 

assemblage of generalist viruses, and suggested specialisation was a successful 

strategy. Another example by McLeish et al. (2017), tested the effect of habitat 

quality on the host range of 11 generalist plant virus species, and showed 

evidence of host range plasticity consistent with the definition of facultative 

generalism (Shipley et al., 2009). Under facultative generalism, the host range of 

species with broad host ranges varies with the availability of resources and can 

be narrow when a host is favored and offers fewer obstacles (McLeish et al., 

2017). 

Additionally, adaptation may not be required for negotiating environmental 

variation and changes to the availability of hosts (González et al., 2020). If the 

traits of the new host are similar to those of the original host, the virus, by chance, 

might "fit" the association because functional genetic architectures are 

compatible (McLeish et al., 2020b). The capacity to cope with novel conditions 

based on pre-existing capacities, known as ecological fitting, plays an important 

role in the evolution of the host range (Brooks & Boeger 2019).  

Environmental heterogeneity has an important role in the distribution of 

viruses, and determines both community composition (Bohlen et al., 2001; 

Johnson et al., 2015; Randolph & Dobson, 2012) and host range variation 

(Strauss et al., 2015; Streicker et al., 2013). Thus, in order to understand host 

range evolution and predict disease risk, it is necessary to study multi-host multi-

virus systems at landscape-scales (McLeish et al., 2017). The inherent 

complexity of landscape-scale studies presents analytical challenges, such as 

multivariate datasets with dissimilar probability distributions (Warton et al., 2015), 

taxonomic anomalies (Blüthgen et al., 2008; Novotny et al., 2002), and spatial or 

temporal scale dependencies (Nash et al., 2014; O’Dwyer & Cornell, 2018; 

Peterson et al.,1998). However, new approaches that combine HTS and new 

tools for big-data, have made it possible to link molecular biology and ecology, 

and the capacity to integrate heterogeneous data.  
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Coupled with HTS and new computational tools, large-scale sampling 

approaches have enabled the analysis of spatial and temporal variation in the 

distribution and abundance of plant hosts and viruses (McLeish et al., 2018). The 

ability to rapidly obtain data on multi-host multi-virus communities at the 

landscape scale will further the understanding of relationships between species 

and the environment, and the influence this has on host range evolution. As a 

first step to understanding viral emergence, the major goal of this thesis is to 

characterise multi-host multi-virus communities in an agricultural ecosystem in 

central Spain, to quantify species interactions at the landscape scale in relation 

to patterns of viral infection and host range evolution.  

 

 

1.5. Ecological diversity in central Spain 

Distinctions among viruses based on habitat quality and resource use (i.e., 

host species), can be used to determine whether species are ecologically 

divergent (Fraser et al., 2009). Dissimilarities in species so-called ecological 

diversity, in addition to their genetic diversity, are important to identifying 

constraints on host range evolution. Land-use practices in the agricultural region 

of the Tajo Basin, in the Vega del Tajo-Tajuña, result in changes to host species 

distributions and abundances, and habitat quality. In this ecosystem, habitats are 

distinguished by difference in the dominant vegetation cover types and in species 

diversity. Key habitat categories include evergreen oak forest communities, 

(Oakwood habitat), unused patch communities or “eriales” that we call 

wastelands (Wasteland habitat), communities on the edges (Edge habitat) 

between crops and the communities in crop fields (Crop habitat). In this thesis I 

focus on these four habitats (Figure 1.4), which represent variation in species 

diversity due to land-use practices. The features of the studied habitats, 

Oakwood, Wasteland, Edge, and Crop are described below. 
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Figure 1.4. Representation of the habitats in in the Vega del Tajo-Tajuña agricultural region 

in autumn and spring seasons. 

 

1.5.1. Oakwood habitat 

Forests cover large areas of central Spain and a broad range of altitudes, 

climates, and substrates (Gavilán et al., 2018). Their distributions occur in 

climates with highly variable temperatures and humidities (Granda et al., 2014). 

The evergreen oak forest is considered as a natural ecosystem of this central 
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region in Spain, which has been variably disturbed by practices such as fuel 

production (prior to 1960s), hunting, or light grazing (Romero-Calcerrada & Perry, 

2004). Oakwood habitat is made up largely of evergreen oaks, being Quercus 

ilex L., Quercus coccifera L., and Quercus suber L.  the dominant species of this 

region, and the two first species typically occur on calcareous soils (Gavilán et 

al., 2018) and frequently appear in our inventories. 

Under the canopy of Quercus there is an understory that includes a broad 

variety of xerophilous and sclerophyllous bushes, such as Daphne gnidium L., 

Thapsia villosa L., Cistus ladanifer L., Asparagus acutifolius L., and Retama 

sphaerocarpa L. (Blanco et al., 2005). However, if there is soil degradation, 

shrubs such as Lavandula stoechas LAM. and Thymus mastichina L. 

predominate along with Cistus sp. L. (Blanco et al., 2005). In addition, common 

perennial herbs such as Tuberaria guttata L., and annual species of grasses, 

legumes, and asters, both constitute the herbaceous stratum.  

 

1.5.2. Wasteland habitat 

 Wasteland habitat represents the abandoned deforested areas that were 

traditionally grazed, often overgrazed, or were used for crop cultivation, which 

cessed progressively during the second half of the 20th century (Lana & Iriarte-

Goñi 2015). Land use practices in Wasteland habitat resulted in poor soil quality 

and marginal productivity (Pandey et al., 2020). Once human interventions were 

reduced, or ceased, Wasteland came to support a rich flora that includes rare 

species (Godefroid & Koedam, 2007; Muratet et al., 2007; Öckinger et al., 2009). 

Depending on the period and type of disturbance, Wasteland can support 

vegetation ranging from pioneer to pre-forest stages (Twerd & Banaszak-Cibicka, 

2019) with a floristic composition that may include species such as Artemisia 

vulgaris L., Cirsium arvense L., Plantago lanceolata L., Picris hieracioides L., 

Taraxacum campylodes L., and Rumex obtusifolius L. (Muratet et al., 2007). 

 

1.5.3. Edge and Crop habitats 

Crops in the study area are largely annual seasonal monocultures 

interspersed by weed species, which are rotated or left fallow between seasons. 
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In the study area there are both dry farming and irrigated crops. In the alluvial 

soils of the river valleys (“Vegas”) crops are irrigated, except for some winter 

crops. Cultivated fields are fertilised, and crops and weed species are ploughed 

over between seasons. This results in cycles of colonisation and assemblies of 

vegetation that benefit from soil preparation, nutrients, and water applied to the 

crop (Sacristán et al., 2004). The diversity of plants in Crop is conditioned on the 

species of crop that is grown, and the seed bank associated with the field (Wilson 

& Aebischer, 1995). Due to changes in agricultural practices over the last 

decades such as in the increased use of herbicides, there has been a dramatic 

decrease of weeds in this habitat (Baessler & Klotz, 2006; Hyvönen, 2007). 

However, a massive increase in the use of fertilisers that favour crop growth could 

also benefit weeds (Travlos et al., 2018). We focus on irrigated summer crops, 

melon and maize, and winter crop cauliflower, and dry-farmed winter crop, barley. 

These crops represent a large fraction of the agricultural area of the region. 

Crops are separated by narrow borders (“lindes”) that constitute the Edge 

habitat, which is composed of relatively permanent plant assemblages where 

perennial species persist for years (McLeish et al., 2021; Sacristán et al., 2004). 

Plants that occur in Edge habitat benefit from irrigation and fertilisation applied to 

the adjacent crop. Edge habitat is generally left intact between seasonal cropping, 

with occasional low-level disturbance either by burning, partial ploughing, or 

herbicide treatments. The frequent plant species in Edge are Chenopodium 

album L., Polygonum aviculare L., Convolvulus arvensis L., Papaver rhoeas L., 

and Stellaria media L. (Fried et al., 2009)  

 

 

1.6. Virus detection at the landscape scale 

The use of HTS technologies has revolutionised traditional approaches in 

the detection of viruses and the study of emergence based on the interaction of 

a single virus and host (Woolhouse & Gowtage-Sequeria 2005). The versatility of 

HTS technologies has driven new research perspectives across scales from 

within cells and individuals, to multi-species communities at the landscape scale 

over an ecosystem (McLeish et al., 2020b; Roossinck, 2012; Schoelz et al., 
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2018). The analysis of sequences derived from environmental samples that 

contain an unknown mixture of life forms, known as metagenomics (Roossinck, 

2012), has been facilitated by the increase in accessibility to HTS technologies 

(Schoelz et al., 2018). The characterisation of the “collective genome of a virus 

community within a given individual or a defined environment”, or the virome 

(Maclot et al., 2020; Roossinck, 2012) provides a means to investigate 

simultaneously the evolutionary and ecological processes of entire populations 

and communities (Shates et al., 2019), and allow a better understanding of the 

viral emergence process at multiple scales (Maclot et al., 2020). A key benefit in 

the use of HTS applications is that no prior knowledge of the virus species or 

strain being targeted for analysis is required, and allows for a non-targeted 

detection approach (Adams & Fox, 2016). This is an important advantage over 

previous methods, such as the double-antibody sandwich enzyme-linked 

immunosorbent assay (DAS-ELISA; Clark & Adams, 1977) or RT-PCR, which 

necessitate a targeted detection approach (Boonham et al, 2014; Massart et al, 

2014). Additionally, the ongoing development of analytical tools that facilitate the 

management, analysis, and visualisation of big-data obtained from HTS 

technologies (de Brevern et al., 2015) has improved the characterisation of the 

virome.  

Genomic HTS approaches have been used to study molecular processes 

such as the silencing effects on RNA and chromatin (Donaire et al., 2009), and 

more recently, used to reveal the diversity and functional attributes of viruses 

associated with wild environments (Bernardo et al., 2018; Melcher & Grover, 

2011; Roossinck et al., 2010). However, viruses in wild environments that have 

a low abundance can require a higher number of read sequences to detect in a 

given sample. Along with biological factors, technical biases that inhibit the 

detection of viruses may result from the quality of the nucleic acid in the sample 

(McLeish et al., 2020a). At the landscape scale, variation in virus abundance as 

well as differences in host species’ properties that may inhibit the extraction of 

nucleic acids, invalidate the application of a uniform protocol across samples prior 

to sequencing (McLeish et al., 2020a).   
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 There are different approaches used for virus detection by HTS. These 

approaches differ on the basis of the nucleic acid type targeted for sequencing 

(Roossinck, 2012). The main approaches focus on double-stranded RNA 

(dsRNA), virus-derived small interfering RNA (siRNA), virion-associated nucleic 

acids (VANA), and total RNA (totRNA); with or without ribosomal RNA depletion 

or the presence of polyadenylated RNA (poly(A) RNA) (Bejerman et al., 2020; 

Maclot et al., 2020; Pecman et al., 2017). Despite the great capacity to sequence 

any type of nucleic acid, there are advantages and disadvantages to the 

application of HTS, which depend largely on: i) the type of genome of the target 

virus (Barba et al., 2014; Wu et al., 2010) ; ii) the ability to reduce read sequences 

derived from the host or environment from where it was extracted, which are not 

from the target (Roossinck  et al., 2015); iii) the technique used for sample 

preparation (Maclot et al., 2020); and iv) the availability of annotated reference 

sequences (Ng et al., 2018).  

The approach based on dsRNA enrichment, seeks to enrich viruses with 

dsRNA and ssRNA stages in the replication process. This approach has the 

advantage of producing purified and enriched virus RNA prior to sequencing, that 

allows for a specific and in-depth analysis of the metagenome. However, this 

approach is biased against (-)ssRNA virus sequences, since these do not 

accumulate large amounts of dsRNA during replication, and does not detect 

viruses with DNA genomes (Roossinck et al., 2015). The siRNA approach is 

based on the detection of virus-derived small interfering RNAs (siRNAs) that are 

generated in the silencing response produced by the plant immune system to 

virus infection and target the viral RNAs for degradation (Ding & Voinnet, 2007; 

Mlotshwa et al., 2008; Wu et al., 2010). The advantage of this approach is that it 

is very sensitive to viruses with either RNA or DNA genomes (Adams & Fox, 

2016). However, it may be biased against viruses that do not trigger silencing 

responses or produce highly efficient silencing suppressors. Also, this approach 

involves a laborious nucleic acids preparation based in Trizol and CTAB-based 

protocols (Roossinck et al., 2015). The approach based on VANA enriches viral 

particles by filtration and centrifugation (Melcher et al., 2008), with the advantage 

of enriching low titre viruses, as well as viruses with either RNA or DNA genomes. 
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The disadvantage of this approach is that sample processing is complicated, and 

that purification may favour the detection of certain types of viruses according to 

the stability or other characteristics of the virus particle (Adams & Fox, 2016). The 

simplest and least costly approach uses extracts of total RNA (totRNA). The 

approach is not biased against the detection or discovery of any particular virus 

genome or particle. However, it has the disadvantage of generating a large 

proportion of extracted nucleic acids that are plant-derived, and reduced ability to 

detect low titre viruses. Ribosomal RNA depletion protocols (RiboZero, Illumina, 

USA) that are used to reduce the concentration of plant RNA in the extract, can 

improve the ratio of virus-to-plant derived RNA, and not bias against viral RNA 

(Adams & Fox, 2016), although it increases the cost and time required for sample 

preparation. Finally, the approach based on the enrichment of RNAs with poly(A) 

tails has the advantage of being able to detect viruses with DNA and RNA 

genomes. However, many virus-derived RNAs have genomes, or messenger 

RNAs (mRNA), that do not have poly(A) tails (Wu et al., 2015). Each method has 

practical limitations that have consequences for the characterisation of the 

virome, and the selection of any approach must fit the goal of the study. 

Another limitation of HTS is an outcome of reference-based alignment 

approaches for the detection of viruses that rely on homology-based annotation. 

A significant proportion of read sequences produced from metagenomic samples 

do not have references in the currently available sequence databases (Lefebvre 

et al., 2019; Roossinck, 2012). Most of the known plant viruses have been 

isolated from domesticated plant species (Wren et al., 2006), which may imply 

that many deeply divergent viruses, or those that lack common ancestry with 

known virus families remain undiscovered (Bejerman et al., 2020). Moreover, 

other types of detection methods have been developed that aim to identify new 

viral sequences without the use of a sequence database. For example, by 

examining the characteristics of virus-derived small RNAs. The size profile of 

virus-derived small RNAs has been found to be a unique signature for each virus 

and can be used to detect viral sequences without homology present in reference 

databases (Aguiar et al., 2015). Other approaches rely on automated annotation 

and machine learning classifiers of sequences, such as Markov profiling (Burks 
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& Azad 2020; Richardson et al., 2020), or k-mer analyses (Alam & Chowdhury 

2020; Ren et al., 2017) that integrates unique features of virus genomes with 

information from similarity-based methods (Wood et al., 2019). However, these 

methods are all partly dependent on either sufficient training data, the presence 

of universal markers, or computational power (Alam & Chowdhury, 2020; Burks 

& Azad, 2020; Richardson et al., 2020).  

The detection of viruses by HTS is expected to be less prone to generate 

misleading results/ false positive (results caused by background reactions) or 

miss the results /false negative (results caused by unexplained interactions of 

reagents with target or host nucleic acids or proteins or lack of sensitivity) than 

other detection techniques (Ge et al., 2003; Maree et al., 2018; Roenhorst et al., 

2018). As with any method for the detection of viruses (Torre et al., 2020), 

attention needs to be given to the sensitivity and specificity of HTS techniques 

(Massart et al., 2019). The sensitivity of the technique is directly related to the 

proportion of viral RNA among the cellular RNA in the sample, the efficiency of 

the enrichment strategy (if used), and the sequencing depth (Lambert et al., 

2018). In this context, precautions need to be taken to use controls to determine 

whether the sensitivity of the technique for viral detection is appropriate to the 

objectives of the study (Maree et al., 2018). Another important criterion is the 

specificity of HTS in the detection of the targeted viruses. The specificity of 

sequence detection by HTS technology can be assessed by verifying the 

inclusivity and uniqueness of the sequences using a range of strategies. These 

validation procedures include bioinformatic solutions (Lambert et al., 2018) and 

complementary methods, such as RT-PCR and primers specific to the viruses of 

interest (Massart et al., 2017). 

 

 

1.7. Watermelon mosaic virus  

As a case study, Watermelon mosaic virus (WMV) was chosen to 

investigate the effect of habitat on the ecology and evolution of host range. WMV 

is a member of the largest genus of plant viruses, Potyvirus (family, Potyviridae), 
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and is known for causing substantial yield losses in cucurbit crops across its 

global distribution (Lecoq & Desbiez, 2012). As with all members of the genus 

Potyvirus, WMV is non-persistently transmitted by aphid species (Wylie et al., 

2017). It has been reported that WMV infects over 170 species of 26 families 

(Lecoq & Desbiez, 2012). WMV can produce a broad range of macroscopic 

symptoms. On the leaves these symptoms might be mosaic, vein banding, leaf 

deformations (including blisters, filiformism, and leaf size reduction), and on the 

fruit the symptoms might be severe discoloration, slight deformation, and 

necrosis, reducing the yield and quality of crops (Crescenzi et al., 2001; Lecoq & 

Desbiez, 2012). The severity of WMV infection depends on the specific host 

genotype, the virus strain, and the environmental conditions affecting the 

physiology and development of the host (Revers et al., 1999). There are several 

studies that report synergistic interactions of WMV in co-infection with other 

viruses, which produce more severe symptoms than would be produced 

separately by each virus. For instance, Wang et al. (2002), studied the synergistic 

interactions of WMV in coinfection with CMV strains in Zucchini squash. The 

symptoms produced by these viruses were more severe when such viruses 

infected together than individually. 

WMV, as all members of the genus Potyvirus, has non-enveloped, 

filamentous, and flexuous particles of circa 750 nm x 12 nm length and diameter 

respectively, and contain a single coat protein (CP) of 34.5  kilodalton (KDa), 

which comprises 282 amino acids (Gara et al., 1997; Lecoq & Desbiez, 2012). 

Multiple copies of the CP are arranged in helical symmetry, encapsidating a 

monopartite positive-sense single-stranded RNA ((+)ssRNA) of 10,035 

nucleotides, with a 5’ noncoding region of 132 bp (Desbiez & Lecoq 2004; 

Martínez-Turiño & García, 2020). The 5’ end of the ssRNA genome is covalently 

bound to a VPg (virus protein genome-linked) protein and the 3' end of the ssRNA 

is polyadenylated with a variable number of adenosines (Lecoq & Desbiez, 2012). 

The genomic RNA has a single open reading frame (ORF) that encodes a 

polyprotein of 3,217 amino acids with an estimated molecular weigh of 366.7 KDa 

that is subsequently processed by three virus-encoded proteases, which results 

in 10 functional proteins (Desbiez & Lecoq 2004), with most of them being 
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multifunctional. These products are: first protein (P1), helper component protease 

(HC-Pro), third protein (P3), 6K1 protein, cylindrical inclusion protein (CI), 6K2 

protein, viral protein genome-linked (VPg), small nuclear inclusion protein (NIa), 

large nuclear inclusion protein (NIb) and coat protein (CP) (Figure 1.5).  Recently, 

a second ORF was identified, named PIPO that encodes the PIPO protein, 

embedded within the P3-enconding region in a different reading frame than the 

main polyprotein (Verma et al., 2020). 

 

 

Figure 1.5. Genomic map of WMV. Open reading frames (top) and mature proteins (bottom) are 

represented with their bp sizes in parentheses. Reference genome taken from NCBI; NC_006262.  

 

The P1 is the first proteinase that is required for cleaving the polyprotein 

at the P1/HC-Pro junction (Revers & García 2015). In addition, the P1 is involved 

in early replication, in the suppression of host defences, and enhancing virulence 

(Wylie et al., 2017). The HC-Pro is the second proteinase that is required for 

cleaving the polyprotein at the HC-Pro/P3 junction (Revers & García 2015). 

Additionally, the HC-Pro is involved in multiple functions such as the suppression 

of RNA silencing, transmission by aphids, and within-host long-distance 

movement. The HC-Pro is also required to stabilize the CP and for the infectivity 

of potyviral progeny (Gadhave et al., 2020). The P3 is involved in viral replication 

and there is abundant information supporting its relevance for viral pathogenicity 

and symptomatology (Revers & García 2015). The PIPO protein is essential for 

the intercellular movement of potyviruses (Wylie et al., 2017). The 6k1 is present 

in the replication complex and is required for replication (Revers & García 2015). 

The CI is a multifunctional protein with helicase activity, involved in RNA 

replication and within-host movement. In addition, it is the avirulence factor for 

different resistant genes (Deng et al., 2015; Sorel et al., 2014). The 6K2 is a small 
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transmembrane protein anchoring the replication complex to the endoplasmic 

reticulum (Wylie et al., 2017). The VPg is essential for virus replication, 

translation, and the suppression of RNA silencing (Tavert-Roudet et al., 2017). 

The NIa-Pro is the third protease responsible for cleaving the remaining sites in 

the polyprotein (Wylie et al., 2017). The NIb is the RNA-dependent RNA 

polymerase (RdRp) necessary for viral genome replication (Shen et al., 2020). 

Finally, the CP is involved in different stages of the viral cycle: virus assembly 

(Zamora et al., 2017), within-host movement, transmission mediated by aphids 

and host specificity (Gadhave et al., 2020). The CP can be divided into three 

domains (Figure 1.6.): two of them, the central or core domain and the carboxyl-

terminal domain, are conserved among potyvirus species, while the amino-

terminal domain is highly variable.  

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 1.6. Overview of the cryo-EM structure of CP WMV virions. Renderings of the 3D 

cryoEM map [cutaway mode in (B)] calculated for WMV. The segmented densities are shown as 

follows: WMV CP central domain (light blue), amino-terminal domain (dark blue), carboxyl-

terminal domain (yellow), scattered densities on the inner side of the helix (orange), and density 

for the ssRNA (red). In addition, one of the CP subunits is seen as grey (A) (Taken from Zamora, 

et al., 2017).  
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All the domains control phosphorylation of the CP protein. Central and 

amino-terminal domains are involved in virion assembly and short-distance 

movement, while carboxyl and amino-terminal domains are implicated in seed 

transmission and long-distance movement. There are other functions that are 

controlled by unique domains, like RNA binding to the CP (central domain), 

regulation of the RNA translation (carboxy-terminal domain), aphid transmission, 

post-translational modification, and host adaptation (amino-terminal domain) 

(Martínez-Turiño & García, 2020). 

 

1.7.1. Host range, ecology, and epidemiology  

WMV has a worldwide distribution, with a relatively broad host range of 

170 species of 26 families, and is widespread in cucurbit crops, especially in 

temperate and Mediterranean climates (Lecoq & Desbiez, 2008; 2012). Besides 

cucurbits, WMV can infect in natural conditions carrot, pea, and orchids (Kassem 

et al., 2007; Lecoq et al., 2011; Parry & Persley, 2005). Additionally, WMV may 

infects many weed species that may act as reservoirs throughout the year (Lecoq 

& Desbiez 2012).  

WMV is horizontally transmitted in a non-persistent (stylet-borne) manner 

by several aphid species that vary in their transmission efficiency (Dombrovsky 

et al., 2005). At least 35 different aphids have been associated to WMV 

transmission (Moya-Ruiz et al., 2021), being the most efficient vectors the 

cowpea (Aphis craccivora, C.L. Koch), cotton (Aphis gossypii Glover), and green 

peach (Myzus persicae Sulzer) aphids (Lecoq & Desbiez, 2008). WMV is also 

transmissible by mechanical inoculation and by seed (Wylie et al., 2017). 

Previous studies have shown the importance of the proteins HC-Pro and CP in 

the transmissibility by aphids (Atreya & Pirone 1993; Peng et al., 1998).  The 

attachment of virions to the aphid stylet has been described as involving two 

essential interactions: (I) A highly conserved DAG motif, located in the amino-

terminal domain of the CP binds to the carboxyl-terminal domain of the HC-Pro 

protein, and, (II) the amino-terminal domain of the HC-Pro protein directly 

interacts with the aphid stylet, facilitating the binding by creating a reversible 
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“molecular bridge” between CP and aphid mouth parts (Gadhave et al., 2020; 

Gal-On, 2007).  

The epidemiology and genetic variation of WMV has been studied in 

France in higher detail than in other countries. WMV's was first described in 

France in 1974 in melon crops (Luis Arteaga et al., 1976). Despite its high 

prevalence, WMV was considered a minor pathogen as it caused mild symptoms, 

such as mottling and mosaics on pumpkin leaves, but without serious impacts on 

yield or product quality (Lecoq, 1992). However, since 1999, new WMV strains 

have emerged that induce more severe symptoms in cucurbit crops, which have 

led to serious yield and quality losses due to severe discoloration and deformation 

of leaves and fruits (Desbiez et al., 2009). Indeed, the genetic variability of the 

Nib-CP region of WMV isolates differentiated into three distinct groups with 

intergroup nucleotide divergences of around 10 % (Desbiez et al., 2007). Two of 

these groups (referred to as the classic group or group 1 (CL or G1) and group 2 

(G2)) have been present in France and Spain for more than 30 years (Moreno et 

al., 2004; Lecoq & Desbiez, 2008), with the G1 being the predominant group until 

1999. Group 3, also referred to as the “emerging” group (G3 or EM), includes 

isolates that have caused severe symptoms since 1999 (Desbiez et al., 2011). 

Further analyses showed that new genetic variation within the WMV groups can 

be found (Moya-Ruiz et al., 2021). These analyses differentiated the isolates from 

the CL group in two different subgroups (CL-A and CL-B) (Desbiez et al., 2009). 

In addition, genetic variability analysis of the CP showed that the WMV isolates 

of the emerging group clustered into the four genetic subgroups EM1 to EM4, 

which were associated with isolates distributed in southern France between 2004 

and 2007 (Desbiez et al., 2011). The subgroups EM1 and EM2 were present in 

certain regions of France where EM3 and EM4 were absent, and vice versa. This 

suggested that the introduction of the EM subgroups occurred in different 

locations (Desbiez et al., 2009). Different Mediterranean countries have reported 

an increase in the distribution of the EM group that is replacing the CL and G2 

groups that often coexisted in mixed infections (Bertin et al., 2020; Joannon et 

al., 2010). These results showed that the EM group had an epidemiological 

advantage over the CL and G2 groups. The transmission efficiency of the three 
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WMV groups by aphids was not significantly different, however the transmission 

of mixed CL–EM infections was significantly higher than that of CL alone, which 

highlighted the transmission efficiency of the EM group (Lecoq et al., 2011).  
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The general objective of this thesis is to understand virus-plant interactions and 

transmission dynamics at the landscape scale as a first step to understand plant 

virus emergence. To obtain the necessary information HTS and big-data 

technologies have been used.  

Specific objectives developed in this thesis towards attaining the general 

objective above are: 

 

1. Evaluation of the variation in plant community sampled among the 

multiple study sites for each of four habitat types.  

 

2. Characterisation of the virome in an agricultural landscape in central 

Spain. 

 

3. Analysis of the host range, incidence, and genetic diversity of a 

generalist virus as a case study. 
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3. MATERIAL AND METHODS 
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3.1. Field work and sample collection 

3.1.1. Identification of sampling sites  

Field work was mostly done before the author of this thesis joined the 

project, during 2015 - 2017. However, as the strategic sampling design formed 

the basis of this study, it is described here.  

The field sampling was conducted in different sites selected a priori, taking 

them as replicates of four habitats, Oakwood, Q; Wasteland, E; Edge, L; and in 

Crop, Cr. In total, 23 different sites were sampled, of which 4 belong to Oakwood, 

4 to Wasteland, 4 to Edge and 11 to Crop of which 4 sites correspond to melon 

fields, M; two sites to barley fields, H; three sites to cauliflower fields, C; and two 

to maize fields, Z. The sites were distributed in an area of 2303 km2 at the centre 

of Spain in the region of Vega del Tajo-Tajuña. The list of locations of the sites is 

shown in Table 3.1 and their location in the Iberian Peninsula is represented in 

Figure 3.1. Among the different habitats and sites sampled there is not a spatial 

correlation. 

Collections at the wilder habitats (Wasteland and Oakwood) were done in 

two different seasons: spring, (P = “primavera”); and autumn, (F = “fall”), when 

the plant diversity was maximum and minimum, respectively. Anthropic habitats 

(Crops and adjacent Edge sites) were sampled according to the crop season. In 

melon and maize Crop collections were done in summer, (V = “verano”); barley 

Crop in spring and cauliflower Crop in autumn. Collections from 1 site of Crop 

and 2 sites of Edge could not be repeated in 2016 and 2017, either because the 

owners denied access to the fields or because the plant communities of the edges 

had been destroyed by ploughing. These affected sampling in melon Crop sites 

in the summer of 2016 and 2017, and from the Edge sites in the summer and 

spring of 2015 and 2016. The seasons when each habitat was sampled and the 

number of times it was visited is shown in Table 3.2.  
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Table 3.1. Locations of the sampling sites visited during the years 2015, 

2016 and 2017 in Spain. 

 

 
1Name of the nearest municipality.  
2The population names were: Q = Oakwood, E = Wasteland, L= Edge, C=Cauliflower field Crop, 
H=Barley field Crop, M=Melon field Crop, Z=Maize field Crop.  
3The habitats were named with the acronym of the habitat name in English: Oa=Oakwood, 
Wl=Wasteland, Ed=Edge, Cr=Crop. 
 4Meters above sea level. 

 

 

 

 

 

 

 

Location1 Site 
Code2 

Province Habitat 3 Latitude 
(N) 

Longitude 
(W) 

Elevation 
(m)4 

Aranjuez C1 Madrid Cr 40.051302 -3.593308 490 
Aranjuez C2 Madrid Cr 40.043193 -3.599064 492 

Colmenar de Oreja H1 Madrid Cr 40.049330 -3.477574 505 
Villarejo de Salvanés H2 Madrid Cr 40.085899 -3.214026 561 

Carabaña H3 Madrid Cr 40.245852 -3.253943 591 
Villarrubia de Santiago M1 Toledo Cr 40.031840 -3.345220 557 

Colmenar de Oreja M2 Madrid Cr 40.050578 -3.503040 501 
Zarza de Tajo M3 Cuenca Cr 40.045900 -3.125000 506 

Santa Cruz de la Zarza M4 Toledo Cr 40.032298 -3.182801 694 
Colmenar de Oreja Z1 Madrid Cr 40.050052 -3.476076 488 

Zarza de Tajo Z2 Cuenca Cr 40.044720 -3.131000 680 
Villarrubia de Santiago L1 Toledo Ed 40.031850 -3.345300 557 

Colmenar de Oreja L2 Madrid Ed 40.048758 -3.476462 506 
Zarza de Tajo L3 Cuenca Ed 40.050352 -3.125794 508 

Carabaña L4 Madrid Ed 40.245459 -3.252617 592 
Villacañas Q1 Toledo Oa 39.595520 -3.391830 694 

San Martín de la Vega Q2 Madrid Oa 40.225155 -3.530613 617 
Villar del Olmo Q3 Madrid Oa 40.320294 -3.205903 668 

Mondéjar Q4 Guadalajara Oa 40.345348 -3.137145 677 
Colmenar de Oreja E1 Madrid Wl 40.059138 -3.500323 514 

San Martín de la Vega E2 Madrid Wl 40.234966 -3.536191 524 
Fuentidueña de Tajo E3 Madrid Wl 40.089637 -3.196057 549 

Guadalajara E4 Guadalajara Wl 40.494167 -3.131139 881 
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Table 3.2. Seasons in which the different habitats were sampled and the 

number of times they were visited. 

 
 

 

 

 

 

 

 

 

 

 

 

1 Number of collections sampled in each season of each habitat during the years 2015-2017.  
2 Crop field sampled.  
 

 
Figure 3.1. Geographic distribution of the sampling sites of this study. For each site, habitats 

are indicated: Cr (orange dots), Ed (green dots), Oa (blue dots), Wl (purple dots). The color scale 

indicates the elevation. 

Habitat Season Nº of collections1 

Crop 

(Melon2) 
Summer 

10 

(Maize) 4 

(Barley) Spring 6 

(Cauliflower) Autumn 4 

Edge 

Summer 7 

Autumn 8 

Spring 7 

Oakwood 
Summer 8 

Autumn 8 

Wasteland 
Summer 8 

Autumn 8 

Total 78 
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3.1.2. Sampling design and sample preservation 

Plant samples were collected using a systematic sampling design that 

minimized the bias in species representation and relative abundance at each site 

(Choset, 2000). An area of 25 m x 25 m was georeferenced and marked out in 

each site of Oakwood and Wasteland. In Edge and Crop, a 25 m x 2 m area at 

each site was georeferenced. A boustrophedonic transect method (a line taken 

alternately from right to left and from left to right, and so on) was used at all sites 

except for Edge, which have highly linear configurations. Samples of leaves were 

harvested from plants at fixed points along the transect, regardless of whether 

they showed symptoms or not. One or more leaves were taken from different 

parts of an individual plant that represented a single sample of a collection. The 

rationale for our sampling strategy was based on the variation of the configuration 

and area of the different cover types associated with each habitat. Therefore, 

each habitat required different sampling efforts to ensure an unbiased estimate 

of species richness and relative abundance (Foster et al., 2020). In Crop and 

Edge, 50 plant samples were collected per site at each resampling, and in 

Oakwood and Wasteland, 150 plant samples were collected per site at each 

resampling. All samples were placed into clear plastic bags and kept at 4ºC for 

transport to the laboratory. The samples were then processed in the laboratory 

by removing soil and any other non-plant material, to be placed in sealable plastic 

bags and frozen in liquid nitrogen and stored at -80°C. During each collection, an 

herbarium comprising all plant species sampled was compiled as a reference for 

subsequent taxonomic identification by Professor Rosario G. Gavilán 

(Universidad Complutense de Madrid, Madrid, Spain).  

Rarefaction analyses (Hurlbert, 1971) were performed to assess the 

sample representation and sampling effort in each habitat. Given the number of 

individual samples of each species at each collection (n = 78) rarefaction analysis 

allows the calculation of the number of species (species richness) expected in 

smaller subsamples of n individuals. By means of making predictions for 

successively smaller subsamples of individuals in a collection, each community 

can be represented by “rarefaction curves” that illustrate the number of species 

richness as a function of the number of individual samples in each collection.  
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If the relationship between sampling effort and species richness reveals a 

steadily increasing curve, we may assume our sampling effort has been too small, 

so wider sampling may reveal more species (Nielsen et al., 2007). On the other 

hand, if the value appears stable, or levels off and reaches an asymptote, one 

can say that there has been sufficient sampling for a determined collection, as an 

additional sampling would not reveal more species (Nielsen et al., 2007). To 

perform rarefaction analyses the R package vegan (Oksanen et al., 2015) was 

used. 

 

 

3.2. Characterisation and comparison of plant communities 

3.2.1. Characterisation of plant communities   

The assess the homogeneity of relative species abundance estimates 

among the collections from sites of each habitat and whether each a priori habitat 

is supported by differences in plant community, a Detrended Correspondence 

Analysis (DCA) was conducted. This ordination method distinguishes 

communities based on the species occurrence and abundance. As such, species 

of high abundance are expected to influence the relationships among 

communities, which could particularly affect the relationship between Crop and 

the other habitats. Thus, this relationship was assessed by performing a DCA 

with the abundant crop species omitted from each Crop community and removing 

the Oakwood and Wasteland communities. To perform this analysis, the R 

package vegan was used. 

 

3.2.2. Assessment of diversity estimators   

The estimation of the plant species diversity was conducted to compare 

the habitats sampled and to assess ecosystem simplification.  

It is known that the type of diversity estimator used can condition the 

interpretation of results (McLeish et al., 2017). Thus, two diversity estimators 

were compared. One was the Tsallis entropy estimator of diversity (Sq; Mendes 

et al., 2008), which is sensitive to rare species that were expected from 
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incomplete samples and that generally characterise wild communities (McLeish 

et al., 2021). The other estimator was an extrapolation (i.e., prediction) method 

that relies on sample completeness and not equal sample sizes (Hsieh et al., 

2016) to generate an asymptotic estimator (DAE; Chao & Jost, 2012) of Shannon 

diversity (McLeish et al., 2021) 

In addition, the multiple collections at each site were part of a repetitive 

resampling strategy that enabled an assessment of variation in the community of 

each site and improved the sampling effort at each site. Furthermore, multiple 

sites from the same habitat were sampled as in a replication strategy expected 

to capture variation among the sites sampled of a given habitat. The way to treat 

these observations, aggregating or not aggregating data for analyses, is known 

to influence the diversity estimators (McLeish et al.,2021). Thus, to evaluate the 

effect of data aggregation in the quantification of differences among habitats, data 

were analysed with aggregation (at site level) or without aggregation (at collection 

level). Moreover, data aggregation by site will remove the temporal signal from 

data. To estimate how important was this effect we estimated the mean and 

standard deviations in seasonal diversity estimators among the habitats to infer 

the absence or presence of temporal factors. To perform these analysis R 

packages iNEXT (Hsieh et al., 2016) and vegan were used.  

 

 

3.3. RNA extraction and nucleotide sequence determination 

3.3.1. Total RNA extraction from plant tissues   

It is expected that high heterogeneity in the physical condition of 

individuals derived from environmental samples and differences between species 

potentially influence the performance of total RNA extraction procedures. The 

optimisation of the procedures used was conducted to obtain high quality RNA 

preparations necessary for nucleotide sequencing and virus detection. Three 

tissue homogenisation methods were compared to get homogenates from 0.3 g of 

plant tissues taken from each individual: (I) mortar with a pestle and glass 

powder, (II) Eppendorf tube without glass powder, and (III) Eppendorf tube with 
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glass powder. All tissue homogenisation methods were carried out using liquid 

nitrogen to prevent RNA degradation. The plant tissue homogenates were kept 

in liquid nitrogen until their subsequent extraction. Homogenates thus obtained 

were extracted by three different procedures implemented in commercial kits: (a) 

Direct-zolTM RNA MiniPrep Plus (Zymo Research, Irvine, CA, USA), (b) RNeasy 

Mini Kit (Qiagen, Hilden, Germany), (c) Agilent Plant RNA Isolation Mini Kit 

(Agilent Technologies, Santa Clara, CA, USA) (Figure 3.2).  

The Direct-zolTM RNA MiniPrep Plus kit provides high-quality RNA 

purification directly from samples using TRIzol® reagent to lyse the homogenised 

samples and inactivate ribonucleases, while the RNeasy Mini Kit and Agilent 

Plant RNA Isolation Mini Kit use an extraction solution with β-mercaptoethanol. 

This extraction solution contains guanidine-thiocyanate (in the case of RNeasy 

Mini Kit) and guanidine hydrocholoride (in the case of Agilent Plant RNA Isolation 

Mini Kit) that immediately inactivates ribonucleases to ensure purification of intact 

RNA. In addition, RNeasy Mini Kit and Agilent Plant RNA Isolation Mini Kit 

incorporate two types of membranes; one to remove cell debris and other to bind 

total RNA, while Direct-zolTM RNA MiniPrep Plus kit including only the total RNA 

binding membrane.  

For the three kits, the obtained RNA pellet was re-suspended in 50 µl of 

nuclease-free water. The total RNA concentration (ng/µl) and purity (according to 

the absorbance ratios 260/280 nm and 260/230 nm) of each extract were 

determined by optical density (OD) measurements, using a NanoDrop ® ND-

1000 spectrophotometer (Thermo Scientific, Waltham, MA, USA). In addition, the 

integrity of the extracted RNA was verified by gel electrophoresis in 1% Agarose, 

1x TAE buffer (40mM Tris, 20mM acetic acid, 1 mM EDTA) (Sambrook et al., 

1989) run for 90 min at 90V, and stained with ethidium bromide (EtBr).  
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Figure 3.2. Evaluation of different tissue homogenisation methods and RNA extraction 

procedures. Plant tissues were ground in three different ways: I) mortar with a pestle and glass 

powder, II) in an Eppendorf tube without glass powder, III) in an Eppendorf tube with glass 

powder. RNA extraction procedures implemented in three different kits were evaluated for each 

homogenate: (a) Direct-zolTM RNA MiniPrep Plus, (b) Rneasy Mini Kit (c) Agilent Plant RNA 

Isolation Mini Kit. 

 

Generalized linear mixed models (GLMM) were used to analyse the 

concentration and absorbance variation (response variables), according to the 

following factors: tissue homogenisation methods and RNA extraction 

procedures (considered as fixed factors) and plant species (considered as 

random factor) and their interaction. For each response variable a separate 

model was carried out. To assess the variance explained of each model 

performed with each response variable, we calculated R2 values for each model 

using the methods of Nakagawa & Schielzeth (2013). We calculated the marginal 
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R2 which describes the variance explained by the fixed factors, and the 

conditional R2 which is concerned with the variance explained by both the fixed 

and random factors (Nakagawa & Schielzeth 2013). The difference between each 

fixed factor classes was analysed by a Least Significant Difference (LSD) (see 

section 3.5.4.).  

Once a tissue homogenisation method and RNA extraction procedure was 

selected, total RNA extraction was carried out from 0.3 g of plant tissues. 

However, the quality of the RNA extracts still was unsatisfactory for some species 

and/or individual samples, for which an extraction procedure using of the 

Cetyltrimethylammonium (CTAB)–Polyvinyl pyrrolidone (PVP) method (Chang et 

al., 1993) was assayed, which still proved to be inefficient with a subset of 

samples. Finally, the Spectrum TM Plant Total RNA Kit was ultimately used 

(Sigma-Aldrich, St. Louis, MO, USA), which was not available while assaying the 

previously described kits. The Spectrum TM Plant Total RNA Kit uses an extraction 

solution with β-mercaptoethanol and two types of membranes. The second 

membrane differs from the membranes provided by other kit types in that it 

removes almost all secondary metabolites before the RNA binds to the binding 

substrate or is even washed away. Additionally, Spectrum TM Plant Total RNA Kit 

uses a lysis solution with β-mercaptoethanol, that inactivates the ribonucleases 

and removes them during the washing steps. 

The obtained RNA extracts were used for nucleotide sequence 

determination by high throughput sequencing (HTS) and Sanger method. 

 

3.3.2. Rationalisation of plant species for RNA extraction and HTS 

analysis  

The tissue homogenisation method and the commercial kit which together 

yielded total RNA extracts with better concentration, purity, and integrity (see 

section 3.3.1.), were selected to perform the RNA extraction from plant tissue of 

the field samples for subsequent sequencing.  

The inclusion of rare plant species, defined here as those for which less 

than 5 individuals were collected in at least three of the four habitats, in analyses 
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of host-parasite interactions may bias the estimation of metrics such as detection 

of infection and estimation of prevalence (Blüthgen et al., 2008; Blüthgen, 2010; 

Vázquez et al., 2005). For example, when a plant species is only represented by 

a single observation (singletons) it is inevitably assigned a single link and 

considered a specialist, inevitably inflating the estimation of the prevalence. This 

bias makes the removal of rare plant species a common practice in infection 

network studies (Blüthgen et al., 2008; Blüthgen, 2010; Vázquez et al., 2005). 

Therefore, RNA was not extracted from rare plant species, which were not 

included in sequence analyses. In addition, the omitting of rare plant species 

contributed to the practicality of the study. The possible effect of removing rare 

plant species on the categorisation of the different habitat was assessed 

comparing the whole plant species and the reduced plant species sets using DCA 

and Kendall’s tau coefficient (τ). To perform the Kendall’s tau coefficient the R 

package wPerm (Weiss, 2015) was used. 

Additionally, to rationalise HTS efforts we focused on the frequent plant 

species collected between the summer of 2015 and spring of 2016 that occurred 

in more than one habitat, or, if occurring in only one habitat were abundant and 

characteristic of a specific plant community (e.g., Quercus ilex L. in Oakwood). 

The plant communities of the HTS plant species selected were assessed by a 

DCA analysis.  

 

3.3.3. Library preparation and high throughput sequencing 

For HTS, RNA extracts form individual samples were pooled in equimolar 

amounts to obtain single HTS libraries. HTS libraries involved extracts from 

samples of the same plant species, collection and site, and included a maximum 

of seven individual RNA extracts. Previous simulation analyses in our group had 

proven that pooling RNA extract of up to seven individuals was appropriate to 

detect with sufficient resolution by HTS a low titre viral RNA with a proportion of 

contaminating nucleic acids (Dubay, 2017). A table providing the reference codes 

of the read libraries, plant species and family, the habitat and site from which they 

came, and the number of RNA extracts that comprising each HTS library, is listed 
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in Annex, Table A3. The concentration, purity, and integrity of all pooled extracts 

was checked before being sent for HTS, to compare with the pre-sequencing 

quality control measures undertaken by the HTS supplier. 

 The HTS of RNA extracts was outsourced to the Centre de Regulació 

Genòmica (CRG, Barcelona, Spain; http://www.crg.eu/). Sequencing library 

preparation was performed using Truseq RNAseq total kit with an additional 

ribosomal RNA depletion step using the RiboZero kit. Pair-end sequencing of 

either 125 or 150 base pair reads (2x125; 2x150 bp) was performed on either the 

HiSeq 2500, 3000 or 4000 Illumina platforms. Electropherograms of each library, 

RNA concentration, and RNA integrity numbers (RIN) were provided by the 

supplier prior to sequencing. Only those samples that met the supplier’s quality 

criteria were selected for sequencing. Shotgun sequence libraries based on DNA 

reference sequences were simulated with the Grinder software (Angly et al., 

2012) to estimate the number of reads required to detect viruses that are part of 

complex communities present in environmental samples. It was estimated that 

8.0 x 106 reads were appropriate to detect low titre viruses in sequencing libraries 

with a proportion of contaminating nucleic acids (Dubay, 2017).  

 

3.3.4. Nucleotide sequence determination by Sanger method 

The nucleotide sequence of the coat protein (CP) gene of Watermelon 

mosaic virus (WMV) was determined using Sanger’s method. All RNA extracts 

that were positive for WMV by a reverse transcription-polymerase chain (RT-

PCR) test (see section 3.4.5.) were considered candidates for sequencing. 

However, to avoid an unbalance number of WMV-CP sequences for some host 

plant species or collections, the CP gene was sequenced in a maximum of five 

PCR products of a specific host plant species in a determined collection. 

The DNA amplicons were purified using a kit designed and manufactured 

by the sequencing company, based on magnetic particles, and the nucleotide 

sequence was determined using the ABI 3730XL DNA Analyzer sequencer 

(Applied Biosystems, USA), with the forward and reverse primers (see section 

3.4.5.), using the sequencing service of the company Stabvida (Caparica, 
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Portugal). The chromatograms obtained from each sequence were read using 

the MEGA X programme (Kumar et al., 2018). Consensus sequences were 

obtained from the forward and reverse primers. The nucleotide sequences of the 

WMV from the CP region are available in the NCBI database. The accession 

number of each sequence is listed in Annex, Table A6.  

 

 

3.4. Sequence detection and validation 

3.4.1. Trimming and storing of HTS libraries 

The HTS libraries were deposited in a temporary database and then 

downloaded to a local server for downstream analyses. All reads provided by the 

supplier have a Phred score (metric indicating the probability that a given base 

will be incorrectly called by the sequencer (Ewing & Green, 1998)) greater than 

30. Any adapter sequence contamination was trimmed from the read data using 

cutadapt v1.8.3 (Martin, 2011). The quality of the trimmed reads was assessed 

using FastQC. All read data files were backed-up, and copies of the original 

FASTQ format converted into FASTA format for use in downstream analyses.  

 

3.4.2. Detection of viral sequences in the HTS libraries 

Viral sequences were detected in the HTS read libraries using a Basic 

Local Assignment Search Tool (BLAST) (Altschul et al., 1990) query against a 

reference database of single-stranded RNA (ssRNA) plant virus sequences. The 

plant virus sequence references used in local BLAST queries were sourced from 

NCBI (https://www.ncbi.nlm.nih.gov/genomes/), accessed in December 2018. 

This database just retains one sequence reference per virus species registered 

in NCBI. 

The large heterogeneity of the HTS libraries expected from different hosts 

and habitats might affect the detection of virus sequences. Also, BLAST query 

analysis relies on reference-based alignment, and a significant proportion of virus 

sequences from the HTS libraries are expected to be divergent to the virus 

sequence references. To retain homologous sequences that are variants of our 
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reference sequence and at the same time show a sufficiently high stringency to 

discriminate matches with query sequences from other genes (Sandhya et al., 

2003), the stringency of the BLAST query was modulated with a moderate 

expected value (E.value) threshold of 10-4. However, even if part or all of the 

query is homologous with the reference, it does not guarantee that it is a true 

positive. Thus, to reduce the frequency of false positive virus sequence detection 

results obtained by BLAST queries, a series of validation steps were conducted. 

 

3.4.3. Validation of virus sequence detections by HTS   

The operational taxonomic units (OTUs) defined by the identical or variant 

sequences identified using BLAST queries (Rohwer et al., 2018), were validated 

in silico to reduce the frequency of false positives. The presence of homoplasious 

or orthologous associations between the query sequences and BLAST database 

references can overestimate the number of detections and result in the detection 

of false positives due to sequence similarities between different viruses (Fitch et 

al., 2000). The frequency of such artefacts was reduced by removing OTUs that 

did not have both paired-end reads matching the same reference, or that matched 

more than one virus species sequence from the same library read (Fan et al., 

2015). In addition, a minimum query length of 100 nucleotides (adaptor 

contamination produced a number of reads that were shorter than 150 nt) with a 

percentage of identity greater or equal to 90%, and only those queries that 

completely covered the reference sequence (i.e., query coverage equal to 100%) 

were retained for downstream analyses (Wall et al., 2003).    

Kernel density estimation (KDE) was used to assess changes in sequence 

similarity between BLAST queries and references using the BLAST query flags 

Bit-score (S`), before and after in silico validation of the virus sequence detection. 

The S` shows the quality of each match as defined by the size of the space 

(measured in bits) one would need to search to find as strong a match by chance 

(Shah et al., 2018). It is expected that the application of the validation criteria will 

increase the mean of S`. KDE is a non-parametric estimator more accurate than 

a histogram that allows the visualisation of data that have a large amplitude, as 

well as smoothing the data (Ramachandran & Perkins 2013). Therefore, KDE 
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allows a proper visualisation of the BLAST S` query flags for all reads of all 

libraries for the evaluation of the validation steps. To perform this analysis, the R 

package ggplot2 (Wickham, 2011) was used. 

Additionally, for WMV, a validation step involved detection by RT-PCR 

using specific primers (see section 3.4.5.). The results obtained by both methods 

were compared. 

 

3.4.4. Evaluation of the quality of HTS libraries   

The variation of quality between plant RNA extracts may negatively affect 

the library preparation and HTS performance, consequently decreasing HTS 

virus sequence detection.  

To test whether the quality of the RNA extracts might bias the sensitivity / 

accuracy of virus sequence detection, messenger RNAs (mRNAs) known to be 

stable of conserved endogenous plant genes, were used as quality controls of 

HTS libraries. These mRNAs are expected to be present in the tissue sample and 

RNA extracts, and therefore subject to the same sources of variability in detection 

than the viral RNAs (Expósito-Rodríguez et al., 2008; Huggett et al., 2005). The 

mRNAs of the following four genes were selected for this analysis: DnaJ-like 

protein, Elongation factor 1-α, Glyceraldehyde-3-phosphate dehydrogenase, and 

Ribosomal protein L2, which have been reported previously as conserved genes 

with stable mRNAs (Dean et al., 2002, Expósito-Rodríguez et al., 2008, Løvdal 

et al., 2009).  As a further internal control, the mRNA of a fifth gene known to be 

not conserved across plant species was included in the analysis:  Topoisomerase 

II associated protein, a gene specific to Arabidopsis thaliana (Yu et al., 2016). 

Details of each of the plant genes used to develop the controls, and their NCBI 

accession numbers, are given in the Table 3.3.  

The sequences of these five plant genes were downloaded from the NCBI 

browser (https://www.ncbi.nlm.nih.gov/genomes/) and used to perform a BLAST 

query against the FASTA read files of each library. Therefore, the BLAST query 

was performed under a minimum E.value threshold of 10-4, as for virus sequence 

detection (see section 3.4.2.). 
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Table 3.3. Name, nucleotide number, accession number and use that is 

given to each plant gen for the evaluation of the quality of each library and 

the plant specificity of genes. 

 

 
1 Accession number used to download the Genbank sequences from the NCBI. 

 

3.4.5. Virus detection in individual RNA extracts by RT-PCR 

RT-PCR was used to detect WMV in RNA extracts from samples of HTS 

libraries that were positive for WMV or in extracts not included in HTS libraries. 

The test was designed to amplify the whole CP gene of WMV (843 nucleotides).  

The complementary DNA (cDNA) was synthesized in a reaction mixture 

containing 1 µg of total RNA, 10 mM deoxynucleotide triphosphates (dNTPs), 0.5 

µg Oligo(dT)18 primer (Life Technologies, Carlsbad, CA, USA), and the remaining 

water to volume make up to 10 µl. This mixture of 10 µl was incubated at 65°C 

for 5 minutes and 200 units (U) of the reverse transcriptase (RT) of Moloney 

murine leukemia virus (M-MLV) (Promega Corporation, Madison, WI , USA), 2 µl 

of reverse transcription buffer (250mM Tris-HCl (pH 8.3 at 25°C), 375mM KCl, 

15mM MgCl2, 50mM DTT), 0.2 µl  ribonuclease inhibitor (40 U/ml) and the 

remaining water to volume make up to 20 µl were added. The reaction was 

carried at 42°C for 60 minutes, and 65ºC for 20 minutes. The resulting cDNA was 

used as a template for the PCR.  

Plant gen Nucleotides 
Accession 

number1 

Plant gen 

used as: 
Plant species  

DnaJ-like protein 1,566 AF124139 
Positive 

control 

Solanum 

lycopersicum 

Elongation factor 1-α 4,565 X53043 
Positive 

control 

Solanum 

lycopersicum 

Glyceraldehyde-3-

phosphate 

dehydrogenase 

1,285 U97257 
Positive 

control 

Solanum 

lycopersicum 

Ribosomal protein L2 816 X64562 
Positive 

control 

Solanum 

lycopersicum 

Topoisomerase II 

associated protein 
3,041 AK318693 

Negative 

control 

Arabidopsis 

thaliana 
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To reduce the fraction of false negative reactions that could be due to the 

variation in the quality of RNA extracts, two sets of primers were used for the 

PCR reaction (Table 3.4.). Nucleotide sequences of 100 WMV accessions were 

downloaded from the NCBI (https://www.ncbi.nlm.nih.gov/) and aligned using the 

MUSCLE tool v3.8.31 (Edgar et al., 2004) of MEGA version 6 (Tamura et al., 

2013). On this alignment, F2 and R4 primers were designed to amplify a region 

of 1032 nucleotides between position 8,776 (in the cistron for the nuclear 

inclusion b, NIb) and 9808 (in the 3’ non-translated region), positions numbered 

according to WMV NCBI accession NC_00626). The amplicon fully covers all 843 

nucleotides of the CP cistron. The WMV 826-CPF and WMV 826-CPR primer set 

were designed to amplify a region of 831 nucleotides between the CP cistron 

from positions 8975 to 9806 (positions numbered as in accession NC_00626). 

The OligoAnalyzer® tool (http://eu.idtdna.com/ calc/analyzer) was used to select 

the appropriate melting temperature and to identify potential for the formation of 

self-dimers and hairpins. The PCR was performed in a reaction containing 1 µg 

of cDNA, 1X Taq polymerase buffer with MgCl2, primer mix (0.2 µM), dNTPs (2.5 

mM) and 0.05 µl of enzyme Taq polymerase (5U / µl) (Roche Diagnostics) to 

make up a total volume of 20 µl. The following PCR conditions were used: 94°C 

for 2 minutes, 35 cycles of: 94°C, 30 seconds, 55°C, 30 seconds and 72°C, 35 

seconds. Finally, an extension of 72ºC for 10 minutes was carried out.  

 

Table 3.4. Sequence of the specific primers used to amplify the CP gene of 

WMV. 

 

Primer Primer sequences (5’-3’) Position1 

F2 GTGGCTTCTAAGCAAAGAYG 8757-8776 

R4 GRCTAGGTAAACTGGTCACAG 9788-9808 

WMV 826-CPF TNGARAATTTGGATGYAGG 8757-8975 

WMV 826-CPR CGACCCGAAATGCTAACTG 9806-9824 

 
1The position in nucleotides according to the sequence of WMV (accession no. NC_006262). 
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As positive control for the RT-PCR, RNA purified from WMV isolate m-116, 

kindly provided by Professor Miguel A. Aranda (Centro de Edafología y Biología 

Aplicada del Segura, CEBAS-CSIC), was used. Young zucchini (Cucurbita pepo L.) 

leaves were mechanically inoculated with crude sap from the infected lyophilized 

leaf tissue in 1 mM sodium phosphate buffer pH 7.2, with 0.2% Na-

diethyldithiocarbamate (DIECA). The inoculated plants were maintained in a 

greenhouse for 21 days (24-27ºC, and 16 hours of light), after which they were 

harvested. Total RNA of the infected zucchini plants was extracted using Agilent 

Plant RNA Isolation Mini Kit, and the viral particles purified according to the 

protocol described in (Purcifull et al., 1979). The viral RNA was extracted from 

the purified viral particles using a 1% SDS treatment and phenol-chloroform 

extraction method with final ethanol precipitation, according to the protocol 

described in (Purcifull et al., 1979). Viral RNA was then resuspended in DEPC 

(Diethyl pyrocarbonate)-treated sterile water. Quantification of the purified RNA 

concentration (ng/µl) and purity (with the absorbance ratios 260/280 and 

260/230) was performed using OD measurements and then stored at 80ºC.  

In addition, negative controls comprising either the reagent mixture without 

the RNA template, or water only, were included in the RT-PCR.  

The PCR amplicons were resolved by electrophoresis in 2 % agarose gels 

in 1X TAE buffer (40mM Tris, 20mM acetic acid, and 1 mM EDTA) (Sambrook et 

al., 1989) run for 90 minutes at 90V, and were visualised under UV light after 

ethidium bromide (EtBr) staining. 

 

 

3.5. Computational and statistical analyses 

3.5.1. Host range, incidence, and population genetics analyses 

It is expected that the RT-PCR could produce false negative results, 

associated with the virus titre in the total RNA extract. Therefore, our approach 

combined data of HTS and RT-PCR to estimate WMV host range (defined as the 

number of host species used by a pathogen (McLeish et al., 2019)). First of all, 

we used HTS data to detect a wider range of the host species of WMV. Thereafter 
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we used RT-PCR to validate HTS results in addition to target the WMV genetic 

regions of interest (McLeish et al., 2020b). WMV host range was determined as 

the number of plant species with samples that were positive for WMV by RT-

PCR.  

The number of RT-PCR positive individual plant samples allowed to 

calculate the incidence, defined as the percentage of infected plant individuals 

over the total plant individuals (Campbell & Neher 1994)). The incidence was 

measured as 
number of WMV infected plant individuals

total number of analysed plant individuals 
. The differences of incidence 

among habitats were assessed using permutation F-tests and t-tests. The 

Benjamini & Hochberg P-value adjustment method for multiple comparisons and 

1,000 permutations were used in all tests. The permutation tests are non-

parametric and do not assume normally distributed errors. These tests were 

conducted with the R package RVAideMemoire (Hervé, 2020). It is expected that 

the difference in the host relative abundance present in each habitat may affect 

virus incidence. The possible association between relative host abundance and 

virus incidence was evaluated for each habitat using a correlation test. Non-

parametric correlation analyses were performed, as appropriate for small sample 

sizes and valid for all types of distributions. Test was conducted with the R 

package stats (R Core Team, 2020).  

 The nucleotide sequences of the WMV-CP cistron were used in population 

genetic analyses. Sequences were aligned using MUSCLE v3.8.31 (Edgar, 2004) 

and alignments were adjusted manually. The association with either habitat or 

host plant species analysed in this thesis were used to define the WMV 

populations and thus conducting the different population genetic analysis.  

Population genetic diversity of WMV was calculated in terms of nucleotide 

diversity () and haplotype diversity (Hd) (Tajima, 1983). Genetic diversity 

estimates were calculated with Arlequin v.3.11 programme (Excoffier et al., 2005) 

and their standard errors based on 1000 bootstrap replicates. A permutation 

procedure was carried out to test whether the observed nucleotide/haplotype 

diversity differences between the populations are greater than expected by 
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chance, as implemented with the R package genetic_diversity_diffs (Alexander, 

2017).  

Genetic diversity of WMV-CP may be modulated by selection associated 

to habitat or host. Selection pressure was analysed by the mean pairwise non-

synonymous (dN) to synonymous (dS) site ratios () using the MegaX programme 

(Kumar et al., 2018) using Nei-Gojobori method (Nei et al., 1986).  

Differences in population genetic structure of WMV according to habitat or 

host of origin were assessed by as analysis of molecular variance (AMOVA) 

implemented in GENALEX V6.1 (Peakall & Smouse, 2006). AMOVA provides 

estimates of variance components and F-statistic analogs, such as Phi-statistics 

(ΦST) which reflect the correlation of haplotypic diversity at different levels of 

hierarchical subdivision (Excoffier et al., 1992). In addition, the pairwise ΦST was 

conducted to test population differentiation between habitats. The statistical 

significance of this analysis was obtained by performing a bootstrap of 1000 

replicates for the different groups of habitats and hosts. 

The association between the phylogenetic relationships of WMV 

populations with habitat and host species was analysed using different 

association indices obtained by Bayesian tip association significance test (BaTS) 

(Parker et al., 2008). A random sample of 1,000 post-burnin trees from the 

phylogenetic analysis (see section 3.5.2.) was used to account for phylogenetic 

uncertainty expected at the population level. In the BaTS approach, the data are 

repeatedly simulated under the null hypothesis that characters at the tips are 

randomly distributed across the phylogeny. We designated either a habitat or a 

host species trait for each taxon (tip) of the posterior set of trees (PSTs) in two 

separate analyses. The analysis generates the association index statistics (AI) 

and parsimony statistics (PS) which measure the degree to which sequences 

share previously assigned trait (habitat and host species). The inverse value of 

PS relates to the strength of association of the trait in the terminal branches of 

the phylogeny. According to the value, it implies a gain or loss of the trait. The AI 

value also represents the phylogeny-trait association; however, this value takes 
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into account any imbalance in the phylogeny topology. The MC value assess 

association of the viral sequences for each habitat.  

 

3.5.2. Phylogenetic analyses 

The presence of recombination events could interfere with phylogenetic 

inference. Hence, recombination breakpoints, which are associated with 

recombination events (Martin et al., 2015), were analysed using the RDP4 

package (http://web.cbio.uct.ac.za/~darren/rdp.html) that implements different 

methods for detecting recombinants based on different assumptions (Posada, 

2002).  The methods used to detect recombination events were RDP (Martin & 

Rybicki, 2000), GENECONV (Padidam et al., 1999), Bootscan/Recscan (Martin 

et al., 2005) , MaxChi (Maynard Smith, 1992), Chimaera (Posada & Crandall, 

2001), SiScan (Gibbs et al., 2000) and 3SEQ (Lam et al., 2018). The default 

setting and a Bonferroni corrected P-value cut-off of 0.01 were used (Martin et 

al., 2015). Only recombination breakpoints identified by at least four of the 

methods mentioned above with an associated P<10-3 were considered 

significant.  

A phylogenetic inference based on the nucleotide sequence of the CP 

cistron was conducted. Selection of the best-fit substitution model was done using 

the Akaike Information Criterion (AIC), and Bayesian Information Criterion (BIC) 

implemented with the modelTest function (Posada, 2008) of the R package 

phangorn (Schliep, 2011). In addition of the CP gene sequences determined in 

this work, those from data bases exemplifying the "classic" and "emerging" 

genetic groups of WMV proposed by Desbiez et al. (2009) were included in the 

phylogenetic inference. The Soybean mosaic virus sequence, closely related to 

WMV (Desbiez et al., 2007) was used to root the phylogenetic tree. The 

accession numbers of the reference sequences included in the phylogenetic 

analysis are shown in Table 3.5. 
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Table 3.5. Accession number, specimen code and genetic group to which 

the added external sequences belong. 

 
 

 
  

 

 
 

 

 

 

 

 
1Accession number used to download the Genbank sequences from the NCBI.  
2Genetic group established according to Desbiez et al., 2009.  

 

A Bayesian maximum credibility consensus phylogeny was inferred using 

MrBayes 3.2.7a (Huelsenbeck et al., 2001). Four Monte Carlo Markov Chains 

(MCMC) were run for 10 million generations and sampled every 1,000 

generations. Posterior probabilities and mean branch lengths were derived from 

7,500 post-burnin trees. Convergence and posterior parameter distributions were 

assessed using the MCMC Tracer Analysis Tool v1.7.1 (Rambaut et al., 2014). 

The phylogenetic trees were visualized using the FIGTREE v1.4.4 programme 

(Rambaut & Drummond, 2012).  

To assess the unresolved phylogenetic relationships expected from low-

level genetic divergences and contextualize genetic structuring of haplotypes 

among the habitats and host species a haplotype network was inferred. The 

inference and visualisation of the genetic relationships among intra specific 

sequences was performed following a network representation conducted by the 

HaploNet function from the R package pegas (Paradis, 2010). The function 

implements a maximum parsimony approach, which constructs the haplotype 

network using the infinite sites model (Templeton et al., 1992).  

 

3.5.3. Virus richness relationships with habitat and host 

To evaluate the relationship between the virus OTUs detected and habitat 

across host species relative abundance, two complementary methods were 

conducted: RLQ (Dolédec et al., 1996) and a fourth-corner analysis (Legendre et 

Accesion number1 Genetic group 2 

EU660578 Classic isolate-A 
EU660589 Classic isolate-B 
EU660587 G2 isolate 
EU660581 Emerging isolate 1 
EU660583 Emerging isolate 2 
EU660586 Emerging isolate 3 
EU660585 Emerging isolate 4 

D00507 Soybean mosaic virus 
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al., 1997). The RQL ordination method relates three data matrices. The first (R), 

relates each site to a particular habitat in a binary matrix (site x habitat). The 

second matrix, (L) shows host plant species abundances per site (species x site). 

The third matrix, (Q), shows the virus OTUs detected per host plant species (virus 

taxa x plant species) (Dolédec et al., 1996).  

The fourth-corner analysis is a two-step procedure (Dray & Legendre, 

2008), which tests the relationship between virus OTUs and habitat in explaining 

host species relative abundance using a randomisation test (with 9999 random 

permutations). The null hypothesis is that the R and Q tables are independent of 

each other, and the alternative hypothesis is that both habitat and virus richness 

influence host species abundance (Dolédec et al., 1996). This multiple testing 

may increase the incidents of false significant associations (i.e., Type I errors). 

To correct multiple tests, procedures were conducted using a false discovery rate 

method for adjusting P-values (FDR, Benjamini & Hochberg, 1995). To perform 

this analysis, the R package ade4 (Dray et al., 2007) was used. 

 
 

 

 

 

 

 

 

 

 
 

Figure 3.3. Graphical representation of the fourth-corner method (Dray & Legendre, 2008). 

This method tests the relationship between virus OTUs (Q matrix) and habitat (R matrix) mediated 

by host species relative abundance (L matrix).  
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3.5.4. Statistical significance tests  

Shapiro-Wilk tests was performed (Sokal & Rohlf, 1995) to test the 

normality of each variable. Homocedasticity was tested using the Levene test 

(Sokal & Rohlf, 1995). When distributions were normal and homoscedastic, a 

parametric test was performed (one-way ANOVA test).  When one of these two 

assumptions was not fulfilled, a nonparametric test was conducted (Kruskal-

Wallis test, Z-test). Post hoc tests were used to determine whether variables were 

significantly different between groups within each class. The Tukey Honest 

Significant Difference test was performed using the R packages car, dplyr, stats 

(R Core Team, 2020). 

GLMM were used to analyse the difference in the concentration and 

absorbance results (response variables), according to each factor involved in the 

RNA extraction (tissue homogenisation method, procedures implemented in 

different kits and plant species) and their interaction. The “tissue homogenisation 

methods” and the “extraction procedures implemented in different kits” were 

considered as fixed effects, while “plant species” was considered as a random 

effect: Conc. ~ Homogenisation * Kit + (Species); where Conc. is the 

concentration results, Homogenisation is the tissue homogenisation method used 

for the extraction and Kit is the extraction procedures implemented in different 

kits used for the extraction. For each response variable a separate model was 

conducted: Abs.1 ~ Homogenisation * Kit + (Species) and Abs.2 ~ 

Homogenisation * Kit + (Species), where Abs.1 is the absorbance 260/280 and 

Abs.2 is the absorbance 280/230. Variance components were determined using 

GLMMs by the Restricted Maximum Likelihood (REML) method (Lynch & Walsh 

1998). The most suitable model for the data distribution of each response variable 

was analysed using the R package rriskdistributions (Belgorodski, 2017), 

selecting it according with the lowest AIC and BIC value. The GLMM was 

conducted under the most suitable model for the distributions to the response 

variable and performed using the R package lme4 (Bates et al., 2007). To 

determine whether the values of the variables analysed were significantly 

different between classes within each fixed factor, a Least Significant Difference 
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(LSD) analysis was performed, with P-value adjusted for multiple comparisons 

(Sokal & Rohlf, 1995) using the R package lsmeans (Lenth, 2016).  
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4. RESULTS 
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4.1. Sampling collection and sample effort assessment 

Plant samples were collected over two years (2015-2016 and 2016-2017) 

in four different habitats. The four habitats were nominated a priori to represent 

dominant plant communities of the agricultural ecosystem of the centre of Spain. 

These habitats differed in the degree of human intervention, from lower to higher: 

Oakwood (Oa), Wasteland (Wl), Edge (Ed) and Crop (Cr). The Oakwood 

represents the evergreen oak forest communities that are the region's primary 

habitat for native species. Wasteland represents abandoned deforested 

scrubland areas that are structurally distinct from oak forest and have been 

subjected to different disturbance regimes. Edge consists of communities on the 

narrow borders of the crops, which are composed of relatively permanent plant 

assemblages where perennial species persist for years. Finally, Crop consists of 

annual seasonal monocultures interspersed by weed species, which are rotated 

or left fallow between seasons. 

In the two-year sampling period, a total of 78 collections were made at 23 

different sites, 4 of Oakwood, 4 of Wasteland, 4 of Edge, and 11 of Crop (see 

section 3.1.1.). A total of 6709 individual plant samples were collected, which 

comprised 272 different plant species (Table 4.1). Crop had the lowest observed 

plant species richness, followed by Edge, Oakwood, and Wasteland.  

 For evaluation of sample completeness and sampling effort, rarefaction 

analyses were conducted. Most collections showed a near asymptotic 

relationship between the sample size and the expected plant species richness 

(Figure 4.1), which indicated that our sampling effort was near to that necessary 

to produce the estimated asymptotic species richness. Exceptions were one 

collection from Crop and three from Edge (CrZ2V, Ed2V, Ed2P, Ed3P), which 

indicated that the sampling effort was insufficient for each of these collections. 

Additionally, the coverage-based asymptotic rarefaction and extrapolation 

analyses of plant species richness (Table 4.1) used to standardise the 

comparison of samples of uneven size, indicated Wasteland had the highest 

extrapolated number of species, followed by Oakwood, Edge, and Crop. 
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Table 4.1. Number of individual plant samples (n), collected during years 

2015-2017, observed plant species richness (Observed) and plant species 

richness estimated by Chao1 estimator (Estimator) with their standard error (S.E.). 

 

Habitats n Observed Estimator S.E. 

Crop (Cr) 1191 63 116.67 29.61 

Edge (Ed) 1080 104 184.21 30.09 

Wasteland (Wl) 2249 124 212.82 32.09 

Oakwood (Oa) 2189 117 187.90 26.23 

Total 6709 272 402.21 34.58 

 
 

 

Figure 4.1. Plant species richness rarefaction curves for each collection (n = 78). The 

vertical lines indicate the respective sample sizes. The first two characters of the site codes 

indicate the habitat: (Cr) Crop of (B) cauliflower, (Z) maize, (C) melon, (H) barley; (Ed) Edge; (Wl) 

Wasteland; and (Oa) Oakwood. 
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4.2. Characterisation of plant communities   

4.2.1. Differentiation of plant communities 

To evaluate the relative homogeneity of the collections among each of the 

habitats and justify our a priori categorisation of each habitat, a detrended 

correspondence analysis (DCA) (see section 3.2.1.) of a collection-by-plant 

species abundance matrix (78 collections x 272 species) was performed. Plant 

communities of each collection clustered in discrete groups according to the each 

a priori habitat category (Figure 4.2).  

 
 

 

 

 

 

 

 

 

 

 
Figure 4.2. Detrended correspondence analysis (DCA) of a collection-by-plant species 

abundance matrix of the four habitats. Abbreviations, (C) Cauliflower, (Z) Maize, (M) Melon, 

(H) Barley; (Cr) Crop; (Ed) Edge; (Wl) Wasteland; and (Oa) Oakwood. 

 

However, collections from Crop clustered according to the crop species 

that was grown at a given site and time. The DCA distinguished plant 

communities of Crop from each other and from plant communities of the other 

habitats. The influence of the Wasteland and Oakwood collections, and the high 

relative abundance of the crop species on the clustering of plant communities 

from Crop, were assessed in subsequent analyses. When the collections of 

Wasteland and Oakwood were omitted from the DCA, distinctions between the 
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plant communities associated with each crop species (i.e., C, M, H, & Z) became 

better resolved in that collections from M and Z formed two different clusters and 

not just one (Figure 4.3.). When the dominant crop species were omitted from 

the DCA, clusters of the collections from Crop converged with those of Edge 

(Figure 4.4.). The convergence of these clusters indicated the relative similarity 

in the plant assemblages represented in the collections from Crop and Edge, and 

the dissimilarity with the plant assemblages of both Wasteland and Oakwood. 

Therefore, Oakwood had the most differentiated plant community, with reduced 

dissimilarities between the communities of Crop and Edge when the abundant 

crop species were removed. The communities of Wasteland were also 

differentiated but were nearer to Edge and Crop than to Oakwood.  

 
 

 

 

 

 

 

 

 

 

 
Figure 4.3. Detrended correspondence analysis (DCA) of a collection-by-plant species 

abundance matrix of the Edge and Crop habitats. Abbreviations, (C) Cauliflower, (Z) Maize, 

(M) Melon, (H) Barley; (Cr) Crop and (Ed) Edge. 
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Figure 4.4. Detrended correspondence analysis (DCA) of a collection-by-plant species 

abundance matrix of the four habitats, with the abundant crop species omitted from the 

analysis. Abbreviations, (Cr) Crop; (Ed) Edge; (Wl) Wasteland; and (Oa) Oakwood. 

 

4.2.2. Comparison of plant species diversity among habitats y  

The comparison of the habitats in terms of plant species diversity was 

conducted by using two different diversity estimators: the Tsallis entropy estimate 

of diversity (Sq), and the asymptotic estimator of Shannon diversity (DAE) (see 

section 3.2.2.). We used two measures because the choice of diversity estimator 

may affect the interpretation of the results. (McLeish et al., 2017).  

As multiple collections were conducted at each site, and multiple sites of 

each habitat were sampled, species relative abundance estimates could be 

aggregated according to site or habitat. However, data aggregation may influence 

estimates of diversity and any differences between the habitats. Therefore, to 

explore the effect of data aggregation on diversity estimates, diversity was 

estimated without data aggregation at the level of collection (n = 78), and with 

aggregation at the level of site (n = 23).  

Differences in the mean values of Sq and DAE among the habitats were 

apparent. The distinctions between Edge and Oakwood were most pronounced 

when the DAE estimator was used and when the abundance data were 

aggregated (Table 4.2 and Figure 4.5). However, when the Sq diversity estimator 
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was calculated without data aggregation, the relationship between Edge and 

Oakwood was reversed. The distinctions among the habitats were sensitive to 

the choice of diversity estimator, which did not distinguish similarities and 

differences in species assemblages among the collections and habitats as were 

evident in the DCA. 

There were significant differences in the diversity estimates of the habitats, 

both without data aggregation (Kruskal-Wallis rank sum tests: Sq 2
(3) = 54.832, 

P < 0.001; DAE 2
(3) = 43.558, P < 0.001) (see section 3.5.4.) and when the data 

were aggregated by site (one-way ANOVA: F(3,19) = 102.00, P < 0.001). 

Comparisons of means by Tukey Honest Significant Difference (HSD) tests, 

adjusted for multiple comparisons, indicated all pair-wise habitat contrasts were 

significantly different (P-adjusted < 0.005) except that between Edge and 

Oakwood (P-adjusted = 0.999) when the Sq estimator was used. The distinction 

between these two habitats was greater (DAE: P-adjusted = 0.052) when the DAE 

estimator was given. Therefore, although data aggregation resulted in a relative 

increase in the plant species diversity of Edge, in all analyses, Crop was the 

habitat with the lowest diversity and Wasteland that with highest diversity. 

 
Table 4.2. Plant species diversity estimated as Tsallis entropy (Sq) or the 

Shannon diversity asymptotic (DAE) estimator, without data aggregation (n = 78) or 

with data aggregated by site (n = 23). 

 

 
1Mean () ± standard error (S.E.) of diversity estimators of each habitat. 

 

 

Aggregation Habitat n Sq  (S.E.)1 DAE  (S.E.) 

None Crop (Cr) 24 1.481 (0.155) 5.578 (0.598) 

 Edge (Ed) 22 3.085 (0.114) 13.648 (0.849) 

 Wasteland (Wl) 16 4.545 (0.297) 18.601 (2.292) 

 Oakwood (Oa) 16 4.236 (0.306) 16.502 (1.735) 

Site Crop (Cr) 11 1.946 (0.268) 7.891 (1.401) 

 Edge (Ed) 4 6.551 (0.406) 33.531 (2.384) 

 Wasteland (Wl) 4 8.653 (0.158) 40.404 (2.188) 

 Oakwood (Oa) 4 6.470 (0.206) 24.861 (1.502) 
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Figure 4.5. Values of Tsallis diversity (Sq) and the Shannon diversity asymptotic estimator 

(DAE) of each habitat. Estimates calculated from samples of each collection (n = 78; A, C) and 

then aggregated by site (n = 23; B, D). Means and standard errors are indicated for each habitat. 

Abbreviations; Crop (Cr), Edge (Ed), Wasteland (Wl), and Oakwood (Oa). 

 

Analyses were also conducted to detect the presence of temporal signals 

in the diversity of plant communities (Figure 4.6). Kruskal-Wallis rank sum tests 

indicated significant differences in the diversity of plant communities between 

seasons (Sq 2
(2) = 18.61, P < 0.001; DAE 2

(2) = 17.23, P < 0.002). Communities 

of Edge, Oakwood, and Wasteland experienced a decrease in diversity from 

Spring through the other seasons, compared to Crop where diversity increased 

marginally between spring and autumn.  

Therefore, land-use practices in Crop produced a trend in seasonal 

diversity variation that was opposite to the other habitats. 
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Figure 4.6. Seasonal variation of Tsallis diversity (Sq) (A) and the Shannon diversity 

asymptotic estimator (DAE) (B) among collections (n = 78) from each habitat. Means and 

standard errors are indicated for each habitat. The line style and the dots and lines are coloured 

according to each habitat. 

 

4.2.3. Rationalisation of plant species selection for HTS 

The inclusion of rare plant species in the analysis of plant-virus infection 

networks at the landscape level can bias results (see section 3.3.2.). However, 

when rare plant species are omitted, the categorisation of habitats may also be 

affected. The effect of omitting rare plant species on the differentiation of the 

habitats was evaluated by comparing DCAs that included all plant species and 

that which omitted rare species (Figure 4.7). The DCAs indicated that when rare 

plant species were omitted, the clusters of collections were largely preserved with 

the exception of collections of Maize. Collections of Maize became differentiated 

from those of Melon, while the cluster of collections from Barley became merged 

with those of Edge. 
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Figure 4.7. Detrended correspondence analysis (DCA) of collection-by-plant species 

abundance matrix of the four habitats considering all plant species (A) or only frequent 

plant species (B). Abbreviations, (C) Cauliflower, (Z) Maize, (M) Melon, (H) Barley; (Cr) Crop; 

(Ed) Edge; (Wl) Wasteland; and (Oa) Oakwood. 

 

 Host species observed in more than one habitat are "key" in plant virus 

infection networks, as they may be central to among-habitat transmission 

dynamics and be potential reservoirs for emerging viruses. To analyse if the 

omission of rare species preserved species shared among habitats, Kendall’s tau 

rank correlation coefficient (τ) was used to test the correlation between the set 

memberships of species shared among habitats and unique before and after the 

rare plant species were omitted. Species richness of each habitat before and after 

rare species omission was positively correlated (Kendall rank correlation, z = 
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3.91, P < 0.001, τ = 0.776). These results showed that the distribution of plant 

species richness among the habitats was similar before and after rare plant 

species were omitted (Table 4.3). Therefore, there was a low contribution of rare 

plant species to the categorisation of the habitats and plant species richness 

overall, the relative proportions of which remained well preserved after rare 

species had been omitted.  

Wasteland and Oakwood had the largest reduction in plant species 

richness, followed by Edge and Crop. However, the frequencies of the rare plant 

species omitted in each habitat were not related to the frequencies of individual 

plant samples of rare species omitted in each habitat (2 
(3, 4) = 0.003, P = 0.999). 

Additionally, there was no relationship between the frequencies of individual plant 

samples omitted and habitats (2 
(3, 4) = 0.006, P = 0.999). Oakwood and Edge 

had the largest reduction in the number of individual plant samples, followed by 

Crop and Wasteland.  

 
Table 4.3. Comparison of the plant species richness and number of 

individual plant samples in each habitat before and after rare plant species 

were omitted. 

Habitat 
All species Frequent species 

S n S n 

Crop (Cr) 63 1191 48 (23.8%)1 1157 (2.9%)2 

Edge (Ed) 104 1080 77 (26.0%) 1036 (4.1%) 

Wasteland (Wl) 124 2249 89 (28.2%) 2187(2.8%) 

Oakwood (Oa) 117 2189 78 (33.3%) 2091(4.5%) 

Total 272 6709 172 (36.8%) 6471(3.6%) 

 
1 Percentage of the plant species richness after omitting rare plant species. 
2 Percentage of the individual plant samples after omitting rare plant species. 

 

The removal of rare plant species resulted in a decrease of 36.8%, in the 

number of plant species, and a decrease of 3.6% in the number of plant samples 

(238 samples removed). This data underscores that although 100 species were 

removed, the reduction in the number of individual plant samples was low. 

Therefore, the exclusion of these rare plant species in analyses of host-parasite 

interactions implies a reduction in the possible bias in the detection of infection 

and estimation of prevalence. 
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To further rationalise the protocol, we limited the HTS analyses to species 

that were frequent between the summer of 2015 and spring of 2016, which 

occurred in more than one habitat, or were highly characteristic of each plant 

community. A DCA was conducted to assess whether the distinctions among the 

plant communities were preserved in the subset of plant species selected for 

HTS. The distinctions among plant communities of the habitats were preserved 

in the subset of species selected for HTS and showed negligible differences with 

the DCA that comprised all species observed (Figure 4.8). Although not 

substantial, the subset of collections from Edge and Crop converged, as the 

increase in shared species between them would be expected to affect the 

ecological distance estimates between collections. By omitting from the 

ordination information provided by particular plant species, there was less 

information to distinguish the habitats. In addition, the subset of species selected 

from Oakwood for HTS, which had a large proportion of rare species omitted, 

also remained distinct, but with some convergence with Wasteland that indicated 

similarities between their plant communities. In addition, the analysis 

corresponded to the first year of sampling, and this reduction in species 

occurrence and abundance from those sampled between 2015 and 2017, was 

expected to reduce the discriminatory power of the ordination. This was a 

desirable result because species selected for HTS were shared predominantly 

between habitats, thus decreasing the number of species specific to each habitat, 

and those which contributed to their differentiation. 
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Figure 4.8. Detrended correspondence analysis (DCA) of a collection-by-plant species 

abundance matrix of the four habitats considering the plant species selected for HTS. 

Abbreviations, (Cr) Crop; (Ed) Edge; (Wl) Wasteland; and (Oa) Oakwood. 

 
The distribution of plant species selected for HTS across habitats was: 25 

of Crop, 52 of Edge, 51 of Oakwood, and 52 of Wasteland (Table 4.4). The 

percentages of plant species selected for HTS to the species sampled during the 

first year were: 64.10% in Crop, 91.07% in Edge, 78.46% in Oakwood and 

73.24% in Wasteland (Table 4.4).  

 
Table 4.4. Plant species richness in each habitat after different sets of 

species were omitted. 

 

 

 

 

 

1Total plant species richness. 
2Species richness of the first year of collection (2015-2016).  
3Frequent plant species (with more than five individuals in at least one habitat).  
4Frequent plant species for the first year of collection.  
5Plant species selected for HTS. 
 6Percentage of plant species selected for HTS to frequent plant species of the first year of 
collection. 

 

Habitats S1 S1
2 Sr

3 Sr1
4 SHTS

5 SHTS/ Sr1
6 

Crop (Cr) 63 51 48 39 25  64.10 % 

Edge (Ed) 104 73 77 56 52 91.07 % 

Wasteland (Wl) 124 96 89 71 52 73.24 % 

Oakwood (Oa) 117 86 78 65 51 78.46 % 

Total 272 211 172 144 118 81.94 % 
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4.3. Sample preparation and obtention of nucleotide 

sequences 

4.3.1. Optimisation of RNA preparations 

Due to the large variety of plant species in our collections and the different 

phenological states of specimens across seasons, it was necessary to evaluate 

which factors in the RNA extraction procedure (plant species, tissue 

homogenisation, extraction) had the greatest effect on the quality of the RNA 

extract. For this purpose, an experiment was conducted in which we assessed 

three methods of tissue homogenisation, and three RNA extraction procedures 

implemented in commercial kits (see section 3.3.1.). The resulting nine 

procedures were assayed on five randomly selected samples from each of six 

species (Bromus rubens L., Carduus bourgeanus L., Cucumis melo L., Papaver 

rhoeas L., Quercus ilex L., Stipa parviflora L.). Final extracts were re-suspended 

in 50 µl of nuclease-free water. These six species were also randomly selected 

from those that yielded low RNA concentration (ng/µl), poor absorbance ratios at 

260/230 and 260/280 nm, and had low integrity determined using agarose gel 

electrophoresis analyses (see section 3.3.1.). All tissues were homogenised with 

a mortar and pestle using glass powder and extracted with the Direct-zolTM RNA 

MiniPrep Plus kit.  

Two hundred and seventy RNA extracts were thus obtained (5 individuals 

x 6 species x 3 tissue homogenisation methods x 3 RNA extraction procedures). 

A table with concentration and absorbance ratio values obtained for each extract 

is shown in Annex, Table A1. The mean values of the concentration and 

absorbance ratios obtained with each of the 9 procedures are shown in Table 

4.5.  



Results 

80 
 

Table 4.5. Mean and standard error of RNA concentration (ng/μl) and absorbance ratios for different plant species, purified by 

different tissue homogenisation methods and RNA extraction procedures as implemented in different kits. 

 
1Tissue homogenisation methods: I; mortar with pestle and glass powder, II; Eppendorf tube without glass powder, III: Eppendorf tube with glass powder.  
2Kit: A; Direct-zolTM RNA MiniPrep Plus, B; Rneasy Mini Kit. Kit, C; Agilent Plant RNA Isolation Mini Kit. 

Species Species 
Homogenisation I1 Homogenisation II1 Homogenisation III1 

Kit A2 Kit B2 Kit C2 Kit A2 Kit B2 Kit C2 Kit A2 Kit B2 Kit C2 

B. rubens 

Concentration  52.1 ± 8.2 55.1 ± 8.2 143.9 ± 28.5 37.3 ± 10.4 15.8 ± 5.1 14.5 ± 2.3 22.5 ± 11.5 8.7 ± 1.8 49.8 ± 10.1 

260/230 Absorbance 1.6 ± 0.0 2.0 ± 0.1 2.1 ± 0.0 1.5 ± 0.1 1.8 ± 0.1 2.1 ± 0.2 1.3 ± 0.1 1.5 ± 0.0 2.0 ± 0.1 

260/280 Absorbance 1.1 ± 0.1 1.4 ± 0.3 1.9 ± 0.2 1.2 ± 0.2 1.0 ± 0.2 1.5 ± 0.4 0.9 ± 0.1 0.9 ± 0.3 1.8 ± 0.3 

C. bourgeanus 

Concentration  203.2 ± 30.6 254.3 ± 91.7 318.3 ± 95.6 241.1 ± 119.3 157.4 ± 76.8 103 ± 36.9 115.3 ± 28.1 119.8 ± 44.9 129.0 ± 33.0 

260/230 Absorbance 1.8 ± 0.1 2.0 ± 0.0 2.1 ± 0.0 1.8 ± 0.1 2.0 ± 0.1 2.2 ± 0.0 1.8 ± 0.1 2.0 ± 0.1 2.1 ± 0.0 

260/280 Absorbance 1.5 ± 0.2 1.2 ± 0.3 1.9 ± 0.2 1.5 ± 0.2 1.0 ± 0.4 1.6 ± 0.2 1.6 ± 0.3 0.9 ± 0.3 1.8 ± 0.2 

C. melo 

Concentration  519.6 ± 112.4 266.6 ± 37.8 490.3 ± 58.0 776.8 ± 102.5 194.7 ± 31.1 216.4 ± 21.8 676.9 ± 152.4 199.5 ± 71.3 345.8 ± 47.3 

260/230 Absorbance 2.0 ± 0.0 2.1 ± 0.0 2.1 ± 0.0 2.1 ± 0.0 2.1 ± 0.0 2.1 ± 0.0 2.0 ± 0.0 2.1 ± 0.0 2.1 ± 0.0 

260/280 Absorbance 2.2 ± 0.1 1.8 ± 0.1 2.2 ± 0.0 2.2 ± 0.0 1.7 ± 0.2 1.9 ± 0.1 2.2 ± 0.0 1.4 ± 0.4 2.0 ± 0.1 

P. rhoeas 

Concentration  224.1 ± 39.2 229.4 ± 97.3 234.9 ± 106.0 115.0 ± 65.7 67.4 ± 35.6 65.9 ± 26.9 97.1 ± 30.4 27.3 ± 12.3 94.1 ± 72.4 

260/230 Absorbance 2.0 ± 0.0 2.1 ± 0.0 2.1 ± 0.0 1.9 ± 0.0 2.1 ± 0.1 2.0 ± 0.1 1.7 ± 0.1 2.0 ± 0.0 2.2 ± 0.1 

260/280 Absorbance 1.7 ± 0.1 1.6 ± 0.3 1.7 ± 0.2 1.5 ± 0.2 0.9 ± 0.4 1.2 ± 0.3 1.2 ± 0.2 0.7 ± 0.2 1.1 ± 0.3 

Q. ilex 

Concentration  112.3 ± 57.6 20.5 ± 4.2 271.5 ± 89.5 45.4 ± 17.9 19.1 ± 7.8 534.9 ± 383.4 38.9 ± 11.4 16.2 ± 6.5 158.9 ± 30.7 

260/230 Absorbance 1.4 ± 0.0 1.7 ± 0.1 1.6 ± 0.0 1.3 ± 0.1 1.6 ± 0.1 1.6 ± 0.0 1.4 ± 0.0 1.4 ± 0.1 1.6 ± 0.1 

260/280 Absorbance 0.6 ± 0.1 0.9 ± 0.1 1.1 ± 0.4 0.6 ± 0.0 0.8 ± 0.1 0.8 ± 0.1 0.7 ± 0.1 0.9 ± 0.2 0.9 ± 0.1 

S. parviflora 

Concentration  161.1 ± 37.1 189.9 ± 69.5 120.9 ± 61.1 88.1 ± 27.6 14.7 ± 3.0 48.9 ± 24.3 93.9 ± 23.2 19.3 ± 11.8 32.9 ± 11.7 

260/230 Absorbance 2.0 ± 0.1 2.1 ± 0.0 2.2 ± 0.1 2.0 ± 0.1 2.1 ± 0.1 3.3 ± 1.3 1.8 ± 0.1 1.9 ± 0.2 2.1 ± 0.1 

260/280 Absorbance 1.8 ± 0.2 1.8 ± 0.2 1.7 ± 0.4 1.8 ± 0.2 0.7 ± 0.2 1.6 ± 0.4 1.4 ± 0.2 1.1 ± 0.4 1.2 ± 0.4 
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Generalised linear mixed models (GLMM) were conducted in which the 

tissue homogenisation and RNA extraction procedures were considered as fixed 

factors, and the plant species as a random factor, in a full model considering all 

interactions between factors. Either RNA concentration or absorbance ratio was 

the response variable (Table 4.6). For each response variable a separate model 

was implemented (see section 3.5.4.). The concentration response variable was 

modelled using a gamma distribution and log-link function. The absorbance ratio 

response variables were modelled using a normal distribution and identity-link 

function.  

GLMM analyses indicated that the RNA extraction procedures had an 

effect on each of the response variables (concentration: Wald 2
 (2,3) = 40.025, P 

< 0.001; 260/230 absorbance ratio: Wald 2
 (2,3) = 32.79, P < 0.001; 260/280 

absorbance ratio: Wald 2
 (2,3) = 26.095, P < 0.001). The tissue homogenisation 

method had an effect on concentration and 260/230 absorbance ratio (2 
(2,3) = 

16.762, P < 0.001). The interaction of both factors only had a significant effect on 

the RNA concentration (Wald 2
 (2,3) = 9.991, P = 0.041). The variance explained 

was assessed by R2 values for each model implemented using the methods of 

Nakagawa & Schielzeth (2013). The marginal R2 value, that considered both fixed 

factors, showed a higher value for concentration response variable (R2: 11.9%) 

than for absorbance ratios at 260/280 nm and 260/230 nm (R2: 10.9%, R2: 10.6%, 

respectively). The conditional R2 value, that considered both fixed factors and 

random factor, showed a higher value for concentration response variable (R2: 

40%) than for absorbance ratios at 260/280 nm and 260/230 nm (R2: 29.6, R2: 

38.7%, respectively). 

To test the significant difference between adjacent mean values within 

each fixed factor, LSD analyses were employed (Annex, Table A2). LSD test 

showed that for the RNA concentration mean values obtained with the tissue 

homogenisation method mortar and pestle with glass powder, and Direct-zolTM 

RNA MiniPrep Plus Kit and Agilent Plant RNA Isolation Mini Kit were significantly 

higher (F (2,3) ≥ 0.641, P < 0.001 and F (2,3) ≥ 0.664, P < 0.001, respectively) than 

with the other tissue homogenisation methods and RNA extaction procedures. 

The mean values of the 260/230 absorbance ratio obtained with the tissue 

homogenisation methods did not differ significantly (F (2,3) ≥ 0.031, P ≤ 0.875). 
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While the mean values obtained with Agilent Plant RNA Isolation Mini Kit were 

closer to the optimum value 2.0-2.2, differing significantly to the other kits (F (2,3) 

≥ 0.173, P ≤ 0.018). Finally, the 260/280 absorbance ratio mean values obtained 

with the tissue homogenisation mortar with pestle and glass powder and the kits 

Direct-zolTM RNA MiniPrep Plus Kit and Agilent Plant RNA Isolation Mini Kit were 

lower than the optimum value 2-2.2, differing significantly to the tissue 

homogenisation methods (F (2,3) ≥ 0.239, P ≤ 0.008) and RNA extaction 

procedures (F (2,3) ≥ 0.270, P < 0.002). 

Since absorbance is an ordinal scale, but one with a specific value of 

reference that is not determined by magnitude, one value may be significantly 

higher but with a higher standard error value than the rest. For the set of values 

obtained with the different tissue homogenisation methods and RNA extraction 

procedures, the range of variation of the variances for 260/230 and 260/280 

absorbance ratios was equal (F (8,261) = 1.304, P = 0.242; F (8,261) = 0.463, 

P = 0.881, respectively).  

 
Table 4.6. Generalised linear mixed model of concentration and absorbance 

ratio responses with fixed factors for tissue homogenisation method and 

RNA extraction procedures, and a random factor for plant species. The 

significant (Type II Wald 2) relationships are indicated in bold text. 

 

Response 
variable 

Fixed effects Estimate 2 Pr (>2) AIC 

Concentration1 
Homogenisation -0.78 47.97 <0.001 

3,144.2 Kit 0.29 40.03 <0.001 
Homogenisation * Kit 2.34 9.99 0.041 

260/230 
absorbance1 

Homogenisation -0.17 5.20 0.074 
332.4 Kit 0.45 32.79 <0.001 

Homogenisation * Kit 0.28 3.49 0.479 

260/280 
absorbance1 

Homogenisation -0.16 16.76 <0.001 
453.6 Kit 0.22 26.10 <0.001 

Homogenisation * Kit -1.13 5.10 0.277 

 
1Model equations used: Concentat ion ~ F1*-0.78 + F2*0.29 + F1*F2*2.34+ 5.17;
260/230 absorbance ~ F1* -0.17 + F2*0.45 + F1*F2*0.28 + 1.79; 260/280 absorbance ~ 
F1* -0.16 + F2*0.22 + F1*F2*-1.13 + 1.48; where F1 is the first fixed factor (Tissue 
homogenisation method) and F2 is the second fixed factor (Kit). 
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The integrity of the RNA extracts of two species randomly selected from 

the six used in the optimisation assay was assessed with agarose gel 

electrophoresis (Figure 4.9). Well-defined bands that corresponded to 28S and 

18S ribosomal RNA (rRNA) were present after using the different tissue 

homogenisation methods and RNA extraction procedures and indicated that all 

of the yielded RNA had good integrity, except for that from the homogenisation 

of C. borgeanus in Eppendorf tubes without glass powder and the Agilent Plant 

RNA Isolation Mini Kit.  

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 4.9. Agarose gel electrophoresis or RNA extracted by different procedures from 

different plant species. Tissue was homogenised (T.H.) by: ((I) mortar with glass powder, (II) 

Eppendorf without glass powder, (III) Eppendorf with glass powder). RNA was extracted (Kit) by 

((A) Direct-zolTM RNA MiniPrep Plus, (B) Rneasy Mini Kit, (C) Agilent Plant RNA Isolation Mini 

Kit). Plant species were C. bourgeanus (A) and C. melo (B) shown as examples. The results are 

supported with a positive control of Nicotiana benthamina L. RNA extract extracted by Direct-

zolTM RNA MiniPrep Plus and mortar with glass powder. 
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4.4. Detection and validation of viral OTUs 

4.4.1. Quality control of plant RNA extracts for detection of viral 

sequences 

For HTS, RNA extracts of individual plant samples from the same plant 

species and collection (i.e., same time, same site) were pooled to obtain a single 

HTS library (see section 3.3.3.). However, in some cases, samples from the 

same plant species for a given collection were sparsely present. To avoid pooling 

a small number of individual RNA extracts, in some cases individual RNA extracts 

were pooled by site. After sequencing, adapter sequence contamination was 

trimmed from the HTS libraries (see section 3.4.1.). Reference codes of the 306 

HTS libraries obtained, plant species and family, the habitat and site and 

collection from which the plant samples came, and the number of RNA extracts 

that had been pooled are shown in Annex, Table A3.  

The most efficient protocol selected for RNA extraction was not always 

sufficient to produce the desired RNA quality. This can negatively affect library 

preparation, HTS performance, and the sensitivity/accuracy of virus sequence 

detection and potentially result in a biased estimation of plant-virus interactions. 

To test whether the quality of the RNA extracts might bias the performance of the 

HTS run, endogenous messenger RNA (mRNA) expected to be subject to the 

same sources of variability as viral RNAs, were used as quality controls. Four 

mRNAs that are known to have stable levels of expression were chosen as quality 

controls (Dean et al., 2002; Expósito-Rodríguez et al., 2008; Løvdal et al., 2009) 

(Table 4.7.) (see section 3.4.4.). BLAST query analyses showed that these 

mRNAs (DnaJ-like protein, Elongation factor 1-α, Glyceraldehyde-3-phosphate 

dehydrogenase, and Ribosomal protein L2) were detected in a large fraction of 

libraries (Table 4.7.). In addition, the Topoisomerase II associated protein gene, 

which is exclusive to Arabidopsis thaliana L. (Catalá et al., 2019), was included 

as a negative control. Reads of the mRNA of Topoisomerase II associated 

protein, were detected in about 6% of the HTS libraries, and indicated that the 

presence of reads of the other mRNAs were not artefacts. The reads of the mRNA 

of Topoisomerasae II associated protein in the 19 HTS libraries corresponded to 

the genomes of plant families that comprised Brassicaceae, Apiaceae, 
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Asteraceae, Geraniaceae, Lamiaceae, Poaceae, Polygonaceae, Rhamnaceae, 

and Rubiaceae. As mentioned in section 3.4.2., the BLAST query does not 

guarantee true positive detections, and may result in false positive detections of 

both the mRNA of Topoisomerase II associated protein, and that of the mRNA of 

other genes. However, this analysis showed that the detection of virus sequences 

should be sufficiently robust to variation in RNA extract quality as to allow 

comparative analyses among HTS libraries. 

 
Table 4.7. Number and proportion of HTS libraries with reads derived from 

mRNAs from plant genes. 

 
 

 

 

 

 

 

4.4.2. Validation of viral OTUs  

Virus detection was conducted using BLAST queries of the HTS libraries 

against a local database of single-stranded RNA (ssRNA) virus reference 

genomes (see section 3.4.2.). We limited the database to ssRNA, because they 

are the major class of plant viruses (King et al., 2011). Reads that matched with 

a reference were provisionally assigned to the virus species of the corresponding 

target genome in the local database and considered as operational taxonomic 

units (OTUs). A series of in silico validation steps were then conducted to reduce 

the frequency of false positive detections that potentially resulted from the BLAST 

queries (see section 3.4.3.). These steps retained OTUs of a given library that: 

1) matched both paired-end reads with the same reference, and that did not 

match the same reference more than once; 2) had a percentage identity with the 

reference equal to or greater than 90%; 3) had a query length greater or equal to 

100 nucleotides; and 4) had a query coverage equal to 100%. 

Kernel density estimations (KDE) of the BLAST query bit-scores (S’) were 

used to assess the change in sequence similarity between BLAST queries and 

Plant gen Libraries detected 

DnaJ-like protein 249/306 (81.37%) 

Elongation factor 1-α 306/306 (100.00%) 

Glyceraldehyde-3-phosphate dehydrogenase 305/306 (99.67%) 

Ribosomal protein L2 284/306 (92.81%) 

Topoisomerase II associated protein 19/306 (6.21%) 
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references before and after the application of the in silico validation criteria. The 

KDE bandwidth was adjusted to remove multimodal distributions. Before applying 

the validation criteria, the S’ mean values were 185 and 187 for each read 

orientation (range, 45.4 to 279.0) (Figure 4.10.A). Once the validation criteria 

were applied, the mean values of S’ increased to 243 and 241 (range 124.0 – 

279.0) (Figure 4.10.B).  

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4.10. A kernel density estimation (KDE) of the BLAST bit-score parameter (S’) before 

(A) and after (B) applying validation criteria. Dashed lines show the mean bit-score value for 

both read orientations.  
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The improvement in the quality of each match is shown by the positive shift 

in S' distributions after applying the validation criteria and was partly an effect of 

removing reads that had sequence similarity with the reference lower than 90%.  

 

4.4.3. Viral OTUs detected in HTS libraries 

After applying the validation criteria to the BLAST query results performed 

against a local database of ssRNA virus reference genomes, virus OTUs were 

detected in 287 of 306 total HTS libraries. We detected 92 OTUs, defined by 

similarity to known virus species. From here on, OTUs will be identified according 

to the name of the corresponding virus species. Of the 92 OTUs, 90 

corresponded to plant-infecting viruses and two to fungal viruses (Botrytis 

ourmia-like virus, Botrytis virus F). These fungal viruses were not included in the 

following analyses (Table 4.8).  
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Table 4.8. Habitat occurrence of virus OTUs. 

 

Species Genus Family Detections1 Cr2 Ed2 Wl2 Oa2 

Alfalfa mosaic virus Alfamovirus Bromoviridae 3 0 0 1 1 
Pelargonium zonate spot virus Anulavirus Bromoviridae 143 1 1 1 1 
Brome mosaic virus Bromovirus Bromoviridae 3 0 1 1 0 
Cucumber mosaic virus Cucumovirus Bromoviridae 188 1 1 1 1 
Gayfeather mild mottle virus Cucumovirus Bromoviridae 33 1 1 0 1 
Tomato aspermy virus Cucumovirus Bromoviridae 59 1 1 1 1 
Parietaria mottle virus Ilarvirus Bromoviridae 18 0 1 0 0 
Prunus necrotic ringspot virus Ilarvirus Bromoviridae 3 0 0 0 1 
Barley yellow dwarf virus Luteovirus Luteoviridae 10 1 1 1 0 
Barley virus G Polerovirus Luteoviridae 1 1 0 0 0 
Beet chlorosis virus Polerovirus Luteoviridae 35 1 1 0 1 
Beet mild yellowing virus Polerovirus Luteoviridae 38 1 1 0 1 
Beet western yellows virus Polerovirus Luteoviridae 45 1 1 0 1 
Brassica yellows virus Polerovirus Luteoviridae 37 1 1 1 1 
Carrot red leaf virus Polerovirus Luteoviridae 2 0 1 0 0 
Cereal yellow dwarf virus Polerovirus Luteoviridae 3 1 1 0 0 
Chickpea chlorotic stunt virus Polerovirus Luteoviridae 3 0 1 0 0 
Cotton leafroll dwarf virus Polerovirus Luteoviridae 2 0 1 0 0 
Cowpea polerovirus 1 Polerovirus Luteoviridae 2 0 1 0 0 
Cucurbit aphid-borne yellows virus Polerovirus Luteoviridae 8 0 1 1 0 
Ixeridium yellow mottle virus 1 Polerovirus Luteoviridae 3 0 1 1 0 
Ixeridium yellow mottle virus 2 Polerovirus Luteoviridae 2 0 1 1 0 
Melon aphid-borne yellows virus Polerovirus Luteoviridae 9 0 1 0 0 
Pepo aphid-borne yellows virus Polerovirus Luteoviridae 6 0 1 0 0 
Potato leafroll virus Polerovirus Luteoviridae 21 0 1 0 0 

 

1Detections represent the number of libraries, out of the total of 306 libraries, in which the OTUs were detected.  
2Presence (1) or absence (0) of viral OTUs in each habitat. Abbreviations, (Cr) Crop; (Ed) Edge; (Wl) Wasteland; and (Oa) Oakwood. 
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Table 4.8. Continued. 

 

Species Genus Family Detections1 Cr2 Ed2 Wl2 Oa2 

Suakwa aphid-borne yellows virus Polerovirus Luteoviridae 4 0 1 0 0 
Sugarcane yellow leaf virus Polerovirus Luteoviridae 1 0 1 0 0 
Tobacco virus 2 Polerovirus Luteoviridae 21 0 1 0 0 
Turnip yellows virus Polerovirus Luteoviridae 51 1 1 1 1 
Wheat leaf yellowing-associated virus Polerovirus Luteoviridae 1 0 1 0 0 
Wheat yellow dwarf virus Polerovirus Luteoviridae 3 1 1 0 0 
Calla lily latent virus Potyvirus Potyviridae 6 1 0 0 0 
Iranian johnsongrass mosaic virus Potyvirus Potyviridae 1 0 1 0 0 
Maize dwarf mosaic virus Potyvirus Potyviridae 31 0 1 0 1 
Plum pox virus Potyvirus Potyviridae 10 1 1 1 1 
Potato virus Y Potyvirus Potyviridae 1 0 1 0 0 
Sorghum mosaic virus Potyvirus Potyviridae 3 0 1 0 0 
Soybean mosaic virus Potyvirus Potyviridae 9 1 1 0 0 
Turnip mosaic virus Potyvirus Potyviridae 18 1 1 1 1 
Watermelon mosaic virus Potyvirus Potyviridae 66 1 1 1 1 
Zucchini yellow mosaic virus Potyvirus Potyviridae 2 1 1 0 0 
Wheat streak mosaic virus Tritimovirus Potyviridae 1 1 0 0 0 
Barley yellow striate mosaic virus Cytorhabdovirus Rhabdoviridae 1 0 1 0 0 
Eggplant mottled dwarf virus Nucleorhabdovirus Rhabdoviridae 3 0 0 1 1 
Lettuce big-vein associated virus Varicosavirus Rhabdoviridae 1 0 1 0 0 
Lettuce yellow mottle virus Varicosavirus Rhabdoviridae 6 0 1 0 0 
Rubus chlorotic mottle virus Sobemovirus Solemoviridae 103 1 1 1 1 
Turnip rosette virus Sobemovirus Solemoviridae 1 0 0 1 0 

 

1Detections represent the number of libraries, out of the total of 306 libraries, in which the OTUs were detected.  
2Presence (1) or absence (0) of viral OTUs in each habitat. Abbreviations, (Cr) Crop; (Ed) Edge; (Wl) Wasteland; and (Oa) Oakwood. 
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Table 4.8. Continued. 
 

Species Genus Family Detections1 Cr2 Ed2 Wl2 Oa2 

Olive latent virus 1 Alphanecrovirus Tombusviridae 1 0 1 0 0 
Olive mild mosaic virus Alphanecrovirus Tombusviridae 1 0 1 0 0 
Potato necrosis virus Alphanecrovirus Tombusviridae 1 0 1 0 0 
Cucumber leaf spot virus Aureusvirus Tombusviridae 3 1 1 0 0 
Pothos latent virus Aureusvirus Tombusviridae 3 1 1 0 0 
Yam spherical virus Aureusvirus Tombusviridae 2 0 1 0 0 
Cardamine chlorotic fleck virus Betacarmovirus Tombusviridae 3 0 1 1 0 
Turnip crinkle virus Carmovirus Tombusviridae 30 0 1 1 1 
Beet black scorch virus Necrovirus Tombusviridae 1 0 1 0 0 
Tobacco necrosis virus A Necrovirus Tombusviridae 2 0 1 0 0 
Tobacco necrosis virus D Necrovirus Tombusviridae 1 0 1 0 0 
Bermuda grass latent virus Panicovirus Tombusviridae 1 0 0 0 1 
Artichoke mottled crinkle virus Tombusvirus Tombusviridae 2 0 1 1 0 
Carnation Italian ringspot virus Tombusvirus Tombusviridae 2 0 1 1 0 
Cucumber necrosis virus Tombusvirus Tombusviridae 2 0 1 1 0 
Cymbidium ringspot virus Tombusvirus Tombusviridae 1 0 0 1 0 
Eggplant mottled crinkle virus Tombusvirus Tombusviridae 2 0 1 1 0 
Grapevine Algerian latent virus Tombusvirus Tombusviridae 2 0 1 1 0 
Havel river virus Tombusvirus Tombusviridae 1 0 0 1 0 
Moroccan pepper virus Tombusvirus Tombusviridae 2 0 1 1 0 
Pelargonium leaf curl virus Tombusvirus Tombusviridae 3 0 1 1 0 
Pelargonium necrotic spot virus Tombusvirus Tombusviridae 3 0 1 1 0 
Petunia asteroid mosaic virus Tombusvirus Tombusviridae 1 0 0 1 0 

 

1Detections represent the number of libraries, out of the total of 306 libraries, in which the OTUs were detected.  
2Presence (1) or absence (0) of viral OTUs in each habitat. Abbreviations, (Cr) Crop; (Ed) Edge; (Wl) Wasteland; and (Oa) Oakwood. 
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Table 4.8. Continued. 
 

Species Genus Family Detections1 Cr2 Ed2 Wl2 Oa2 

Tomato bushy stunt virus Tombusvirus Tombusviridae 3 0 1 1 0 
Dulcamara mottle virus Tymovirus Tymoviridae 1 0 0 0 1 
Turnip yellow mosaic virus Tymovirus Tymoviridae 2 0 1 1 0 
Bell pepper mottle virus Tobamovirus Virgaviridae 2 0 1 0 0 
Cucumber green mottle mosaic virus Tobamovirus Virgaviridae 2 0 1 0 1 
Obuda pepper virus Tobamovirus Virgaviridae 2 0 0 0 1 
Paprika mild mottle virus Tobamovirus Virgaviridae 2 0 0 0 1 
Pepper mild mottle virus Tobamovirus Virgaviridae 54 1 1 1 1 
Rehmannia mosaic virus Tobamovirus Virgaviridae 20 1 1 1 1 
Ribgrass mosaic virus Tobamovirus Virgaviridae 5 0 0 1 1 
Tobacco mild green mosaic virus Tobamovirus Virgaviridae 110 1 1 1 1 
Tobacco mosaic virus Tobamovirus Virgaviridae 81 1 1 1 1 
Tomato brown rugose fruit virus Tobamovirus Virgaviridae 14 1 1 1 1 
Tomato mosaic virus Tobamovirus Virgaviridae 22 1 1 1 1 
Tomato mottle mosaic virus Tobamovirus Virgaviridae 9 1 1 1 1 
Tropical soda apple mosaic virus Tobamovirus Virgaviridae 2 0 1 0 0 
Turnip vein-clearing virus Tobamovirus Virgaviridae 6 0 0 1 1 
Wasabi mottle virus Tobamovirus Virgaviridae 9 0 1 1 1 
Youcai mosaic virus Tobamovirus Virgaviridae 28 1 1 1 1 

 

1Detections represent the number of libraries, out of the total of 306 libraries, in which the OTUs were detected.  
2Presence (1) or absence (0) of viral OTUs in each habitat. Abbreviations, (Cr) Crop; (Ed) Edge; (Wl) Wasteland; and (Oa) Oakwood. 
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The most common OTUs detected were:  Cucumber mosaic virus (CMV) 

(in 61% of libraries), Pelargonium zonate spot virus (PZSV) (47%), Tobacco mild 

green mosaic virus (TMGMV) (36%), Rubus chlorotic mottle virus (RuCMV) 

(34%), Tobacco mosaic virus (TMV) (27%), Watermelon mosaic virus (WMV) 

(22%), Tomato aspermy virus (TAV) (19%), Pepper mild mottle virus (PMMoV) 

(18%), Turnip yellows virus (TuYV) (17%) and Brassica yellows virus (BrYV) 

(12%). 

Seventeen out of 90 OTUs (19%) were detected in all habitats (Annex, 

Table A4.1 and Figure 4.11), seven OTUs (8%) in three habitats, 27 (30%) in 

two habitats, and 39 (43%) in a single habitat. Thus, a large fraction of OTUs 

showed habitat specificity. Of the 39 OTUs detected in a single habitat, the largest 

fraction occurred in Edge (69%), followed by Oakwood (13%), Wasteland (10%) 

and Crop (8%). Additionally, Edge was the habitat that shared a higher number 

of OTUs with other habitats (Figure 4.11). The 90 OTUs detected belonged to 22 

virus genera (Table 4.8 and Annex, Table 4.6), most of them with positive sense 

ssRNA genomes, except Cytorhabdovirus, Nucleorhabdovirus and Varicosavirus 

that have negative sense ssRNA genomes. Of the 22 virus genera, Cucumovirus 

were detected in 63% of libraries, Tobamovirus in 55%, Anulavirus in 47%, 

Potyvirus in 35%, Sobemovirus in 34%, Polerovirus in 30%, Carmovirus in 10%, 

Ilarvirus in 7%, Luteovirus in 3%, and Varicosavirus in 2% of HTS libraries. Six of 

22 genera (27%) were detected in all habitats, three (14%) in three habitats, 

seven (32%) in two habitats, and 6 (27%) in a single habitat.  

The 90 OTUs belonged to 8 virus families (Table 4.8 and Annex, Table 

4.7) all with positive sense ssRNA genomes, except Rhabdoviridae. The families 

detected in the libraries were Bromoviridae (in 73% of libraries), Virgaviridae 

(55%), Potyviridae (35%), Solemoviridae (34%), Luteoviridae (31%), 

Tombusviridae (13%), Rhabdoviridae (3%), and Tymoviridae (1%). Six of eight 

virus families (63%) were detected in all habitats, while eight were present in 

three habitats.  

A large fraction of OTUs were detected in Edge (74/90) and Wasteland 

(43/90). While Oakwood (34/90) and Crop (31/90) were the habitats with fewer 
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OTUs (Annex, Table A4.2-5). Similarly, the largest fraction of genera (18/22) was 

detected in Edge (Annex, Table A4.7-10 and Annex, Table A4.12-15). 

 

 
Figure 4.11. Venn diagrams showing the number of OTUs (A), virus genera (B) and families 

(C) detected in the different habitats. Abbreviations, (Cr) Crop; (Ed) Edge; (Wl) Wasteland; and 

(Oa) Oakwood. 

 

Table 4.8. Habitat distribution of the number of virus OTUs, genera and 

families. 

 

 

4.4.4. Viral OTUs distributions over hosts and host range 

The 306 HTS libraries in which validated OTUs were detected came from 

106 plant species (host species) of 118 total plant species sequenced. These 106 

plant species correspond to 32 families (Table 4.9). The remaining 12 plant 

Taxonomic level Crop Edge Wasteland Oakwood Total 

Species 31 74 43 34 90 

Genus 9 18 14 12 22 

Family 6 8 8 8 8 
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species in which no virus OTUs were detected come from Wasteland and 

Oakwood habitats.  

The top ten host species with highest OTU richness were: Convolvulus 

arvensis L. (n = 30 OTUs), Picris echioides L. (n = 28), C. bourgeanus (n = 25), 

Rubia peregrina L. (n = 24), Diplotaxis erucoides DC. (n = 24), Lactuca serriola L. (n = 

23), P. rhoeas (n = 21), Amaranthus sp L. (n = 21), Conyza canadensis (L.) 

Cronquist (n = 20) and Chenopodium album L. (n = 20). These host species were 

from families: Asteraceae (n = 101), Brassicaceae (n = 53), Rubiaceae (n = 46), 

Convolvulaceae (n = 41), Amaranthaceae (n = 30) and Papaveraceae (n = 28). 

The OTU richness distribution might be influenced by the taxa relative 

abundance or the number of plant species that correspond to each family. 

Kendall’s tau rank correlation coefficient (τ) showed significant correlations 

between OTU richness distribution and taxa relative abundance (plant species: z 

= 4.043, P < 0.001, τ = 0.261; plant family: z = 4.601, P < 0.001, τ = 0.581) and 

the number of plant species that correspond to each family (z = 3.673, P < 0.001, 

τ = 0.491). Thus, these results provide evidence of hosts preferences, which were 

not driven by the abundance of plant taxa but correlated with taxa diversity. 

In Crop, OTUs were detected in 23 host species of 14 families. C. melo (n = 12), 

C. bourgeanus (n = 10), C. arvensis (n = 7), Sisymbrium runcinatum Lag. (n = 7), 

D. erucoides (n = 6), R. peregrina (n = 6), Desconocida 4 (n = 5), 

Hirschfeldia incana L. (n = 5), Hordeum vulgare L. (n = 5), and 

Portulaca oleraceae L. (n = 5) were the top ten host species with the highest OTU 

richness. These host species were from the families Asteraceae (n = 15), 

Brassicaceae (n = 12) Cucurbitaceae (n = 12), Poaceae (n = 10), Convolvulaceae 

(n = 7), Portulacaceae (n = 6), Rubiaceae (n = 6), Desconocida 4 (n = 5). 

In Edge, OTUs were detected in 52 host species of 18 families. C. arvensis 

(n = 29), P. echoides (n = 26), R. peregrina (n = 24), D. erucoides (n = 23), 

L. serriola (n = 23), Amaranthus sp. Cronquist (n = 19), and Brachypodium retusum 

PERS. (Beauv.) (n = 18) were the top ten host species with the highest OTU 

richness. These host species were from the families Asteraceae (n = 48), 
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Poaceae (n = 35), Brassicaceae (n = 29), Convolvulaceae (n = 29), and 

Amaranthaceae (n = 26), Rubiaceae (n = 25). 

In Wasteland, OTUs were detected in 41 host species of 16 families. 

Centranthus calcitrapae (L.) Dufr., (n = 13), Taraxacum officinale L. (n = 9), 

Verbascum sinuatum L. (n = 9), Asparagus acutifolius L. (n = 8), Bromus sp L. (n = 8), 

Bromus madritensis L. (n = 8), Galium verum L. (n = 6), Leontodon sp L. (n = 6), 

Avena sterilis L. (n = 5), and C. arvensis (n = 5) were the top ten host species 

with the highest OTU richness. These host species were from the families 

Asteraceae (n = 20), Poaceae (n = 14), Caprifoliaceae (n = 13), Scrophulariaceae 

(n = 9), Asparagaceae (n = 8), Rubiaceae (n = 6), and Convolvulaceae (n = 5). 

In Oakwood, OTUs were detected in 45 host species of 19 families. 

Quercus coccifera L. (n = 13), Leontodon sp. (n = 12), Marrubium vulgare L. (n = 9), 

Teucrium capitatum L. (n = 9), A. acutifolius (n = 7), Dactylis glomerata L. (n = 7), 

G. verum (n = 7), Jasminum fruticans L. (n = 7), Staehelina dubia L. (n = 7), and 

Aristolochia pistolochia L. (n = 6) were the top ten host species with the highest 

OTU richness. These host species were from the families Asteraceae (n = 18), 

Lamiaceae (n = 14), Fagaceae (n = 13), Poaceae (n = 11), Asparagaceae (n = 

9), Rubiaceae (n = 9), Oleaceae (n = 7), and Aristolochiaceae (n = 6). 
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Table 4.9. Virus OTUs detection in plant hosts according to habitat. 
 

Plant family1 Plant species Habitat association Number of virus OTUs2 Cr3 Ed3 Wl3 Oa3 

Amaranthaceae Amaranthus sp L. Cr/Ed 21 3 20 - - 

Amaranthaceae Bassia scoparia (L.) Voss Ed 3 - 3 - - 

Amaranthaceae C. album Cr/Ed 20 1 20 - - 

Amaryllidaceae Allium sativum Ed 3 - 3 - - 

Apiaceae Anthriscus caucalis Bieb Ed 14 - 14 - - 

Apiaceae Bupleurum rigidum L. Oa - - - - - 

Apiaceae Daucus sp L. Ed 13 - 13 - - 

Apiaceae Eryngium campestre L. Wl/Oa 6 - - 2 5 

Apiaceae Foeniculum vulgare Mill. Wl - - - - - 

Apiaceae Scandix pecten-veneris L. Ed 9 - 9 - - 

Apiaceae Thapsia villosa L. Wl/Oa 6 - - 5 2 

Apiaceae Torilis nodosa (L.) Gaertn. Ed 5 - 5 - - 

Aristolochiaceae Aristolochia pistolochia L. Ed/Oa 12 - 7 - 6 

Asparagaceae Aphyllanthes monspeliensis L. Oa 2 - - - 2 

Asparagaceae Asparagus acutifolius L. Wl/Oa 11 - - 8 7 

Asteraceae Anacyclus clavatus Desf. Pers. Cr/Ed/Wl 8 1 6 3 - 

Asteraceae Andryala arenaria (DC.) Boiss. & Reuter Oa 3 - - - 3 

Asteraceae Artemisia vulgaris L. Wl/Oa 6 - - 4 2 

Asteraceae Asteriscus aquaticus (L.) LESS Wl/Oa 4 - - 3 2 

Asteraceae C. bourgeanus  Cr/Ed/Wl/Oa 25 10 17 - 6 
 

1The plant species and families were identified following the taxonomy of the botanical keys Flora Iberica (Castroviejo, - 1986-2012) and Flora Europea (Tutin 
et al., 2010), respectively.  
2Number of OTUs detected for each host species.  
3Number of virus OTUs detected in each habitat. Abbreviations, (Cr) Crop; (Ed) Edge; (Wl) Wasteland; and (Oa) Oakwood.  
4 The hyphen (“-“), indicates an OTU was not detected. 
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Table 4.9. Continued 
 

Plant family1 Plant species Habitat association Number of virus OTUs2 Cr3 Ed3 Wl3 Oa3 

Asteraceae Centaurea melitensis L. Wl/Oa 6 - - 1 6 

Asteraceae Cirsium arvense L. Ed 8 - 8 - - 

Asteraceae C. bonariensis Ed 19 - 19 - - 

Asteraceae C. canadensis Ed 20 - 20 - - 

Asteraceae Dittrichia viscosa (L.) Greuter Wl 1 - - 1 - 

Asteraceae Helichrysum stoechas (L.) Moench Oa 5 - - - 5 

Asteraceae Hieracium pilosella L. Wl - - - - - 

Asteraceae Klasea pinnatifida (Cav.) Cass. Cr/Oa 1 - - - 1 

Asteraceae L. serriola Ed 23 - 23 - - 

Asteraceae Leontodon sp Ed/Wl/Oa 17 - 6 6 12 

Asteraceae P. echioides Cr/Ed/Wl 28 4 26 3 - 

Asteraceae Senecio jacobaea  L. Ed 3 - 3 - - 

Asteraceae Silybum marianum (L.) Gaertner Ed/Wl 18 - 18 - - 

Asteraceae Sonchus oleraceus L. Ed 8 - 8 - - 

Asteraceae S. dubia Oa 7 - - - 7 

Asteraceae T. officinale Wl 9 - - 9 - 

Asteraceae Tragopogon sp L.  Wl 4 - - 4 - 

Asteraceae Xanthium strumarium L. Cr 1 1 - - - 

Boraginaceae Anchusa undulata L. Ed/Wl 12 - 8 4 - 
 

1The plant species and families were identified following the taxonomy of the botanical keys Flora Iberica (Castroviejo, - 1986-2012) and Flora Europea (Tutin 
et al., 2010), respectively.  
2Number of OTUs detected for each host species.  
3Number of virus OTUs detected in each habitat. Abbreviations, (Cr) Crop; (Ed) Edge; (Wl) Wasteland; and (Oa) Oakwood.  
4 The hyphen (“-“), indicates an OTU was not detected. 
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Table 4.9. Continued 
 

Plant family1 Plant species Habitat association Number of virus OTUs2 Cr3 Ed3 Wl3 Oa3 

Boraginaceae Borago officinalis L. Wl - - - - - 

Boraginaceae Echium vulgare L. Ed/Wl 12 - 8 5 - 

Boraginaceae Lithodora fruticosa (L.) Griseb. Oa - - - - - 

Boraginaceae Lithospermum arvense L. Cr/Ed 6 1 5 - - 

Brassicaceae Desconocida 5 Cr/Wl 4 1 - 3 - 

Brassicaceae Descurainia sophia (L.) Webb ex Prantl Ed/Wl 6 - 3 4 - 

Brassicaceae D. erucoides Cr/Ed/Wl 24 6 23 3 - 

Brassicaceae Diplotaxis sp DC. Ed 8 - 8 - - 

Brassicaceae Diplotaxis virgata (Cav.) DC. Oa 3 - - - 3 

Brassicaceae Eruca vesicaria (L.) Cav. Ed 7 - 7 - - 

Brassicaceae H. incana Cr/Ed 10 5 9 - - 

Brassicaceae Lepidium draba (L.) Desv. Ed 16 - 16 - - 

Brassicaceae S. runcinatum Cr/Wl 8 7 - 1 - 

Caprifoliaceae C. calcitrapae Wl/Oa 18 - - 13 5 

Cistaceae Helianthemum cinereum (Cav.) Pers. Oa - - - - - 

Convolvulaceae C. arvensis Cr/Ed/Wl 30 7 29 5 - 

Cucurbitaceae C. melo Cr 12 12 - - - 

Cyperaceae Cyperus longus L. Cr 2 2 - - - 

Fabaceae Astragalus incanus L. Oa 5 - - - 5 
 

1The plant species and families were identified following the taxonomy of the botanical keys Flora Iberica (Castroviejo, - 1986-2012) and Flora Europea (Tutin 
et al., 2010), respectively.  
2Number of OTUs detected for each host species.  
3Number of virus OTUs detected in each habitat. Abbreviations, (Cr) Crop; (Ed) Edge; (Wl) Wasteland; and (Oa) Oakwood.  
4 The hyphen (“-“), indicates an OTU was not detected. 
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Table 4.9. Continued 
 

Plant family1 Plant species Habitat association Number of virus OTUs2 Cr3 Ed3 Wl3 Oa3 

Fabaceae Astragalus sesameus L. Wl - - - - - 

Fabaceae Lotus corniculatus L. Oa 6 - - - 6 

Fabaceae Medicago orbicularis (L.) Bartal. Wl 2 - - 2 - 

Fabaceae Medicago sp L. Wl/Oa 2 - - 1 2 

Fabaceae Melilotus sp L. Oa 1 - - - 1 

Fabaceae Retama sphaerocarpa L. Wl - - - - - 

Fabaceae Trifolium campestre Schreb. in Sturm Ed 3 - 3 - - 

Fabaceae Trifolium tomentosum L. Wl 1 - - 1 - 

Fabaceae Vicia sp L. Ed/Wl 16 - 16 1 - 

Fagaceae Q. coccifera Oa 13 - - - 13 

Fagaceae Q. ilex Oa 5 - - - 5 

Geraniaceae Erodium cicutarium (L.) L'Hérit. ex Alton  Cr/Ed/Wl/Oa 11 1 9 1 3 

Geraniaceae Geranium sp L. Ed/Wl/Oa 6 - 4 1 3 

Hypericaceae Hypericum pubescens Boiss. Oa 2 - - - 2 

Labiatae Origanum vulgare L. Oa - - - - - 

Lamiaceae Lavandula latifolia Medik. Oa - - - - - 

Lamiaceae M. vulgare Oa 9 - - - 9 

Lamiaceae Phlomis lychnitis L. Wl/Oa 5 - - 3 2 

Lamiaceae Phlomis purpurea L. Wl - - - - - 
 

1The plant species and families were identified following the taxonomy of the botanical keys Flora Iberica (Castroviejo, - 1986-2012) and Flora Europea (Tutin 
et al., 2010), respectively.  
2Number of OTUs detected for each host species.  
3Number of virus OTUs detected in each habitat. Abbreviations, (Cr) Crop; (Ed) Edge; (Wl) Wasteland; and (Oa) Oakwood.  
4 The hyphen (“-“), indicates an OTU was not detected. 
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Table 4.9. Continued 
 

Plant family1 Plant species Habitat association Number of virus OTUs2 Cr3 Ed3 Wl3 Oa3 

Lamiaceae Salvia verbenaca L. Wl 2 - - 2 - 

Lamiaceae Teucrium botrys L. Oa 5 - - - 5 

Lamiaceae T. capitatum Wl/Oa 9 - - - 9 

Lamiaceae Teucrium chamaedrys L. Wl/Oa 5 - - 3 2 

Lamiaceae Teucrium pseudochamaepitys L. Wl/Oa 3 - - 1 3 

Lamiaceae Thymus vulgaris L. Oa 5 - - - 5 

Liliaceae Asphodelus aestivus BROT Oa 2 - - - 2 

Malvaceae Malva sylvestris L. Ed 13 - 13 - - 

Oleaceae J. fruticans Oa 7 - - - 7 

Orobanchaceae Odontites luteus (L.) Clairv. Oa 5 - - - 5 

Papaveraceae Fumaria parviflora Lam. Cr/Ed 10 2 8 - - 

Papaveraceae P. rhoeas Ed/Wl/Oa 21 - 17 4 5 

Plantaginaceae Plantago sp L. Wl 2 - - 2 - 

Poaceae Avena sterilis L. Wl 5 - - 5 - 

Poaceae Avenula bromoides ((Gouan) H.Scholz) Oa 2 - - - 2 

Poaceae Brachypodium phoenicoides Roemer & Schultes Ed 8 - 8 - - 

Poaceae B. retusum Ed 18 - 18 - - 

Poaceae Bromus sp Cr/Ed/Wl/Oa 17 3 11 8 4 

Poaceae Cynodon dactylon (L.) Pers. Ed 16 - 16 - - 
 

1The plant species and families were identified following the taxonomy of the botanical keys Flora Iberica (Castroviejo, - 1986-2012) and Flora Europea (Tutin 
et al., 2010), respectively.  
2Number of OTUs detected for each host species.  
3Number of virus OTUs detected in each habitat. Abbreviations, (Cr) Crop; (Ed) Edge; (Wl) Wasteland; and (Oa) Oakwood.  
4 The hyphen (“-“), indicates an OTU was not detected. 
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Table 4.9. Continued 
 

Plant family1 Plant species Habitat association Number of virus OTUs2 Cr3 Ed3 Wl3 Oa3 

Poaceae D. glomerata Wl/Oa 8 - - 3 7 

Poaceae Festuca sp L. Wl 3 - - 3 - 

Poaceae B. madritensis Wl/Oa 10 - - 8 3 

Poaceae H. vulgare Cr 5 5 - - - 

Poaceae Lolium perenne L. Ed 17 - 17 - - 

Poaceae Milium vernale Bieb.  Ed 16 - 16 - - 

Poaceae Phalaris minor Retz. Ed 6 - 6 - - 

Poaceae Grass  Ed 6 - 6 - - 

Poaceae S. parviflora Wl/Oa 6 - - - 6 

Poaceae Zea mays L. Cr 3 3 - - - 

Polygonaceae Rumex pulcher L. Ed/Wl 11 - 11 - - 

Portulacaceae P. oleraceae Cr 5 5 - - - 

Resedaceae Reseda lutea L. Wl/Oa 5 - - 1 4 

Rhamnaceae Rhamnus lycioides L. Oa - - - - - 

Rosaceae Crataegus monogyna Jacq. Oa 1 - - - 1 

Rosaceae Potentilla sp L. Ed 5 - 5 - - 

Rubiaceae G. verum Ed/Wl/Oa 15 - 9 6 7 

Rubiaceae R. peregrina Cr/Ed/Wl/Oa 24 6 24 1 2 

Scrophulariaceae V. sinuatum Wl 9 - - 9 - 
 

1The plant species and families were identified following the taxonomy of the botanical keys Flora Iberica (Castroviejo, - 1986-2012) and Flora Europea (Tutin 
et al., 2010), respectively.  
2Number of OTUs detected for each host species.  
3Number of virus OTUs detected in each habitat. Abbreviations, (Cr) Crop; (Ed) Edge; (Wl) Wasteland; and (Oa) Oakwood.  
4 The hyphen (“-“), indicates an OTU was not detected. 
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Table 4.9. Continued 
 

Plant family1 Plant species Habitat association Number of virus OTUs2 Cr3 Ed3 Wl3 Oa3 

Solanaceae Datura stramonium L. Cr/Ed 11 2 11 - - 

Solanaceae Solanum nigrum L. Cr/Ed 9 - 9 - - 

Desconocida 4 Desconocida 4 Cr/Ed 8 5 5 - - 
 

1The plant species and families were identified following the taxonomy of the botanical keys Flora Iberica (Castroviejo, - 1986-2012) and Flora Europea (Tutin 
et al., 2010), respectively.  
2Number of OTUs detected for each host species.  
3Number of virus OTUs detected in each habitat. Abbreviations, (Cr) Crop; (Ed) Edge; (Wl) Wasteland; and (Oa) Oakwood.  
4 The hyphen (“-“), indicates an OTU was not detected. 
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The variation in the composition of each host community may correspond 

to variation in available resources, ecological interactions, and affect the host 

range of viruses. Therefore, the host range of the virus OTUs was analysed at 

the landscape (Figure 4.12.A) and habitat levels (Figure 4.12.B). 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 4.12. Host range of the virus OTUs detected over the landscape (A) and for each 
habitat (B). The x axis represents virus OTUs, one dot for each, and the y axis represents the 
number of plant host species that in which the virus OTU was detected. Abbreviations, (Cr) Crop; 
(Ed) Edge; (Wl) Wasteland; and (Oa) Oakwood.  

 

For the total set of virus OTUs detected in the landscape it was shown 

most (56/90 (62.2%)) had a narrow (below 5) host range, while a smaller set 
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(17/90 (18.9%)) had host ranges of 20 or more species. Cucumber mosaic virus 

(CMV) was the virus OTU with the largest host range (82 host species). The virus 

host range showed a significant variation between habitats (Mann-Whitney U 

test: U = 158, P ≤ 0.001).  

Additionally, the number of virus OTUs that infect each plant species was 

also evaluated over the landscape (Figure 4.13.A) and in each habitat (Figure 

4.13.B).  

 
 
  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4.13. Number of virus OTUs that infect each host species over the landscape (A) 

and in each habitat (B). Abbreviations, (Cr) Crop; (Ed) Edge; (Wl) Wasteland; and (Oa) 

Oakwood. 
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These results showed that a large fraction of the plant species (65 host 

species) was infected by more than five virus OTUS. While there was a subset of 

less permissive plant species (41 host species) that were infected by less than 

five virus OTUs. Plants growing in Edge were infected, (on the average) by more 

virus OTUs (11.7%) than those in other habitats (Crop: 4.0%; Wasteland: 3.7%; 

Oakwood: 4.5%), although this difference was no significant (Mann-Whitney U 

test: U = 938, P = 0.168).  

After describing the associations of OTUs with host species of the four 

habitats, we measured the link between virus OTUs and the habitats when these 

communities are described by host relative abundance (Dray & Legendre, 2008). 

The extension of the fourth-corner method proposed by Legendre et al. (1997) 

that was used to measure the link between virus species and the habitats, 

depends on the associations among three matrices. The fourth-corner is solved 

by linking three matrices: the classification of each site into a particular habitat 

(R); host species abundances per site (L); and virus OTUs presence on each host 

plant species (Q) (see section 3.5.3.). The significance of the relationship 

between virus OTUs (Q) and habitat (R), linked by host species abundance (L), 

was tested with a two-step procedure, using 9999 random permutations, and 

adjusting P-values for multiple testing (Benjamini & Hochberg, 1995).  

The fourth-corner method showed that 11 OTUs in Edge had a significant 

relationship with high host species relative abundances at sites of Edge (P < 

0.036). Only one OTU had a significant relationship with low host species relative 

abundance in Oakwood (P = 0.011) (Figure 4.14). Therefore, these findings 

indicated that the distribution of viruses among the habitats in the ecosystem, as 

associated with host species abundance, were most strong within Edge. 
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Figure 4.14. Relationship between the virus OTUs and habitats. Only significant relationships 

are shown. The blue tiles correspond to significant and negative relationships while the red tiles 

correspond to significant and positive relationships (*P < 0.05, **P < 0.01). 

 

 

4.5. A plant virus in a heterogeneous environment 

To assess the contribution of the diversity of plant communities of 

agricultural ecosystems in the structuration of the incidence, genetic diversity, 

and evolution of viruses, the host range of WMV was investigated. The host range 

of WMV was determined from HTS data as well as detection by RT-PCR. From 

validated BLAST queries of reads against a local database of ssRNA plant virus 

genomic references, 66 of 306 HTS libraries were positive for Watermelon 

mosaic virus (WMV). The BLAST queries revealed a host range of 43 species 

across the four habitats. In contrast to the HTS estimates of host range, detection 

by RT-PCR revealed 116 WMV positive samples in 17 host species. In addition, 

RT-PCR analyses of plant species that were not analysed by HTS increased the 

host range by 7, to a total of 24 species. By targeting the CP cistron in RNA 

extracts from individual plant samples, RT-PCR was used to estimate WMV host 

range, as well as incidence over hosts and habitats, and to characterise the 

genetic structure (see section 3.5.1.) of its populations. 
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4.5.1. WMV host range and incidence 

The validation of host range by RT-PCR showed a narrower host range 

than by HTS. Except for Crop, PCR-validated host range estimates were 

narrower across the habitats compared to those of the HTS (Table 4.10). 

Detection by RT-PCR may be subject to poor sensitivity in the detection of low-

titre infections, genetic variants that were not detected due to primer non-

specificity, the high variation in the quality of the RNA preparations or the size of 

the amplicon. 

 
Table 4.10. Host range of WMV estimated from HTS and RT-PCR data. 

 
 
 

 

 

 

 
1Abundant host plants species collected in the first year of sampling (2015-2016). 

 

Each habitat supported different assemblages of host species of WMV 

(Table 4.11), with 5 of the 24 occurring in three habitats, 8 in two habitats, and 

11 being specific to one habitat.  

 The incidence of WMV estimated from all host species was 14.00% (116 

positive samples out of 831 analysed). Incidence was highest in Crop at 48.00% 

(73/152), followed by Oakwood at 14.90% (28/188), Edge at 4.90% (12/246), and 

lowest in Wasteland at 1.22% (3/245). However, when calculated with the 

inclusion of all plant species in the habitat, regardless of whether they were hosts 

of WMV or not, incidence decreased to 4.20% (116/2759). Incidence remained 

highest in Crop (38.22%, 73/191), followed by Oakwood and Edge (2.75%, 

28/1019 and 2.37%, 12/507, respectively) and was again lowest in Wasteland 

(0.29%, 3/1042).  

 

Habitat Host species1 
WMV positive 

by HTS 

WMV positive by 

RT-PCR 

Cr 39 9 10 

Ed 56 19 7 

Wl 71 4 3 

Oa 65 17 7 

Total 144 43 24 
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Table 4.11. Incidence (%) of WMV across its host range.  

 

Host taxon Crop Edge Wasteland Oakwood 

Amaranthus sp. 53.9% (13)1 0% (19) - - 

A. undulata - 0% (2) 3.5% (29) - 

B. retusum - 5% (20) % (-) - 

Bromus sp. - 0% (8) 3.1% (32) 0% (12) 

B. madritensis - - 4.2% (24) 0% (2) 

C. bourgeanus - 5.9% (17) 0% (53) 0% (8) 

C. album 44.4% (18) 6.7% (15) - - 

C. tinctoria 33.3% (3) - - - 

C. salviifolius - - - 7.1% (28) 

C. arvensis 38.9% (18) 0% (60) 0% (21) - 

C. canadensis - 20% (5) - - 

C. melo 63.2% (57) - - - 

C. dactylon - 6.7% (15) - - 

D. erucoides 33.3% (3) 7.5% (40) 0% (27) - 

H. stoechas - - - 80% (5) 

L. arvense 22.7% (22) 0% (7) - - 

P.s minor 66.7% (6) - - - 

P. echioides 100% (1) 14.3% (28) 0% (11) - 

Q. coccifera - - - 12.7% (63) 

R. lycioides - - - 2.5% (40) 

S. nigrum 27.3% (11) 0% (4) - - 

S. dubia - - - 28.6% (21) 

T. officinale - - 0% (48) 50% (2) 

T. botrys - - - 85.7% (7) 

Total2 48% (152) 4.9% (246) 1.2% (245) 14.9% (188) 

Grand total3 38.2% (191) 2.4% (507) 0.3% (1042) 2.8% (1019) 

 
1Data indicate incidence as percentage (number of analysed samples). A dash ("-") indicates that 
there is no record of the host in that habitat. 
2WMV total incidence using host species from each habitat.  
3WMV total incidence using host and non-host species from each habitat.  



  Results 

 

 

109 
 

To test the differences of WMV incidence among habitats, non-parametric 

permutation F-tests and t-tests were performed to compare the observed statistic 

with the sampling (null) distribution using 1,000 iterations (see section 3.5.1.). 

The F-test indicated that Crop had significantly different variance in incidence 

compared to Edge (F-test, P = 0.006) and Wasteland (F-test, P = 0.006), but not 

Oakwood (F-test, P = 0.24) (Table 4.12), and Edge had significantly different 

variance in incidence compared to Oakwood (F-test, P = 0.036). Additionally, the 

two-sided t-test showed that the incidence was significantly higher in Crop 

compared to Edge (t-test, P = 0.006) and Wasteland (t-test, P = 0.006). The 

differences in incidence between Crop and Oakwood were not significant (t-test, 

P = 0.116) due to over-dispersion of incidence values in these two habitats.  

 

Table 4.12. Permutation F-tests and t-tests of differences in incidence 

between the four habitats.  

 

  Crop Edge Wasteland Oakwood 

Crop - 0.006 0.006 0.24 

Edge 0.0061 - 0.055 0.036 

Wasteland 0.006 0.116 - 0.039 

Oakwood 0.116 0.054 0.054 - 

 
1P-values of F-tests are above the diagonal and t-tests below. Significant differences indicated 

with bold text. Benjamini & Hochberg adjusted P-values are shown. 

 

The correlations between the incidence of WMV and host species relative 

abundance in each habitat were evaluated. The incidence of WMV was correlated 

with host relative abundance in Crop (R2 = 0.91, F (1,8) = 97.02, P < 0.001), but 

not in the other habitats. Thus, these results provide evidence of hosts 

preferences either in Edge, Wasteland, or Oakwood, which were not driven by 

the abundance of any given plant species. 

The incidence data shown in Table 4.13 corresponds to infection counts 

across seasons. Incidence was found to be highest in summer (24.92%, 81/325) 

and lowest in autumn (0.98%,11/1122).  
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Table 4.13. Incidence (%) of WMV across each season.  

 

Season Total individuals 

Summer 24.9% (325)1 

Spring 1.83% (1312)  

Autumn 0.98% (1122)  

 
1Data indicate incidence as percentage (number of analysed samples). 

 

Season differentially affected the incidence of WMV according to habitat 

(Table 4.14). The frequencies of WMV incidence for each habitat in spring were 

no correlated with the frequencies of WMV incidence for each habitat in autumn 

(2 
(2, 4) = 0.001, P = 0.999). Therefore, season and habitat are no dependent. 

 

Table 4.14.  Incidence (%) of WMV across each habitat for each season. 

 

Habitat/season Crop Edge Wasteland Oakwood 

Spring - 1.13% (177)1 0.35% (572) 3.55% (563) 

Autumn - 1.02% (196) 0.21% (470) 1.75% (456) 

Summer  38.22% (191) 5.97% (134) - - 

 
1Data indicate incidence as percentage (number of analysed samples). A dash ("-") indicates that 

there is no record of incidence in that habitat-season. 

 

4.5.2. Analysis of WMV genetic diversity  

The PCR amplicons of the WMV-CP were sequenced (see section 3.3.4.) 

and used to assess the distribution of WMV haplotypes among the habitats and 

its host species. The number of samples of each host species of WMV was 

unbalanced. To better balance the representation of each host species in the 

sequence data, a maximum of five PCR products of a specific host plant species 

of a collection was sent for sequencing. The number of samples of each host sent 

for sequencing are listed in the Annex, Table A5. Consensus sequences of 108 

WMV-CP genes were obtained. 

One hundred of the 108 consensus sequences covered all 843 nucleotides 

of the CP cistron. The remaining sequences covered 831 nucleotides of the CP 
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cistron (see section 3.4.5.). The accession number of each sequence, details of 

host species, and location of each collection are given in Annex, Table A6. 

The alignment of all consensus sequences was used to determine the 

nucleotide () and haplotype (Hd) diversity of WMV populations defined by either 

habitat or host plant species affiliation. To minimise spurious estimates of genetic 

diversity due to small sample sizes (Goodall-Copestake et al., 2012) obtained for 

some populations, sequences from Wasteland (n = 3) were clustered with those 

from Oakwood (n = 25) and categorised as Wild habitat (Wd) (n = 28). Together 

with sequences from Edge (n = 12) and Crop (n = 68), the analysis constituted 

three habitats. Similarly, sequences of the 24 host species of WMV were divided 

into those from C. melo (n = 32) and those from Wild hosts species (n = 76). The 

variation in haplotype (Hd range; 0.740 to 0.773) and nucleotide ( range; 0.026 

to 0.036) diversity was negligible between each habitat. Wild hosts supported 

higher haplotype (Hd = 0.850) and nucleotide ( = 0.218) diversity than C. melo 

(Table 4.15). The permutation procedure showed that the pairwise comparison 

of the nucleotide and haplotype diversity between populations at both habitat (Hd: 

P > 0.604 and : P > 0.343) and host species levels were not significant (Hd: P > 

0.427 and : P > 0.301). 

 

Table 4.15. Haplotype diversity (Hd), nucleotide diversity () values of WMV 

populations at habitat and host level. 

 
 

 

 

 

 
 

1n: total sample size (number of sequences).  
2S.E.: standard error. 

 

Selection on the CP was analysed by the estimation of  (see section 

3.5.1.), which indicated purifying selection (dN / dS < 1) (Table 4.16). Evidence of 

purifying selection and conservation of the CP was consistent with other studies.  

 

Level Group n1 Hd ± S.E.2  ± S.E.2 

Habitat 

Crop (Cr) 68 0.772 ± 0.046 0.036 ± 0.018 

Edge (Ed) 12 0.773 ± 0.128 0.026 ± 0.014 

Wild habitat (Wd) 28 0.740 ± 0.084 0.035 ± 0.017 

Host 
C. melo 32 0.802 ± 0.049 0.191 ± 0.097 

Wild hosts 76 0.850 ± 0.031 0.218 ± 0.108 
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Table 4.16. dN/dS ratio () of WMV populations at habitat and host level. 

 

Level Group  ± SE 

Habitat 

Cr 0.087 ± 0.004 

Ed 0.137 ± 0.036 

Wd 0.162 ± 0.010 

Host 
C. melo 0.067 ± 0.009 

Wild hosts 0.101 ± 0.003 

 

4.5.3. Analysis of WMV population structure  

Analysis of molecular variance (AMOVA) was used to test hypotheses of 

population structure of WMV due to either habitat or host affiliation. The Phi-

statistic (ΦST) showed significant differentiation (ΦST = 0.224, P < 0.001) among 

the three populations defined by the habitats, which explained 22% of the total 

genetic variance. There was also a significant difference (ΦST = 0.139, P < 0.001) 

between the population of C. melo and the population of Wild host species, which 

explained 14% of the total genetic variance (Annex, Table A7). Population 

differentiation was relatively strong between Wild and Crop (ΦST = 0.260, P < 

0.001) and between Wild and Edge (ΦST = 0.350, P < 0.001) habitats compared 

to between Crop and Edge (ΦST = 0.050, P = 0.093) (Table 4.17). 

The AMOVA indicated that although habitat (22% of variance) and host 

(14% of variance) had a role in the genetic differentiation of WMV, within 

population differentiation was higher than between them (Habitat: 78% of 

variance; Host: 86% of variance).  

 
Table 4.17. Degree of population differentiation (lower diagonal) and 

associated significance indication (upper diagonal). 

 

ΦST Cr (68) Ed (12) Wd (28) 

Cr (68)1 -- 0.093 0.000 

Ed (12) 0.050 -- 0.000 

Wd (28) 0.260 0.350 -- 
 

1The number of sequences for each habitat is shown in brackets.  

2Abbreviations are: (Cr) Crop; (Ed) Edge; (Wd) Wild habitats. 
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4.5.4. Phylogenetic analysis of WMV 

The presence of recombinant sequences produces cyclical relationships 

among lineages rather than bifurcating relationships, and affects the accuracy of 

phylogenetic inference (Posada & Crandall, 2002). Therefore, we used 

breakpoint detection at the WMV CP, implemented in the RDP4 package (see 

section 3.5.2.). No recombination breakpoints were detected in the 108 

sequences alignment of the WMV-CP. 

To evaluate the evolutionary relationships among habitat and host species 

associations of WMV haplotypes, a Bayesian maximum credibility consensus 

phylogenetic tree of the WMV CP cistron was inferred with MrBayes 3.2.7a 

(Figure 4.15), using a general time reversible DNA substitution model (GTR) with 

gamma distributed (+G) rates and a proportion of invariant sites (+I) as the best-

fit substitution model (see section 3.5.2.). It was determined that the 

convergence and posterior parameter distributions of the chains reached 

stationarity.  

The Bayesian maximum clade credibility consensus tree revealed four 

major clades of WMV haplotypes (Figure 4.15). The clades A and B were well-

supported, each with a posterior probability (PP) of 0.99, and each included 

lineages recovered from Crop, Edge, and Oakwood. Clade A also included 

lineages from Wasteland. The lineages of clade A compromised sequences 

associated with 14 host species, clade B with 9 species, and had 6 species 

shared between them. Clade C was well-supported (PP = 1.00) and included 

lineages associated with all four habitats. Lineages of clade C were associated 

with 9 host species, 4 species of which were shared with clades A and B. The 

other well-supported (PP = 1.00) clade D included lineages associated with only 

Oakwood, and compromised 5 host species that were shared among the other 

three major clades. 
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Figure 4.15. Maximum credibility Bayesian consensus phylogeny based on a 831 nucleotide region  

of the CP gene of WMV. The name of the host of each sequence is shown and coloured according to 

habitat; Crop (orange), Edge (green), Oakwood (blue), Wasteland (purple). The four major clades were 

designated A to D. Sequences representatives of the genetic groups proposed by Desbiez et al. (2009) are 

coloured in red (see section 3.5.2). Outgroup: Soybean mosaic virus (SMV: Genbank Accession D00507). 
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Sequences from other work were introduced to the phylogenetic 

reconstruction and intended as references to genetic groups proposed by 

Desbiez et al. (2009). The “emerging” reference isolate clustered with lineages of 

clade C of the Bayesian consensus tree. Reference sequences that belonged to 

the “classic” strains A and B, clustered with lineages of clade B of the consensus 

tree.  

The Bayesian consensus tree showed strong backbone support for most 

deep stem clades (PP > 0.98). Nearly all poorly resolved relationships (PP < 0.80) 

were inferred within the major clades and may be a consequence of saturation of 

substitutions (too much homoplasy) (Carbone et al., 2004). The poorly resolved 

relationships of the consensus tree were consistent with the reticulated 

relationships shown in the haplotype network (Figure 4.16). The haplotype 

network formed four major clusters of haplotypes. The clusters A, B and C 

included haplotypes with mixed host/habitat associations. By contrast, cluster D 

included only haplotypes from Oakwood, but with mixed host associations.  

To test the influence of habitat and host species in the diversification of 

haplotypes of WMV a quantitative analysis was carried out using Bayesian Tip-

association Significance tests (BaTs) (see section 3.5.1.). The AI and PS 

statistics for Habitat and Host tip associations were both significant (P < 0.001) 

(Table 4.18). The inverse of the PS statistic is proportional to the strength of the 

tip associations. The AI statistic measures the imbalance of internal nodes of a 

phylogeny, and the lower the value, the stronger the association is with the 

phylogeny. Both statistics indicated that Habitat associations (PS: 1/23.8 = 0.042; 

AI: 2.75) were stronger than Host associations (PS: 1/29.8 = 0.034; AI: 3.27).  

Similarly, the monophyletic clade (MC) size index indicated that here was 

a stronger association with habitat. Higher values of the MC size are positively 

correlated with the strength of tip associations. There were significant 

associations of WMV haplotypes from wild habitat (17.968; P < 0.001) and from 

Crop (6.996; P = 0.026), but not from Edge (1.277; P = 1.000). Additionally, the 

MC index showed significant host species associations of WMV haplotypes and 

wild species (5.237; P = 0.010) and with C. melo host (1.097; P = 0.010).  
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Figure 4.16. Maximum parsimony haplotype network constructed using the infinite sites 

model. Network (A) depicts the frequency of haplotypes associated with the four habitats, 

while network (B) shows host species associations. The groups (A to D) that we nominated 

are indicated with grey ellipses in network A only, and are to assist cross-comparisons. 
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Table 4.18. Bayesian Tip-association Significance test for habitat and host factors. 

 

Factors Statistic Average observed 
CI (95%)4 

Null average 
CI (95%) 

P-value5 

Habitat 

AI1 2.75 (1.84 - 3.69) 5.85 (5.29 - 6.35) <0.001*** 
PS2 23.79 (22.00 - 25.00) 43.68 (41.55 - 45.34) <0.001*** 

MC3 Cr 7.00 (4.00 - 11.00) 4.49 (3.62 - 5.82) 0.026* 
MC3 Ed 1.28 (1.00 - 2.00) 1.26 (1.07 - 1.67) 1.000 
MC3 Wd 17.97 (18.00 - 18.00) 2.02 (1.72 - 2.37) <0.001*** 

Host 

AI1 3.27 (2.24 - 4.31) 4.92 (4.49 - 5.37) <0.001*** 
PS2 29.81 (27.00 - 33.00) 35.84 (33.92 - 37.32) <0.001*** 

MC3 C.melo 2.00 (1.00 - 3.00) 1.10 (1.00 - 1.23) 0.010** 
MC3 Wild hosts 17.98 (18.00 - 18.00) 5.24 (4.14 - 7.20) 0.010** 

 
1AI, association index.  
2PS, parsimony score.  
3Mc monophyletic clade size.  
4CI, confidence interval.  
5P-value. Significant values are marked with a * (*P<0.05, ** P <0.01, *** P <0.001). 
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The socio-economic relevance of emergent viruses has prompted a 

considerable research effort aimed at understanding the process of emergence 

(Elena et al., 2014). Virus emergence depends on a range of factors intrinsic to 

the virus, such as genetic traits that determine its fitness in different hosts (i.e., 

evolutionary factors), or extrinsic to the virus, related to its ecology and 

epidemiology that ultimately result in the virus encountering and infecting a new 

host population (i.e., ecological factors) (Jones, 2009; McLeish et al., 2019). 

Therefore, the study of host range evolution is fundamental to understanding the 

process of emergence, and as such, has received much research attention in the 

recent past (Bedhomme et al., 2012; 2015; Elena, 2017; Fraile & García-Arenal 

2010; McLeish et al., 2019; Seabloom et al., 2015). However, until recently, the 

study of host range evolution has focused on the evolutionary factors, with little 

knowledge of the effect of ecological factors on host range evolution (Rossinck & 

García-Arenal, 2015).  

Previous work has highlighted the importance of knowing the host range 

of viruses to understand how host and virus ecology influences the epidemiology 

of the virus, and thus the risk of infection (Borer et al., 2010; Malmstrom et al., 

2005; McLeish et al., 2017; Pagán et al., 2012). Nevertheless, it is unusual to find 

literature from studies that have characterised the host range of a virus in a given 

ecosystem (McLeish et al., 2017). Understanding how the emergence process 

operates at the landscape scale presents practical and analytical challenges, 

such as handling multivariate datasets with dissimilar probability distributions 

(Warton et al., 2015), taxonomic anomalies (Blüthgen et al., 2008; Novotny et al., 

2002), and spatial or temporal scale dependencies (Nash et al., 2014; O’Dwyer 

& Cornell, 2018; Peterson et al.,1998). Nevertheless, new approaches, such as 

High Throughput Sequencing (HTS) and new tools for big-data management 

have opened the possibility to obtain rapidly data on multi-host multi-virus 

communities at the landscape scale. The approach promises to facilitate a better 

understanding of the influence of plant-virus interactions on the risk of infection 

and provide information on the processes leading to virus emergence.  

Host range is related to the specificity of host-pathogen interactions. 

Ecological factors that affect the occurrence of plant viruses in different host 

species and host communities may modulate the specificity of plant-virus 



Discussion 

122 
 

interactions in the ecosystems (Jones 2009). The interactions among species in 

a community, or in a given environment, determine what organisms are present 

in it, that is, the community structure (Lavorel & Garnier, 2002; Van der Heijden 

et al., 1998). Morphological, physiological, and behavioural traits that suit a 

species to a particular habitat or resource and constrain its capacity to utilise 

other environments (i.e., ecological specialisation), is an important cause of 

biological diversity of communities (Via & Hawthorne, 2002). Resource use, 

particularly the host species used by a virus, is typically generalised in terms of 

the number of hosts used to fulfil their reproductive needs (McLeish et al., 2018), 

and the specificity in the use of hosts defined by host range. Alternatively, the 

range or variety of environmental conditions a species can exist or grow in may 

be captured in what is termed an ecological niche (Sexton et al., 2017). Niche 

theory establishes the relationship between a species' resource exploitation 

strategy and the breadth of resources available to it (Hutchinson, 1957). A major 

development in niche theory was the concept of the realised niche, which refers 

to the subset of available resources that a species is able to use, and the 

fundamental niche (Futuyma & Moreno, 1988; Soberón & Peterson, 2005). The 

fundamental niche stresses the potential of a species to utilise an environment, 

and for viruses this typically includes susceptible host tissue and host genotype 

(Al-Naimi et al., 2005). The realised niche of a virus may also include ecological 

interactions, such as predation, mutualism, herbivory, and parasitism, and the 

hosts that are infected in a particular environment, the realised host range. 

Additionally, other factors such as co-infection, that is, the coexistence of different 

parasites or strains in the same host, influence the niche of the virus (May & 

Nowak, 1994), and contributes to host resource use and the realised host range. 

Identifying the ecological determinants that affect plant-virus interaction 

and transmission dynamics at the landscape scale is a goal that far exceeds the 

scope of a doctoral thesis. Nevertheless, this thesis aims at fulfilling a series of 

objectives that will set the bases for reaching that ambitious goal.  
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5.1. Characterisation of sampled habitats in an agricultural ecosystem in 

central Spain 

As a first step in the objectives of this thesis, field work was performed 

between 2015 and 2017 in four key habitats (Oakwood, Wasteland, Edge, and 

Crop, in increasing level of human intervention) of an agricultural landscape in 

central Spain. Land use practices cause changes in the distribution and 

abundance of host species. These practices are common and diverse in the 

agricultural region of the Tajo basin known as Vega del Tajo-Tajuña, making it a 

suitable area to study the ecological and genetic factors in virus emergence. In 

this ecosystem, the a priori habitat categories differ in the types of vegetation 

cover and plant species diversity. The variation in the configuration and area of 

cover types associated with plant communities of each habitat required that the 

sampling effort would be different for each of them; greater in wild habitats than 

in anthropic habitats. Sampling biodiversity is a necessary step in quantifying and 

comparing communities, but prone to sample bias. A sufficient sampling effort is 

necessary to obtain an accurate representation of species richness and their 

relative abundances in the habitats sampled (Cardoso et al., 2004; Chao et al., 

2009; Nielsen et al., 2007). To achieve a sampling effort appropriate to capture 

the variability between habitats, replication (multiple sites of the same habitat) 

and resampling (multiple collections at each site) strategies were implemented.  

Hence, twenty-three different sites, 4 of Oakwood, 4 of Wasteland, 4 of Edge, 

and 11 of Crop, were chosen so that site and habitat were not spatially correlated, 

and a total of 78 collections of plant samples were made at these sites following 

procedures to minimise bias in samples and estimates of plant community 

diversity. The rarefaction analysis of plant collections and the estimation of habitat 

species richness by Chao 1 estimator (Figure 4.1 and Table 4.1) indicated that 

the sample size of the collections was sufficient and supported the categorisation 

of the a priori habitats.  

We used an ordination approach to evaluate the relative homogeneity of 

the collections among each of the habitats, and the validity of our a priori habitat 

categorisation. The DCA showed homogeneity of collections from each of the 

habitats and supported our a priori categorisation of these vegetation cover types 

(Figure 4.2). Furthermore, the DCA indicated that Oakwood was the most 
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ecologically differentiated community, Crop and Edge communities were less 

differentiated, and Wasteland was also a differentiated community closer to Edge 

and Crop than to Oakwood. Thus, these analyses supported again our a priori 

categorisation of the habitats. 

It is often assumed that agricultural landscapes have lower diversity than 

‘wild’ communities (Alexander et al., 2014) due to ecosystem simplification 

(Roossinck & García-Arenal, 2015). The hypothesis that ecosystem simplification 

and loss of biodiversity in agricultural ecosystems may favour new encounters in 

the epidemiological dynamics of plant viruses (Fraile & García-Arenal, 2016; 

Islam et al., 2020; Jones et al., 2013; Roossinck & García-Arenal, 2015; 

Stukenbrock & McDonald, 2008), highlights the importance of plant structure-

function relationships in virus diversity. Estimation of community parameters, 

such as host species diversity, is often the basis for many epidemiological studies 

on disease dynamics. However, the use of specific diversity estimators, and the 

aggregation of data for analyses, may have an effect on the interpretation of the 

results (McLeish et al., 2017; 2021). Both of diversity estimators, the Tsallis 

entropy (Sq) and the extrapolated Shannon diversity estimator (DAE), indicated 

similar distinctions among the habitats at the collection level (Table 4.2 and 

Figure 4.5). However, after aggregating relative abundance counts by habitat, 

the distinction between Edge and Oakwood using Sq changed, and inflated the 

DAE estimate of Edge in particular. Therefore, the distinctions among the habitats 

were sensitive to the aggregation of abundance counts and the choice of diversity 

estimator. The effect of aggregation possibly reflects the property of ‘doubling’ 

(Jost, 2007), which results in an increase in the diversity estimate due to 

dissimilarities in species compositions of the communities being grouped. The 

effect of data aggregation on explanatory models has been demonstrated in the 

prediction of the spread of West Nile virus (WNV), where a consistent pattern of 

model error was related to the spatial scales of the analyses (Young et al., 2013). 

The estimates showed that the species diversity of each habitat was different, 

and although the aggregation of data overestimated the diversity of Edge, Crop 

was always the habitat with the lowest diversity, and Wasteland the most diverse.  

All existing methods for quantifying species richness are underestimates 

because they are affected by the right-tail bias caused by the relatively high 
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proportion of rare species typical of any community (Chao et al., 2014). Also, 

species richness does not differentiate between rare or frequent species 

(differences in species evenness), nor consider differences in community 

composition (Ostfeld & LoGiudice, 2003), while the DCA does. To demonstrate 

structure-function relationships, landscape-scale studies typically characterise 

compositional differences among communities in terms of species richness and 

abundance that may not correspond to biological processes (Yuen & Mila, 2015; 

Viana & Chase, 2019). Furthermore, compositional variation of species traits 

among communities, rather than species diversity per se, is also expected to 

influence biological processes (Tilman et al., 1997), such as disease risk. Here, 

diversity estimates were used to generalise about differences between habitats 

of the ecosystem. The DCA provided information that described ecological 

distances among communities of the habitats, not in a spatially explicit context, 

but based on species relative abundances. 

 

5.2. Assessment of biases in viral detection 

The characterisation of the virome by HTS of RNA extracts of the wide 

diversity of plant species sampled in the study area, may include potential 

sources of bias that invalidate conclusions. 

In field-based studies, biases may arise from the sampling strategy when 

the sample does not represent the relative richness and abundance of species. 

This bias was minimised using a systematic sampling strategy conducted during 

each collection at each site. In addition, the inclusion of rare species in the sample 

may lead to a bias in the study of plant-virus interactions due to the large 

variances associated with small samples. For example, if a plant species is 

represented by a single observation (singletons), it is unavoidably assigned a 

single link in an interaction network, and according to its infection status, it will 

bias the prevalence estimate. This bias makes the elimination of rare species a 

common practice in studies of ecological interactions (Blüthgen et al., 2008; 

Blüthgen, 2010; Vázquez et al., 2005), which is the criterion followed here. The 

omission of rare species implies an artificial reduction of the sample size (Table 

4.3) that may blur distinctions between plant communities in the different habitats. 

This effect was evaluated (Figure 4.7.B) and shown to be minor. In addition, the 
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omission of rare species may affect the study by removing host plant species 

shared by more than one habitat that are potentially "key" elements in plant virus 

infection networks. Again, this effect was shown to be minor, as the species 

richness shared between each habitat was highly correlated before and after rare 

species omission.  

Another potential source of bias is the method followed for preparing the 

HTS libraries. Among the various recent approaches to study the virome (Nerva 

et al., 2019), we chose to sequence total RNA because it does not bias according 

to virus taxonomy (as dsRNA and VANA do) but may bias against viruses with 

low titre or with low prevalence. Since our aim was not virus discovery, we chose 

the total RNA approach to maximise the ability to detect viruses of all genome 

types, as a compromise for the potential to miss low titre and low prevalence 

viruses. Among the many reported protocols for plant RNA extraction (Yockteng 

et al., 2013) we focused on kit-based methods that would allow rapid processing 

of a large number of samples. Prior to mass extraction over the entire sample, 

we analysed factors that would optimise the procedure. 

The total RNA approach requires the preparation of extracts of optimal 

quality and concentration for HTS (Yockteng et al., 2013), which is partly 

dependent on the plant species and their phenology. For instance, plant-

associated factors that may result in poor RNA extracts include the presence of 

large amounts of secondary metabolites (mostly phenolics and oxidants) in the 

plant tissues, low concentrations of nucleic acids, and/or large amounts of 

carbohydrate and other polymers such as lignin (wood) that are difficult to disrupt 

and remove (Hilario & Mackay, 2007). The large diversity of plant species in our 

collections and the seasonal variation in the life stage of specimens collected 

throughout the year, make obtaining a sufficient quantity of RNA with a quality 

homogeneous across samples, a difficult task. The results of previous assays 

indicated that RNA quality will inevitably be heterogeneous between samples due 

to both taxonomic (species concerned) and biological (phenological state of the 

sample) factors (Table 4.6).  The quality variation present in RNA extracts could 

negatively affect library preparation and HTS performance, underestimating the 

detection of viral sequences in HTS (Bester et al., 2021). However, the potential 

bias associated with the heterogeneity of RNA extract quality was estimated to 
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be acceptable, on the basis of the detection of mRNAs of conserved plant genes, 

studied as internal controls (Table 4.7), which was supported by the low read 

number of the mRNA of Topoisomerase II associated protein gene detected in a 

few libraries (about 6%). 

Last, the pipeline used to detect viral sequences in the HTS libraries may 

introduce a further source of bias. A first step in most pipelines is a BLAST query 

analysis that relies on reference-based alignment. However, a significant 

proportion of virus sequences from the HTS libraries are expected to be divergent 

from the virus sequence references, which makes it difficult to assign taxonomy 

accurately. The bias in plant virus species available from databases, is because 

a significant proportion of them have been isolated from domesticated plant 

species (Wren et al., 2006). The lack of references available for species not 

associated with agriculture implies that many deeply divergent viruses, or those 

that lack common ancestry with known virus families, remain undiscovered 

(Bejerman et al., 2020). Therefore, a significant proportion of read sequences 

produced from metagenomic samples do not have references in the currently 

available sequence databases (Lefebvre et al., 2019; Roossinck, 2012). To retain 

homologous sequences that are variants of our genomic references, and 

maintain a sufficiently high stringency to discriminate matches with query 

sequences from other genes (Sandhya et al., 2003), the BLAST query was 

implemented with a moderate expected value (E.value) threshold, a measure of 

reliability of the sequence similarity between the query and reference.  

However, given that homologous regions among related virus taxa can 

produce false positives, there is uncertainty in the accuracy of detection. Thus, a 

series of in silico validation steps applied to the BLAST query matches were 

conducted to reduce the frequency of false positive detections. The change in 

sequence similarity between BLAST queries and the references was assessed 

by comparing bit-score (S’) density distributions before and after the application 

of the in silico validation criteria. The S’ mean/median improved after applying the 

validation steps. The improvement in the quality of each match is shown by the 

positive shift in S' distributions and was partly an effect of removing reads that 

had sequence similarity with the reference lower than 90% (Figure 4.10). The 

richness of virus OTUs that were detected decreased (from 150 to 90 virus OTUs) 
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in each habitat (Crop from 46 to 31; Edge from 106 to 74; Wasteland from 85 to 

43; Oakwood from 87 to 34). The largest changes to OTU richness were in 

Wasteland and Oakwood habitats. This may be explained by the high frequency 

of “unknown” virus OTUs in the wilder habitats, which had low sequence 

homology with the currently available references used to construct the local 

BLAST database (Lefebvre et al., 2019; Roossinck, 2012).  

 

5.3. Characterisation of the virome 

The socioeconomic impact of diseases (Aranda & Freitas-Astúa 2017; 

Nicaise 2014) has biased knowledge of plant viruses towards those pathogenic 

to crops, at the expense of interactions with wild plants (Malmstrom & Alexander, 

2016; McLeish et al., 2020b; Roossinck & García-Arenal, 2015). HTS provides a 

means of identifying viruses that infect an individual host or a community of hosts 

with no bias towards those that cause diseases (Claverie et al., 2018; Ma et al., 

2019; Massart et al., 2017; Roossinck et al., 2010; Wu et al., 2015). HTS has 

been readily applied to the identification of viromes and analyses of infection 

dynamics, ecology and evolution of viruses associated with wild plants, allowing 

a detailed description of associations in plant communities of a few non-

agricultural ecosystems (Bernardo et al., 2018; Melcher & Grover, 2011; 

Muthukumar et al., 2009; Roossinck et al., 2010). HTS analyses of crop viromes 

still lag behind those of wild ecosystems (Jones & Naidu, 2019; Roossinck & 

García-Arenal, 2015), and have focussed on virus discovery and diagnosis 

(Candresse et al., 2014), the temporal or spatial variation of virus communities of 

crops (de Souza et al., 2020; Jones, 2014; Xu et al., 2017), the comparison of 

virus communities of crops and wild relatives (Vélez-Olmedo et al., 2021), or the 

comparison of viromes of crops and weeds as potential sources of inoculum for 

crops (Alcalá-Briseño et al., 2019; Ma et al., 2020). To our knowledge, 

comparative HTS studies of virus communities in wild plant communities and in 

crop communities are still lacking. In this study we used an HTS-based 

metagenomic approach to characterise the community of ssRNA viruses that 

infected plants in wild communities of four key habitats of an agricultural 

ecosystem in central Spain. At odds with previous studies that focused only on 

wild plant communities, our study also included crop fields. The four habitats that 
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were studied represent different degrees of human intervention, which should 

allow the analysis of the effects of habitat disturbance on the virome. The aim of 

the study was not virus discovery, but to provide information for understanding 

multi-host – multi-pathogen interactions in complex communities, an 

underexplored topic (Johnson et al., 2013; Woolhouse & Gowtage-Sequeria, 

2005).  

Homologous genomic regions among related taxa can produce false 

positive results during sequence detection, by including viruses that would 

otherwise be excluded, when unique regions that differentiate taxa are absent in 

the read sequence data. The specificity of sequence detection by HTS technology 

was assessed by a series of silico validation steps.   

A total of 90 fully validated virus OTUs were detected and represented 22 

genera in 8 viral families (Table 4.8). Additionally, two fungal viruses (Botrytis 

ourmia-like virus, Botrytis virus F) with virus-like ssRNA reads were also detected. 

This can be explained by the presence of endophytic or pathogenic fungi 

associated with the plants that were sampled. Positive-sense single-stranded 

RNA ((+)ssRNA)  OTUs accounted for 95.6% of the total (86/90), with 4.4% (4/90) 

comprised of (-)ssRNA OTUs. Therefore, our procedures were able to recover 

OTUs from positive and negative sense single-stranded RNA genomes in 

proportions that corresponded closely to what is expected of the frequency of 

species within these genome classes (King et al., 2011; Koonin et al., 2020), 

suggesting no gross bias in detection.  

Differences between the community composition of each habitat result in 

a subset of possible biotic interactions at any given time (such as predation, 

mutualism, herbivory and parasitism, and the hosts that are infected), which are 

often defined as the ‘realised’ component of the ecological niche (Wells & Clark, 

2019). The constraints posed by each habitat on the host species available to a 

virus (or vector), is observed as the realised host range, and contributes to 

structuring plant-virus and virus-virus interactions at higher levels of organisation 

such as at the ecosystem scale. For example, virus distributions at both local and 

global scales reveal strong habitat-specificity (Bernardo et al., 2018; Páez-Espino 

et al., 2016). Hence, the ecological variation among host species that occupy 

plant communities of different habitats is expected to affect the availability of 
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hosts, and influence the means by which viruses move among habitats (Borer et 

al., 2010). The virome varied largely between the plant communities of each 

habitat (Table 4.8). Edge was the habitat that supported the highest number of 

virus OTUs detected, followed by Wasteland, Oakwood and Crop, in decreasing 

numbers of OTUs. Crop was the habitat with the lowest richness of virus OTUs, 

and supports the hypothesis that agriculture has an impact on the diversity of 

plant viruses (Bernardo et al., 2018). However, the richness of virus OTUs was 

lower in Oakwood and Wasteland than in Edge, and suggests that habitats with 

assemblies of largely native vegetation support a lower diversity of viruses. This 

may be explained by the presence of “unknown” virus OTUs that are more 

frequent in wild habitats (Bernardo et al., 2018), which had lower sequence 

similarity with the references of the local BLAST database (Lefebvre et al., 2019; 

Roossinck, 2012) and were potentially omitted by the in silico validation steps. 

This speculation is supported by the relatively large reduction in OTU richness in 

Oakwood and Wasteland compared to Edge or Crop.  

Virus OTUs with (+)ssRNA and (-)ssRNA genomes were detected in 106 

of the 118 plant species analysed (Table 4.9), in agreement with the frequent 

association of symbionts with a majority of hosts in other systems (Fleming-

Davies et al., 2015; Roossinck 2011). The plant species for which read libraries 

were produced, and where no virus OTUs were detected were: Astragalus 

sesameus L., Borago officinalis L., Bupleurum rigidum L., Foeniculum vulgare 

Mill., Helianthemum cinereum (Cav.) Pers., Hieracium pilosella L., Lavandula 

latifolia Medik., Lithodora fruticosa (L.) Griseb., Origanum vulgare L., 

Phlomis purpurea L., Retama sphaerocarpa L. and Rhamnus lycioides L. The 12 

plant species for which no OTU viruses were detected are from Wasteland and 

Oakwood, which again may indicate the removal of divergent virus taxa by the 

validation steps. 

The number of virus OTUs varied largely across host plants and were 

detected in high numbers from species such as Convolvulus arvensis L., to being 

absent in the 12 species listed above. Among the plant species with higher OTU 

richness were C. arvensis, Picris echioides L., Carduus bourgeanus L., Rubia 

peregrina L., Diplotaxis erucoides DC., Lactuca serriola L., Papaver rhoeas L., 

Amaranthus sp. L., Conyza canadensis (L.) Cronquist and Chenopodium album 
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L. (Figure 4.13.A). These host species are from the families Asteraceae, 

Brassicaceae, Rubiaceae, Convolvulaceae, Amaranthaceae and Papaveraceae. 

These results provide evidence of viruses (or a vector) preferences by a 

determined hosts species. 

The variation in the composition of each host community may correspond 

to variation in resources available to vectors and viruses, and modulate ecological 

interactions, and affect the host range of viruses. The differences in virus host 

range between habitats were significant, being the host ranges in Edge larger 

than in the other habitats (Figure 4.12.B). This indicates that ecological variation 

among host species occupying plant communities in different habitats influences 

the means by which vectors transmit viruses within and between habitats (Borer 

et al., 2010).  

Additionally, the fourth-corner analysis shows that 11 virus OTUs with 

some of the broadest host ranges, had a positive association with the relative 

abundance of a particular host species in Edge only. Hence, Edge is conducive 

to viruses with wide and narrow host ranges (Figure 4.14) and suggests that the 

relative stability of these plant assemblies compared to crop, and their adjacency 

to expansive monocultures, are ecological features that support a high richness 

of viruses. Our results reveal the importance of Edge as a reservoir community 

(Ashford, 2003), which might intensify ecological interactions and co-prevalence 

in close proximity to crops (McLeish et al., 2019).  

 

5.4. Diversification of WMV at the landscape scale 

The evolution and diversification of ssRNA plant viruses are often 

examined under reductionist conditions that ignore potentially much wider biotic 

interactions. Plant virus evolutionary studies of heterogeneous communities are 

best served by high-throughput approaches that efficiently detect host range of 

viral species at ecosystem levels. To analyse how ecological factors may 

contribute to structuring plant-virus genetic diversity (McLeish et al., 2017 & 

2019), we focused on WMV. A pilot study showed WMV to be widespread across 

the habitats and possessed sufficient variation to warrant a population study 

suited to the objectives. WMV is a generalist virus, and so far, reported almost 

exclusively from melon crops (Juárez et al., 2013; Moreno et al., 2004), and 



Discussion 

132 
 

infrequently from non-cucurbit hosts (Malpica et al., 2006). Much of the previous 

work on the genetic diversity of WMV has focused on infections of cucurbit crop 

species (Ali & Natsuaki, 2006; Alonso-Prados et al., 2003; Bertin et al., 2020; 

Desbiez et al., 2019), which ignores potential variation in diversity that may be 

present non-crop host species. Species-rich agricultural ecosystems of central 

Spain (Médail & Diadema, 2009) are occupied by hundreds of non-cucurbit 

species that represent a plant community of potential hosts for viruses. We 

combined HTS and the more traditional approach of RT-PCR amplification and 

Sanger sequencing of genomic regions, to analyse the structuring of genetic 

diversity of WMV in the agricultural ecosystem, and to test if its diversification is 

modulated by differences among the habitats. 

The host range of WMV was determined using the HTS approach, as well 

as detection by RT-PCR. The RT-PCR assay showed a host range much 

narrower (24 host species) than that by HTS (43 host species). The realised host 

range of WMV determined by RT-PCR was narrower than by HTS in all habitats 

except Crop (Table 4.11). This discrepancy in the sensitivity of detection may be 

produced by false positive matches of reads with related viruses, non-detection 

of low-titre infections, genetic variants not detected with our primers, the large 

variation in the quality of the RNA preparations, and its effect on long amplicons 

(Waggott, 1998).  

Each habitat supported different assemblages of WMV host species 

(Table 4.11), with 5 of the 24-host species detected by RT-PCR occurring in three 

habitats, 8 in two habitats, and 11 being specific to a single habitat (Table 4.11). 

Additionally, data showed a differentiation in WMV transmission between wild 

and anthropic habitats, being higher in anthropic habitats (Table 4.10). The 

incidence of WMV outside Crop was contingent on preferences for host species 

associated with each habitat. In Edge, Wasteland, and Oakwood, incidence was 

not conditional on host species relative abundance. A growing   number of studies 

have demonstrated the importance of host species relative abundance on virus 

incidence (Allan et al., 2009; Dizney & Ruedas, 2009; Keesing et al., 2006, 

LoGiudice et al., 2008,). Notwithstanding, our results show that there is not a 

linear relationship between WMV incidence and host species relative abundance.  
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Distinct plant communities (Figure 4.2) that differ in their compositions 

(Figure 4.4) underlie virus responses including their host range. Each community 

is expected to have unique functional characteristics in respect to other plant 

communities, each of which may elicit a particular virus response within the 

ecosystem (McLeish et al., 2019). Theoretically, a generalist virus would optimise 

its fitness in all its hosts, and in each host its fitness will be lower than that of a 

specialist virus, but equivalent in a larger number of hosts (Bedhomme et al., 

2015; Elena, 2017). Equivalence in fitness across host species has been 

supported by the observation that plant viruses exhibit specialist-like strategies 

that resemble facultative generalism among wild host populations (Malpica et al., 

2006; McLeish et al., 2017). Under this form of resource use, the host range of 

WMV may be wide, but can be very narrow on any particular species of a habitat 

without a relatively high fitness cost. For instance, WMV can use a plant species 

as a maintenance host (S. dubia), or as a principal host, (C. melo) (Table 4.11), 

which is dependent on the habitat and preferences for hosts within it. The 

evolution of facultative generalist viruses depends on associations within subsets 

of available hosts that offer a range of fitness options. Constraints on the spatial 

and temporal variation of maximal fitness options among hosts will be observed 

as habitat- and/or host-specificity. Our results support the hypothesis that 

resource heterogeneity can boost coexistence and species richness by offering 

a bigger variety of niches, thereby restricting interspecific competition (habitat-

heterogeneity hypothesis, Hutchinson, 1959; MacArthur & MacArthur, 1961; 

Rosenzweig, 1995). For example, change in both habitat complexity and the 

diversity of prey resources have been strongly linked to consumer diversity (Tews 

et al., 2004). Hence, the resources heterogeneity may influence the virus 

transmission (Figure 4.14).  

The nucleotide sequences of the WMV-CP cistron obtained by Sanger 

sequencing of the RT-PCR amplicons were used to conduct genetic analyses to 

assess the effect of habitat and host plant species on the diversification of WMV 

populations. Selection on the CP was analysed by the estimation of , which 

indicated purifying selection (dN / dS < 1) (Table 4.16), as inferred by other studies 

(Desbiez et al., 2008; Moreno et al., 2004). In line with other studies, no 

recombination breakpoints were detected within the CP cistron of the WMV 
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genome (Desbiez et al., 2009; Moreno et al., 2004). The Bayesian consensus 

phylogeny showed strong backbone support for most deep stem clades with a 

posterior probability (PP) > 0.98. Nearly all poorly resolved relationships (PP < 

0.80) were inferred within the major clades and may be a consequence of 

saturation of substitutions (too much homoplasy) (Carbone et al., 2004) or being 

similar variants. The poorly resolved relationships of the consensus tree, caused 

by phylogenetic ambiguity in evolutionary associations, were consistent with the 

reticulated relationships shown in the haplotype network (Figure 4.16). The 

haplotype network (Figure 4.16) yielded four major clusters of haplotypes, 

consistent with the four major clades of the phylogeny (Figure 4.15). Clusters A, 

B and C included haplotypes with mixed host/habitat associations. By contrast, 

cluster D included only haplotypes from Oakwood, but with mixed host 

associations. Constraints on virus diversification that correspond to habitat, in 

particular Oakwood, are also evident in the phylogeny (Figure 4.15). These 

results suggest that habitat may have an important effect on the diversification 

and evolution of WMV. This conclusion is supported by the distribution of 

incidence previously mentioned (Table 4.13), which tended to be associated with 

between-habitat differences. Additionally, the BaTS analysis (Table 4.21) 

showed that habitat effects on haplotypes were stronger than host species 

effects, although both factors structure WMV diversity. The AMOVA results 

(Annex, Table A7) indicated that both habitat and host had an important role in 

differentiation between and within WMV populations. Processes such as vector 

colonisation (Claflin et al., 2017; Tamburini et al.,2016), virus traits (Kneitel & 

Chase, 2004), plant species traits (Han et al., 2015; Lloyd-Smith et al., 2005), 

and community assembly (Ostfeld & LoGiudice, 2003) are processes that may 

explain the stronger effect of the habitat in the structure of WMV diversity. The 

findings suggest these processes are not mutually exclusive and underlie the 

evolution of WMV.  
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6. CONCLUSIONS 
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In this thesis, we assessed the contribution of the ecological factors that structure 

ssRNA virus communities and genetic diversity, by characterising the viromes of 

different plant communities in four key habitats of an agricultural landscape in 

central Spain, as a first step to understand plant virus emergence. From the 

results it can be concluded that: 

1. The Oakwood plant community is the most ecologically differentiated, 

followed by the Wasteland community, which in turn is closest to Crop and 

Edge communities. 

2. Species diversity was significantly different between each habitat and 

although the aggregation of data overestimated the diversity of Edge, Crop 

was always the habitat with the lowest diversity, and Wasteland the most 

diverse. The low diversity of crop agrees with hypotheses of ecosystem 

simplification associated with agriculture. 

3. Despite the variation in the quality of RNA extracts, which comes as an 

unavoidable result of environmental samples, viral detection from HTS 

libraries is robust to quantifying variation at higher levels of organisation 

between habitats. 

4. The stringency of the BLAST query and the application of the validation 

criteria reduced the frequency of false-positive OTUs, possibly at the 

expense of missing true-positives. 

5. Viral sequences were detected in 106 of the 118 plant species sent for 

HTS, indicating a frequent association of symbionts with most hosts in 

various ecosystems.  

6. The virome characterised in the present work varied greatly between the 

plant communities sampled in each habitat, being Edge the habitat that 

supported the highest viral OTU richness. The ecological features of Edge 

were conducive to infections by many viruses with wide and narrow host 

ranges. Hence, it reveals the importance of Edge as a reservoir 

community.    
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7. Virus detection by RT-PCR showed much narrower host ranges than by 

HTS, which indicates that the HTS approach was less sensitive to plant 

sample heterogeneity than the RT-PCR approach.  

8. Ecosystem simplification structures virus populations and is associated 

with the high incidences of WMV. 

9. Heterogeneous environments affect host use by viruses (vectors), which 

resembled host specialisation within a given habitat.   

10. WMV transmission and diversification are more strongly influenced by 

habitat effects than by host effects. However, both effects were not 

mutually exclusive. Thus, the WMV pilot study shows that both genetic and 

ecological factors affect transmission between and within plant 

communities of agricultural ecosystems, and both influence the processes 

of viral emergence and host range evolution. 
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Table A1.1. RNA concentration (ng/μl) of each individual plant extract, 

purified by different tissue homogenisation methods and RNA extraction 

procedures as implemented in different kits. 

 

1ID: individual plant extract code.  
2Tissue homogenisation method: I; mortar with glass powder, II; Eppendorf tube without glass 

powder, III: Eppendorf tube with glass powder.  
3Kit: A; Direct-zolTM RNA MiniPrep Plus, B; Rneasy Mini Kit. Kit, C; Agilent Plant RNA Isolation 

Mini Kit.                                                      

 

 

  

 ID1 
Homogenisation2 I Homogenisation2 II Homogenisation2 III 

Kit3 A Kit3 B Kit3 C Kit3 A Kit3 B Kit3 C Kit3 A Kit3 B Kit3 C 

B
ro

m
u

s
 

ru
b

e
u

s
 L

. E1P3 70.4 40.5 159.1 72.9 16.8 17.9 67.3 4.3 59.7 

E1P29 57.2 86.6 246.0 38.1 4.8 14.9 11.3 4.1 81.4 

Q1P32 22.2 53.9 81.5 8.3 20.4 5.3 4.2 11.4 32.2 

Q1P38 60.6 50.3 107.9 31.0 31.8 17.1 9.7 12.5 24.9 
Q1P71 50.2 44.1 125.0 36.3 5.0 17.1 20.0 11.0 50.9 

C
a
rd

u
u

s
 

b
o

u
rg

e
a

n
u

s
  

L
. L1F27 185.0 53.6 132.8 15.6 20.0 37.0 33.4 20.8 35.7 

L1F30 146.2 424.8 124.5 107.6 86.2 94.8 87.0 226.2 191.9 

L3P23 239.0 30.3 484.4 172.2 36.8 220.2 98.9 227.8 203.2 

L3P24 141.9 291.0 251.3 210.2 434.4 17.7 176.6 40.8 143.3 

L2P20 303.7 471.6 598.6 699.7 209.5 145.3 180.7 83.4 70.7 

C
u

c
u

m
is

 

m
e

lo
 L

. 

M1V3 190.7 265.2 431.6 498.6 98.1 247.3 944.9 48.1 335.8 

M1V4 456.5 392.2 669.9 1137.2 237.9 155.3 978.4 427.7 395.5 

M1V8 520.9 241.3 342.5 764.5 144.0 179.3 785.9 75.0 181.1 

M1V9 535.5 156.9 572.3 746.4 240.3 225.7 510.7 153.0 468.4 

M1V13 894.3 277.2 435.2 737.2 253.4 274.4 164.5 293.8 348.0 

P
a

p
a

v
e

r 

rh
o

e
a

s
 L

. L3P20 335.8 573.2 585.0 374.8 182.9 158.9 212.1 73.0 382.8 

L2P8 188.1 115.3 377.5 85.8 25.3 44.5 101.7 33.1 7.0 

E3P10 219.0 56.7 47.1 53.1 4.4 12.6 63.4 7.8 13.1 

E3P53 104.1 316.5 73.1 34.3 117.8 22.5 67.9 10.9 24.7 

E3P127 273.7 85.2 91.9 27.0 6.6 91.0 40.4 11.6 42.9 

Q
u

e
rc

u
s

  

il
e

x
 L

. 

Q3F15 340 11.4 606 101.5 20.6 239.5 40.7 4.3 216.8 

Q3F19 48.6 27 265.8 7.2 13.7 152.5 82 38.5 220.7 

Q3F5 53.7 33.7 73.5 49.7 48.5 2065.4 20.6 22.9 51.8 

Q1P1 33.3 14.2 189 61.9 6.8 112.7 21.4 10.3 161 

Q1P30 86 16.2 223.1 6.9 5.7 104.5 29.6 4.9 144.4 

S
ti

p
a

 

p
a

rv
if

lo
ra

 L
. 

E1P23 79.9 93.1 53.9 137.8 8 35 155.7 5.6 42.9 

E1P75 295.3 385.9 156.9 104 23.9 61 48.5 7.4 48.3 

E1P76 136.4 318.6 344.7 151.7 14.8 136.9 77.7 66.4 62.6 

E1P89 177.3 20.3 15.5 15.4 8.6 3.1 45.6 6.8 6.9 

Q1P69 116.4 131.5 33.7 31.5 18.2 8.7 142 10.3 3.9 
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Table A1.2. Absorbance ratio at 260/230 nm of each individual plant extract, 

purified by different tissue homogenisation methods and RNA extraction 

procedures as implemented in different kits. 

 

1ID: individual plant extract code.  
2Tissue homogenisation method: I; mortar with glass powder, II; Eppendorf tube without glass 

powder, III: Eppendorf tube with glass powder.  
3Kit: A; Direct-zolTM RNA MiniPrep Plus, B; Rneasy Mini Kit. Kit, C; Agilent Plant RNA Isolation 

Mini Kit.                                                      

 

  

 ID1 
Homogenisation2 I Homogenisation2 II Homogenisation2 III 

Kit3 A Kit3 B Kit3 C Kit3 A Kit3 B Kit3 C Kit3 A Kit3 B Kit3 C 

B
. 

ru
b

e
u

s
 E1P3 1.5 2.1 2.1 1.6 1.9 2.0 1.6 1.4 1.9 

E1P29 1.7 2.1 2.1 1.6 2.2 2.6 1.4 1.6 2.3 

Q1P32 1.6 1.8 2.0 1.3 1.4 1.6 1.0 1.5 1.9 
Q1P38 1.5 1.9 2.1 1.6 1.9 2.2 1.1 1.4 1.8 
Q1P71 1.6 2.0 2.0 1.3 1.6 1.9 1.4 1.5 2.1 

C
. 

b
o

u
rg

e
a

n
u

s
 

L1F27 1.6 1.9 1.9 1.4 1.7 2.1 1.5 1.8 2.1 

L1F30 1.7 2.1 2.1 1.7 2.0 2.1 1.7 2.1 2.1 

L3P23 1.8 1.9 2.1 1.8 2.1 2.2 1.8 2.1 2.2 

L3P24 2.0 2.1 2.2 1.9 2.1 2.3 2.0 2.1 2.2 

L2P20 1.9 2.1 2.1 2.0 2.2 2.1 1.9 2.1 2.1 

C
. 

m
e

lo
 M1V3 2.1 2.1 2.1 2.0 2.0 2.2 2.1 2.0 2.1 

M1V4 2.0 2.1 2.2 2.1 2.1 2.1 2.1 2.1 2.1 

M1V8 2.0 2.1 2.1 2.1 2.0 2.2 2.0 2.0 2.1 

M1V9 2.0 2.1 2.1 2.1 2.1 2.1 2.0 2.1 2.1 

M1V13 2.0 2.1 2.1 2.1 2.1 2.1 2.0 2.1 2.1 

P
. 

rh
o

e
a
s
 L3P20 2.0 2.2 2.2 2.0 2.1 2.2 1.7 2.1 2.2 

L2P8 1.9 2.1 2.1 1.9 1.8 2.0 1.9 2.1 2.4 

E3P10 2.0 2.0 2.1 1.8 2.4 1.7 1.4 2.0 2.0 

E3P53 1.9 2.1 2.0 1.8 2.2 2.3 1.8 1.9 2.2 

E3P127 2.0 2.1 2.0 1.9 1.9 2.0 1.6 2.0 2.0 

Q
. 

il
e
x
 

Q3F15 1.4 1.4 1.6 1.5 1.4 1.7 1.3 1.1 1.7 

Q3F19 1.5 1.6 1.7 1.2 1.7 1.7 1.4 1.3 1.7 

Q3F5 1.4 1.7 1.5 1.4 1.8 1.5 1.3 1.7 1.3 

Q1P1 1.3 1.8 1.6 1.5 1.6 1.6 1.4 1.7 1.6 

Q1P30 1.3 1.9 1.6 1.1 1.3 1.6 1.4 1.3 1.6 

S
. 

p
a

rv
if

lo
ra

 

E1P23 2.1 2.1 2.2 1.8 2.1 2.2 2.0 1.4 2.1 

E1P75 2.1 2.1 2.2 2.1 2.0 2.2 1.7 2.2 2.3 

E1P76 2.1 2.1 2.1 2.1 2.2 2.1 2.0 1.9 2.3 

E1P89 2.0 2.1 2.6 2.1 1.8 8.5 1.6 2.3 2.2 
Q1P69 1.7 2.1 2.1 1.9 2.2 1.6 1.6 1.9 1.8 
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Table A1.3. Absorbance ratio at 260/230 nm of each individual plant extract, 

purified by different tissue homogenisation methods and RNA extraction 

procedures as implemented in different kits. 

 
1ID: individual plant extract code.  
2Tissue homogenisation method: I; mortar with glass powder, II; Eppendorf tube without glass 

powder, III: Eppendorf tube with glass powder.  
3Kit: A; Direct-zolTM RNA MiniPrep Plus, B; Rneasy Mini Kit. Kit, C; Agilent Plant RNA Isolation 

Mini Kit.                                                      

 

 

 

 ID1 
Homogenisation2 I Homogenisation2 II Homogenisation2 III 

Kit3 A Kit3 B Kit3 C Kit3 A Kit3 B Kit3 C Kit3 A Kit3 B Kit3 C 

B
. 

ru
b

e
u

s
 E1P3 0.9 1.7 2.3 1.1 1.8 2.2 1.0 1.3 2.4 

E1P29 1.4 2.1 2.4 1.1 1.0 2.5 0.7 2.0 2.4 

Q1P32 1.1 1.3 1.3 1.8 1.0 0.5 1.0 0.3 1.6 

Q1P38 0.9 0.2 1.9 0.8 0.4 1.3 0.8 0.2 1.2 
Q1P71 1.0 1.5 1.7 1.2 1.0 1.0 0.8 0.9 1.2 

C
. 

b
o

u
rg

e
a

n
u

s
 

L1F27 1.0 0.6 1.4 0.9 0.2 1.6 0.8 0.3 1.2 

L1F30 1.2 1.5 1.7 1.1 0.9 1.8 1.2 1.1 1.8 

L3P23 1.4 0.4 2.1 1.6 0.3 2.1 1.8 1.7 2.2 

L3P24 2.0 1.5 2.2 1.9 2.3 0.8 2.2 0.4 2.0 
L2P20 1.8 2.1 2.2 2.2 1.5 1.9 1.9 0.9 1.7 

C
. 

m
e

lo
 M1V3 2.0 1.7 2.1 2.1 1.4 1.7 2.3 0.3 1.9 

M1V4 2.2 2.3 2.3 2.3 2.2 1.8 2.3 2.2 2.1 

M1V8 2.2 1.4 2.1 2.3 1.2 1.6 2.1 0.9 1.9 

M1V9 2.1 1.7 2.2 2.2 2.1 2.2 2.1 1.3 2.2 

M1V13 2.3 1.7 2.1 2.2 1.8 2.1 2.2 2.4 2.1 

P
. 

rh
o

e
a
s
 L3P20 1.9 1.8 2.3 1.7 1.3 2.2 1.2 0.9 2.3 

L2P8 1.5 2.1 2.0 1.9 0.4 1.0 1.8 0.6 0.4 

E3P10 2.0 0.4 1.6 1.8 0.1 0.5 0.9 0.3 0.7 

E3P53 1.3 1.6 1.4 1.1 2.1 1.0 1.3 1.4 1.1 

E3P127 2.0 1.9 1.2 1.1 0.8 1.3 0.9 0.2 0.9 

Q
. 

il
e
x
 

Q3F15 0.9 0.5 0.7 0.6 0.7 0.8 0.5 0.5 0.8 

Q3F19 0.6 1.0 1.0 0.5 1.0 0.8 0.9 1.3 0.9 

Q3F5 0.6 0.9 2.6 0.7 1.0 1.0 1.0 1.1 1.3 

Q1P1 0.5 1.3 0.7 0.6 0.7 0.6 0.6 1.0 0.7 

Q1P30 0.5 0.8 0.7 0.6 0.7 0.7 0.6 0.6 0.6 

S
. 

p
a

rv
if

lo
ra

 

E1P23 1.8 2.2 2.7 1.2 1.5 2.7 2.2 1.3 2.5 

E1P75 2.1 2.3 1.8 2.0 0.9 1.7 0.9 0.1 1.2 

E1P76 2.1 1.8 2.0 2.0 0.4 2.3 1.5 1.4 1.4 

E1P89 2.1 1.4 0.6 1.6 0.4 0.2 1.2 0.7 0.3 

Q1P69 1.1 1.4 1.3 2.1 0.3 1.1 1.1 2.2 0.5 
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Table A2. Least Significant Difference (LSD) results among each class of 

each fixed factor in RNA extract quality. 

 
1Tissue homogenisation methods: I; mortar with glass powder, II; Eppendorf without glass 

powder, III: Eppendorf with glass powder.  
2RNA extraction procedures: A; Direct-zolTM RNA MiniPrep Plus, B; Rneasy Mini Kit. Kit, C; Agilent 

Plant RNA Isolation Mini Kit.                                                      

 

 

 

 

 

 

 

 

 

 

 

 

Response variable Variable Estimate S.E. P-value 

Concentration 

 

Homogenisation I1 vs Homogenisation II1 0.641 0.137 < 0.001 

Homogenisation I vs Homogenisation III1 0.921 0.135 < 0.001 

Homogenisation II vs Homogenisation III 0.280 0.134 0.0930 

Kit A2 vs Kit B2 0.664 0.134 < 0.001 

Kit A vs Kit C2 0.172 0.142 0.447 

Kit B vs Kit C 0.836 0.144 <0.001 

Absorbance 260/230 

Homogenisation I vs Homogenisation II 0.031 0.063 0.875 

Homogenisation I vs Hmogenisation III 0.104 0.063 0.226 

Homogenisation II vs Homogenisation III 0.136 0.063 0.083 

Kit A vs Kit B 0.183 0.063 0.011 

Kit A vs Kit C 0.357 0.063 <0.001 

Kit B vs Kit C 0.173 0.063 0.018 

Absorbance 260/280 

Homogenisation I vs Homogenisation II 0.239 0.079 0.008 

Homogenisation I vs Hmogenisation III 0.301 0.079 <0.001 

Homogenisation II vs Homogenisation III 0.062 0.079 0.710 

Kit A vs Kit B 0.270 0.079 0.002 

Kit A vs Kit C 0.117 0.079 0.302 

Kit B vs Kit C 0.387 0.079 <0.001 
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Table A3. Information on HTS libraries comprising HTS pool code, plant taxonomy, habitat and site of collection and 

number of RNA extracts from individual plant samples pooled at each library. 

 

ID1 Species Family Habitat Site of collection RNA extracts pooled 2 RIN 

PV001 Amaranthus sp L. Amaranthaceae Cr M1V 8 NA 

PV002 Convolvulus arvensis L. Convolvulaceae Cr M1V 11 7.5 

PV003 C. melo Cucurbitaceae Cr M1V 13 7.1 

PV003bgi C. melo Cucurbitaceae Cr M1V 13 7.1 

PV004 Cyperus longus L. Cyperaceae Cr M1V 7 7.3 

PV005 Artemisia herba alta Asso Asteraceae Oa Q1F 12 4.3 

PV006 A. herba alta Asteraceae Oa Q1F 19 6.5 

PV007 Teucrium pseudochamaepitys L. Lamiaceae Oa Q1F 17 3.4 

PV008 Jasminum fruticans L. Oleaceae Oa Q1F 11 6.2 

PV009 Quercus coccifera L. Fagaceae Oa Q1F 13 7.6 

PV009bgi Q. coccifera Fagaceae Oa Q1F 13 7.6 

PV010 Q. ilex Fagaceae Oa Q1F 10 7.6 

PV011 Portulaca oleraceae L. Portulacaceae Cr M1V 7 NA 

PV012 Chenopodium album L. Amaranthaceae Cr M2V 7 4.5 

PV013 Solanum nigrum L. Solanaceae Cr M2V 9 4.3 

PV014 Datura stramonium L. Solanaceae Cr M2V 8 5.4 

PV015 C. melo Cucurbitaceae Cr M2V 11 7.1 

PV016 C. melo Cucurbitaceae Cr M3V 16 7.0 

PV017 Lithospermum arvense L. Boraginaceae Cr M3V 12 7.2 

PV018 C. melo Cucurbitaceae Cr M4V 16 7.5 

PV020 L. arvense Boraginaceae Cr M4V 10 7.6 

PV021 C. melo Cucurbitaceae Cr M1V 13 7.0 

PV022 Taraxacum officinale L.. Asteraceae Wl E4F 23 3.1 
 

1HTS pool code.  
2 number of RNA extracts from individual plant samples pooled at each library.  
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Table A3. Continued. 

 

ID1 Species Family Habitat Site of collection RNA extracts pooled 2 RIN 

PV023 Leontodon sp L. Asteraceae Wl E4F 24 2.8 

PV024 Verbascum sinuatum L. Scrophulariaceae Wl E4F 15 7.0 

PV025 Geranium sp L. Geraniaceae Wl E4F 8 4.4 

PV026 Hieracium pilosella L. Asteraceae Wl E4F 7 6.3 

PV027 Festuca sp L. Poaceae Wl E4F 14 4.3 

PV028 Rubia peregrina L. Rubiaceae Ed L1V 6 4.6 

PV029 Picris echioides L. Asteraceae Ed L1V 8 3.8 

PV030 Milium vernale Bieb.  Poaceae Ed L1V 7 3.0 

PV031 C. arvensis Convolvulaceae Ed L2F 9 3.1 

PV032 Brachypodium retusum PERS.  Poaceae Ed L2F 10 2.7 

PV033 Amaranthus sp Amaranthaceae Ed L2F 10 2.5 

PV034 B. retusum Poaceae Ed L4F 8 2.0 

PV035 Q. coccifera Fagaceae Oa Q2F 17 3.4 

PV036 Q. ilex Fagaceae Oa Q2F 31 6.3 

PV037 Asparagus acutifolius L. Asparagaceae Oa Q2F 27 6.6 

PV041 Avenula bromoides ((Gouan) H.Scholz) Poaceae Oa Q3F 20 5.2 

PV042 Q. coccifera Fagaceae Oa Q3F 14 2.6 

PV046 C. bourgeanus Asteraceae Cr Z1V 7 2.5 

PV047 Zea mays L. Poaceae Cr Z2V 13 3.3 

PV048 Desconocida 4 Desconocida Cr Z2V 9 6.0 

PV049 D. stramonium Solanaceae Cr Z1V 11 3.8 

PV050 Xanthium strumarium L. Asteraceae Cr Z1V 18 3.4 

PV051 Lotus corniculatus L. Fabaceae Oa Q4P 13 3.3 

PV052 Astragalus incanus L. Fabaceae Oa Q4P 10 2.5 
 

1HTS pool code.  
2 number of RNA extracts from individual plant samples pooled at each library.  
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Table A3. Continued. 

 

ID1 Species Family Habitat Site of collection RNA extracts pooled 2 RIN 

PV053 A. incanus Fabaceae Oa Q4P 7 3.1 

PV054 Thymus vulgaris L. Lamiaceae Oa Q4P 8 7.5 

PV055 T. vulgaris Lamiaceae Oa Q4P 8 7.6 

PV056 Melilotus sp L. Fabaceae Oa Q4P 5 7.6 

PV057 Medicago orbicularis (L.) Bartal. Fabaceae Wl E4P 16 8.4 

PV058 Vicia sp L. Fabaceae Wl E4P 11 8.2 

PV059 Tragopogon sp L. Asteraceae Wl E4P 10 7.0 

PV060 Reseda lutea L. Resedaceae Wl E4P 5 2.6 

PV061 C. melo Cucurbitaceae Cr M5V 26 7.6 

PV062 C. melo Cucurbitaceae Cr M7V 46 8.4 

PV063 C. melo Cucurbitaceae Cr M8V 27 NA 

PV064 A. herba alta Asteraceae Wl E1F 21 NA 

PV065 Diplotaxis erucoides DC. Brassicaceae Wl E1F 19 NA 

PV066 C. bourgeanus Asteraceae Wl E1F 8 NA 

PV067 Geranium sp Geraniaceae Wl E1F 9 NA 

PV068 Leontodon sp Asteraceae Wl E1F 8 NA 

PV069 Plantago sp L. Plantaginaceae Wl E1F 11 NA 

PV070 Descurainia sophia (L.) Webb ex Prantl Brassicaceae Wl E1F 6 NA 

PV071 Salvia verbenaca L. Lamiaceae Wl E1F 10 NA 

PV072 T. officinale Asteraceae Wl E1F 8 NA 

PV074 Leontodon sp Asteraceae Wl E2F 11 NA 

PV075 T. officinale Asteraceae Wl E2F 6 NA 

PV076 V. sinuatum Scrophulariaceae Wl E2F 11 NA 
 

1HTS pool code.  
2 number of RNA extracts from individual plant samples pooled at each library.  
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Table A3. Continued. 

 

ID1 Species Family Habitat Site of collection RNA extracts pooled 2 RIN 

PV078 Bromus sp L. Poaceae Wl E4F 8 2.3 

PV079 C. arvensis Convolvulaceae Wl E4F 8 5.4 

PV080 Odontites luteus (L.) Clairv. Orobanchaceae Oa Q4F 6 5.3 

PV081 L. arvense Boraginaceae Ed L3V 1 8.5 

PV082 Marrubium vulgare L. Lamiaceae Oa Q1F 14 5.8 

PV083 T. pseudochamaepitys Lamiaceae Oa Q1P 11 7.2 

PV084 Teucrium capitatum L. Lamiaceae Oa Q1P 10 7.7 

PV085 Avena sterilis L. Poaceae Wl E4P 27 2.7 

PV086 V. sinuatum Scrophulariaceae Wl E4P 19 8.1 

PV087 Echium vulgare L. Boraginaceae Wl E4P 7 5.5 

PV088 Andryala arenaria (DC.) Boiss. & Reuter Asteraceae Oa Q1P 9 8.2 

PV089 M. vulgare Lamiaceae Oa Q1P 9 7.0 

PV090 Dactylis glomerata L. Poaceae Oa Q4P 13 7.0 

PV091 Galium verum L. Rubiaceae Oa Q4P 8 6.9 

PV092 Anchusa undulata L. Boraginaceae Wl E1F 8 7.6 

PV093 J. fruticans Oleaceae Oa Q1P 8 7.6 

PV094 Hypericum pubescens Boiss. Hypericaceae Oa Q1P 6 4.9 

PV095 Diplotaxis virgata (Cav.) DC. Brassicaceae Oa Q1P 5 2.6 

PV096 M. vernale Poaceae Ed L2V 7 7.2 

PV097 C. arvensis Convolvulaceae Ed L2V 5 6.7 

PV098 P. echioides Asteraceae Wl E2F 11 4.2 

PV099 A. undulata Boraginaceae Wl E2F 13 5.5 
 

1HTS pool code.  
2 number of RNA extracts from individual plant samples pooled at each library.  
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Table A3. Continued. 

 

ID1 Species Family Habitat Site of collection RNA extracts pooled 2 RIN 

PV100 Aphyllanthes monspeliensis L. Asparagaceae Oa Q4P 10 6.8 

PV101 A. acutifolius Asparagaceae Oa Q2P 8 3.9 
PV102 Asphodelus aestivus BROT Liliaceae Oa Q2P 9 4.3 

PV103 Centaurea melitensis L. Asteraceae Oa Q2P 7 4.3 

PV104 D. glomerata Poaceae Oa Q2P 8 6.9 

PV105 G. verum Rubiaceae Oa Q2P 5 6.0 

PV106 Helichrysum stoechas (L.) Moench Asteraceae Oa Q2P 5 6.9 

PV107 Q. coccifera Fagaceae Oa Q2P 4 7.1 

PV108 Q. ilex Fagaceae Oa Q2P 14 6.8 

PV109 R. lutea Resedaceae Oa Q2P 1 2.6 

PV110 Teucrium botrys L. Lamiaceae Oa Q2P 7 6.1 

PV111 T. pseudochamaepitys Lamiaceae Oa Q2P 1 6.5 

PV112 Centranthus calcitrapae (L.) Dufr. Valerianaceae Oa Q2P 8 7.1 

PV113 C. bourgeanus Asteraceae Oa Q2P 4 7.0 

PV114 Staehelina dubia L. Asteraceae Oa Q2P 7 4.1 

PV115 Bromus sp Poaceae Ed L1P 3 7.1 

PV116 Daucus sp L. Apiaceae Ed L1P 3 6.5 

PV117 D. erucoides Brassicaceae Ed L1P 4 7.2 

PV118 Grass 1 Poaceae Ed L1P 5 6.8 

PV119 Lactuca serriola L. Asteraceae Ed L1P 2 7.6 

PV120 Leontodon sp Asteraceae Ed L1P 1 7.4 

PV121 Lepidium draba (L.) Desv. Brassicaceae Ed L1P 3 7.6 

PV122 P. echioides Asteraceae Ed L1P 2 7.1 

PV123 Rumex pulcher L. Polygonaceae Ed L1P 4 7.0 
 

1HTS pool code.  
2 number of RNA extracts from individual plant samples pooled at each library.  
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Table A3. Continued. 

 

ID1 Species Family Habitat Site of collection RNA extracts pooled 2 RIN 

PV124 Malva sylvestris L. Malvaceae Ed L1P 3 6.2 

PV125 Senecio jacobaea  L. Asteraceae Ed L1P 5 7.1 

PV126 Silybum marianum (L.) Gaertner Asteraceae Ed L1P 2 5.7 

PV127 Torilis nodosa (L.) Gaertn. Apiaceae Ed L1P 6 6.7 

PV128 Vicia sp Fabaceae Ed L1P 2 8.3 

PV129 Bromus sp Poaceae Ed L2P 3 7.1 

PV130 C. bourgeanus Asteraceae Ed L2P 3 6.7 

PV131 C. album Amaranthaceae Ed L2P 4 4.4 

PV132 C. arvensis Convolvulaceae Ed L2P 2 5.3 

PV133 Diplotaxis sp DC. Brassicaceae Ed L2P 6 5.4 

PV134 D. sophia Brassicaceae Ed L2P 2 7.3 

PV135 Fumaria parviflora Lam. Papavaraceae Ed L2P 4 6.6 

PV136 L. serriola Asteraceae Ed L2P 1 8.3 

PV137 Lolium perenne L. Poaceae Ed L2P 3 6.7 

PV138 Potentilla sp L. Rosaceae Ed L2P 2 3.6 

PV139 R.peregrina Rubiaceae Ed L2P 2 7.0 

PV140 S. marianum Asteraceae Ed L2P 3 4.4 

PV141 Bromus sp Poaceae Ed L3P 2 3.2 

PV142 C. arvensis Convolvulaceae Ed L3P 6 6.9 

PV143 D. erucoides Brassicaceae Ed L3P 13 3.4 

PV144 F. parviflora Papavaraceae Ed L3P 9 7.2 

PV145 L. draba Brassicaceae Ed L3P 1 4.1 

PV146 M. sylvestris Malvaceae Ed L3P 1 8.2 
 

1HTS pool code.  
2 number of RNA extracts from individual plant samples pooled at each library.  
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Table A3. Continued. 

 

ID1 Species Family Habitat Site of collection RNA extracts pooled 2 RIN 

PV147 P. rhoeas Papaveraceae Ed L3P 1 4.2 

PV148 Scandix pecten-veneris L. Apiaceae Ed L3P 1 7.1 

PV149 S. marianum Asteraceae Ed L3P 2 6.8 

PV150 Anthriscus caucalis Bieb Apiaceae Ed L4P 7 4.6 

PV151 Aristolochia pistolochia L. Aristolochiaceae Ed L4P 3 6.9 

PV152 Brachypodium phoenicoides (L.) Roemer & Schultes Poaceae Ed L4P 10 7.1 

PV153 C. bourgeanus Asteraceae Ed L4P 6 7.1 

PV154 C. arvensis Convolvulaceae Ed L4P 5 7.2 

PV155 F. parviflora Papavaraceae Ed L4P 1 6.9 

PV156 Hirschfeldia incana L. Brassicaceae Ed L4P 1 7.7 

PV157 L. draba Brassicaceae Ed L4P 9 6.9 

PV158 R.peregrina Rubiaceae Ed L4P 1 7.7 

PV159 C. bourgeanus Asteraceae Ed L1V 2 5.5 

PV160 C. album Amaranthaceae Ed L1V 2 8.1 

PV161 C. arvensis Convolvulaceae Ed L1V 4 7.0 

PV162 Conyza canadensis (L.) Cronquist Asteraceae Ed L1V 2 6.8 

PV163 L. perenne Poaceae Ed L1V 3 2.3 

PV164 Sonchus oleraceus L. Asteraceae Ed L1V 2 7.4 

PV165 A. undulata Boraginaceae Ed L2V 5 8.1 

PV166 C. bourgeanus Asteraceae Ed L2V 1 2.5 

PV167 C. album Amaranthaceae Ed L2V 2 7.7 

PV168 C. canadensis Asteraceae Ed L2V 2 7.0 

PV169 G. verum Rubiaceae Ed L2V 1 7.3 
 

1HTS pool code.  
2 number of RNA extracts from individual plant samples pooled at each library.  

https://es.wikipedia.org/wiki/L.
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Table A3. Continued. 

 

ID1 Species Family Habitat Site of collection RNA extracts pooled 2 RIN 

PV170 L. serriola Asteraceae Ed L2V 2 7.1 

PV171 L. perenne Poaceae Ed L2V 2 4.1 

PV172 P. echioides Asteraceae Ed L2V 2 6.4 

PV173 R.peregrina Rubiaceae Ed L2V 3 7.7 

PV174 S. marianum Asteraceae Ed L2V 1 4.7 

PV175 Amaranthus sp Amaranthaceae Ed L3V 2 8.1 

PV176 Anacyclus clavatus Desf. Pers. Asteraceae Ed L3V 2 5.8 

PV177 Bassia scoparia (L.) Voss Amaranthaceae Ed L3V 2 6.5 

PV178 C. album Amaranthaceae Ed L3V 6 8.1 

PV179 C. canadensis Asteraceae Ed L3V 1 6.5 

PV180 Cynodon dactylon (L.) Pers. Poaceae Ed L3V 2 5.2 

PV181 D. erucoides Brassicaceae Ed L3V 2 7.0 

PV182 L. serriola Asteraceae Ed L3V 10 6.6 

PV183 P. echioides Asteraceae Ed L3V 1 6.9 

PV184 S. marianum Asteraceae Ed L3V 2 6.7 

PV185 S. nigrum Solanaceae Ed L3V 2 4.3 

PV186 S. oleraceae Asteraceae Ed L3V 1 7.8 

PV187 B. phoenicoides Poaceae Ed L2V 2 6.4 

PV188 C. arvensis Convolvulaceae Ed L3V 6 5.9 

PV189 Geranium sp Geraniaceae Ed L1P 1 4.3 

PV190 R.peregrina Rubiaceae Ed L1P 1 7.4 

PV191 Allium sativum L. Amaryllidaceae Ed L2P 1 4.3 

PV192 A. undulata Boraginaceae Ed L2P 1 7.9 
 

1HTS pool code.  
2 number of RNA extracts from individual plant samples pooled at each library.  
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Table A3. Continued. 

 

ID1 Species Family Habitat Site of collection RNA extracts pooled 2 RIN 

PV193 G. verum Rubiaceae Ed L2P 1 6.9 

PV194 P. rhoeas Papaveraceae Ed L2P 1 4.7 

PV195 P. echioides Asteraceae Ed L2P 1 7.1 

PV196 Amaranthus sp Amaranthaceae Ed L1F 2 3.4 

PV197 A. caucalis Apiaceae Ed L1F 2 8.7 

PV198 B. retusum Poaceae Ed L1F 2 2.7 

PV199 C. bourgeanus Asteraceae Ed L1F 2 7.6 

PV200 C. album Amaranthaceae Ed L1F 2 4.9 

PV201 C. arvensis Convolvulaceae Ed L1F 8 6.8 

PV202 Conyza bonariensis (L.) Cronquist Asteraceae Ed L1F 6 4.9 

PV203 C. dactylon Poaceae Ed L1F 4 3.3 

PV204 D. erucoides Brassicaceae Ed L1F 3 2.5 

PV205 Geranium sp Geraniaceae Ed L1F 1 7.3 

PV206 L. serriola Asteraceae Ed L1F 2 4.3 

PV207 P. echioides Asteraceae Ed L1F 8 8.1 

PV208 R.peregrina Rubiaceae Ed L1F 2 3.3 

PV209 R. pulcher Polygonaceae Ed L1F 4 5.2 

PV210 C. dactylon Poaceae Ed L2F 2 2.3 

PV211 S. nigrum Solanaceae Ed L2F 1 1.9 

PV212 Amaranthus sp Amaranthaceae Ed L3F 5 2.5 

PV213 C. bourgeanus Asteraceae Ed L3F 2 4.8 

PV214 C. arvensis Convolvulaceae Ed L3F 10 3.2 

PV215 C. bonariensis Asteraceae Ed L3F 3 2.3 

PV216 C. dactylon Poaceae Ed L3F 7 3.4 
 

1HTS pool code.  
2 number of RNA extracts from individual plant samples pooled at each library.  
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Table A3. Continued. 

 

ID1 Species Family Habitat Site of collection RNA extracts pooled 2 RIN 

PV217 D. stramonium Solanaceae Ed L3F 1 2.4 

PV218 Daucus sp Apiaceae Ed L3F 3 2.2 

PV219 D. erucoides Brassicaceae Ed L3F 8 2.4 

PV220 Eruca vesicaria (L.) Cav. Brassicaceae Ed L3F 3 2.4 

PV221 L. serriola Asteraceae Ed L3F 2 2.4 

PV222 M. sylvestris Malvaceae Ed L1F 2 2.5 

PV223 S. marianum Asteraceae Ed L3F 4 6.7 

PV224 Vicia sp Fabaceae Ed L3F 1 2.3 

PV225 Cirsium arvense L. Asteraceae Ed L4F 4 6.8 

PV226 C. arvensis Convolvulaceae Ed L4F 1 7.3 

PV227 Daucus sp Apiaceae Ed L4F 4 5.1 

PV228 Desconocida 4 Desconocida Ed L4F 1 7.5 

PV229 D. erucoides Brassicaceae Ed L4F 2 5.7 

PV230 E. vulgare Boraginaceae Ed L4F 1 7.1 

PV231 L. draba Brassicaceae Ed L4F 6 7.1 

PV232 L. perenne Poaceae Ed L4F 1 2.5 

PV233 Phalaris minor Retz. Poaceae Ed L4F 2 4.1 

PV234 R. pulcher Polygonaceae Ed L4F 2 7.5 

PV235 S. marianum Asteraceae Ed L4F 3 6.9 

PV236 Trifolium campestre Schreb. Fabaceae Ed L4F 1 5.1 

PV237 Erodium cicutarium (L.) L'Hérit. ex Alton  Geraniaceae Ed L4F 2 8.8 

PV252 R. peregrina Rubiaceae Wl E2F 1 8.0 

PV257 Desconocida 5 Desconocida Wl E3F 9 8.3 
 

1HTS pool code.  
2 number of RNA extracts from individual plant samples pooled at each library.  
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Table A3. Continued. 

 

ID1 Species Family Habitat Site of collection RNA extracts pooled 2 RIN 

PV262 G. verum Rubiaceae Wl E3F 9 3.6 

PV268 Sisymbrium runcinatum Lag.  Brassicaceae Wl E3F 1 7.7 

PV269 Teucrium chamaedrys L. Lamiaceae Wl E3F 3 8.4 

PV270 A. acutifolius Asparagaceae Wl E4F 1 4.4 

PV277 A. clavatus Asteraceae Wl E1P 5 8.3 

PV296 S. parviflora Poaceae Wl E1P 6 8.1 

PV298 T. capitatum Lamiaceae Wl E1P 15 7.8 

PV306 Asteriscus aquaticus (L.) LESS Asteraceae Wl E2P 3 5.7 

PV312 C. melitensis Asteraceae Wl E2P 7 8.3 

PV313 C. calcitrapae Valerianaceae Wl E2P 1 8.6 

PV330 Phlomis lychnitis L. Lamiaceae Wl E2P 1 7.7 

PV350 E. cicutarium Geraniaceae Wl E3P 3 9.2 

PV352 Eryngium campestre L. Apiaceae Wl E3P 7 8.6 

PV356 Bromus madritensis L. Poaceae Wl E3P 13 7.3 

PV359 Medicago sp L. Fabaceae Wl E3P 6 7.8 

PV369 T. pseudochamaepitys Lamiaceae Wl E3P 3 8.7 

PV380 D. glomerata Poaceae Wl E4P 6 7.6 

PV386 P. rhoeas Papaveraceae Wl E4P 7 8.7 

PV390 Thapsia villosa L. Apiaceae Wl E4P 4 6.3 

PV418 A. pistolochia Aristolochiaceae Oa Q1P 1 4.1 

PV421 A. aquaticus Asteraceae Oa Q1P 4 8.3 

PV423 Bromus sp Poaceae Oa Q1P 6 6.9 

PV426 E. cicutarium Geraniaceae Oa Q1P 3 8.2 

PV428 B. madritensis Poaceae Oa Q1P 2 8.1 
 

1HTS pool code.  
2 number of RNA extracts from individual plant samples pooled at each library.  
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Table A3. Continued. 

 

ID1 Species Family Habitat Site of collection RNA extracts pooled 2 RIN 

PV430 P. rhoeas Papaveraceae Oa Q1P 1 8.1 

PV437 Geranium sp Geraniaceae Oa Q2P 11 8.8 

PV440 T. villosa Apiaceae Oa Q2P 3 5.7 

PV441 Leontodon sp Asteraceae Oa Q2P 5 8.0 

PV454 Klasea pinnatifida (Cav.) Cass. Asteraceae Oa Q3P 11 8.2 

PV457 Medicago sp Fabaceae Oa Q3P 1 8.1 

PV464 R. peregrina Rubiaceae Oa Q3P 5 7.9 

PV473 E. campestre Apiaceae Oa Q4P 3 8.4 

PV495 A. clavatus Asteraceae Cr H2P 4 6.7 

PV498 R. peregrina Rubiaceae Cr H3P 9 8.0 

PV500 Desconocida 5 Desconocida Cr H3P 4 3.6 

PV501 Bromus sp Poaceae Cr H3P 1 7.2 

PV514 D. erucoides Brassicaceae Cr M3V 3 2.9 

PV516 P. echioides Asteraceae Cr M3V 1 8.0 

PV519 Desconocida 4 Desconocida Cr M4V 4 8.0 

PV544 S. runcinatum Brassicaceae Cr C1F 4 4.6 

PV546 K. pinnatifida Asteraceae Cr C2F 1 7.8 

PV557 E. cicutarium Geraniaceae Cr C2F 1 7.8 

PV558 P. lychnitis Lamiaceae Oa Q2P 1 8.1 

PV559 S. parviflora Poaceae Oa Q1P 1 6.5 

PV560 T. chamaedrys Lamiaceae Oa Q2P 1 8.6 

PV561 Dittrichia viscosa (L.) Greuter Asteraceae Wl E2F/E2P 8 8.8 

PV562 Foeniculum vulgare Mill. Apiaceae Wl E3F/E3P 8 8.6 

PV563 F. vulgare Apiaceae Wl E2P 6 4.4 
 

1HTS pool code.  
2 number of RNA extracts from individual plant samples pooled at each library.  
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Table A3. Continued. 

 

ID1 Species Family Habitat Site of collection RNA extracts pooled 2 RIN 

PV564 Phlomis purpurea L. Lamiaceae Wl E2P 8 7.3 

PV565 P. purpurea Lamiaceae Wl E3P 4 6.8 

PV566 Retama sphaerocarpa L. Fabaceae Wl E2F/E2P 7 8.0 

PV567 R. pulcher Polygonaceae Wl E2P 4 8.5 

PV568 R. pulcher Polygonaceae Wl E3F/E3P 5 8.4 

PV569 S. marianum Asteraceae Wl E2F/E2P 8 8.2 

PV570 Crataegus monogyna Jacq. Rosaceae Oa Q3F/Q3P/Q4P 3 3.2 

PV571 Bupleurum rigidum L. Apiaceae Oa Q3F/Q3P 8 8.3 

PV572 Trifolium tomentosum L. Fabaceae Wl E1P 3 4.6 

PV573 T. tomentosum L. Fabaceae Wl E2P 4 7.6 

PV574 Helianthemum cinereum (Cav.) Pers. Cistaceae Wl Q3P 8 7.9 

PV575 Lavandula latifolia Medik. Lamiaceae Wl Q3F 3 4.8 

PV576 L. latifolia Lamiaceae Wl Q4F 3 8.3 

PV577 Lithodora fruticosa (L.) Griseb. Boraginaceae Oa Q3F/Q3P 3 6.1 

PV578 Origanum vulgare L. Labiatae Oa Q1P/Q2P/Q3P 4 8.3 

PV579 Rhamnus lycioides L. Rhamnaceae Oa Q1F 8 8.1 

PV580 R. lycioides Rhamnaceae Oa Q2F 5 7.9 

PV581 R. lycioides Rhamnaceae Oa Q2P 5 8.6 

PV582 R. lycioides Rhamnaceae Oa Q3F/Q3P 6 8.1 

PV583 Astragalus sesameus L. Fabaceae Wl E1P 6 3.0 

PV584 A. sesameus Fabaceae Wl E3P 5 8.6 

PV585 Borago officinalis L. Boraginaceae Wl E2P 6 6.7 

PV586 F. parviflora Papavaraceae Cr H1P 8 7.7 

PV587 H. incana Brassicaceae Cr H1P 8 6.7 
 

1HTS pool code.  
2 number of RNA extracts from individual plant samples pooled at each library.  



Annexes 

198 
 

Table A3. Continued. 

 

ID1 Species Family Habitat Site of collection RNA extracts pooled 2 RIN 

PV588 Hordeum vulgare L. Poaceae Cr H1P 8 6.0 

PV589 H. vulgare Poaceae Cr H1P 8 5.6 
 

1HTS pool code.  
2 number of RNA extracts from individual plant samples pooled at each library.  
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Table A4.1. List of virus OTUs detected by HTS presented according to 

their number of detections in the ecosystem. 

 

Habitat Virus Detections1 

Cr/Ed/Oa/Wl Cucumber mosaic virus  188/306 (61%) 

143/306 (47%) 

110/306 (36%) 

103/306 (34%) 

81/306 (26%) 

66/306 (22%) 

59/306 (19%) 

54/306 (18%) 

51/306 (17%) 

37/306 (12%) 

28/306 (9%) 

22/306 (7%) 

20/306 (7%) 

18/306 (6%) 

14/306 (5%) 

10/306 (3%) 

9/306 (3%) 

45/306 (15%) 

38/306 (12%) 

35/306 (11%) 

33/306 (11%) 

10/306 (3%) 

30/306 (10%) 

9/306 (3%) 

9/306 (3%) 

3/306 (1%) 

3/306 (1%) 

3/306 (1%) 

3/306 (1%) 

2/306 (1%) 

31/306 (10%) 

2/306 (1%) 

8/306 (3%) 

3/306 (1%) 

3/306 (1%) 

3/306 (1%) 

3/306 (1%) 

3/306 (1%) 

3/306 (1%) 

2/306 (1%) 

2/306 (1%) 
 

Cr/Ed/Oa/Wl Pelargonium zonate spot virus  

Cr/Ed/Oa/Wl Tobacco mild green mosaic virus 

Cr/Ed/Oa/Wl Rubus chlorotic mottle virus 

Cr/Ed/Oa/Wl Tobacco mosaic virus 

Cr/Ed/Oa/Wl Watermelon mosaic virus 

Cr/Ed/Oa/Wl Tomato aspermy virus  

Cr/Ed/Oa/Wl Pepper mild mottle virus 

Cr/Ed/Oa/Wl Turnip yellows virus 

Cr/Ed/Oa/Wl Brassica yellows virus 

Cr/Ed/Oa/Wl Youcai mosaic virus 

Cr/Ed/Oa/Wl Tomato mosaic virus 

Cr/Ed/Oa/Wl Rehmannia mosaic virus 

Cr/Ed/Oa/Wl Turnip mosaic virus 

Cr/Ed/Oa/Wl Tomato brown rugose fruit virus 

Cr/Ed/Oa/Wl Plum pox virus 

Cr/Ed/Oa/Wl Tomato mottle mosaic virus 

Cr/Ed/Oa Beet western yellows virus 

Cr/Ed/Oa Beet mild yellowing virus 

Cr/Ed/Oa Beet chlorosis virus 

Cr/Ed/Oa Gayfeather mild mottle virus  

Cr/Ed/Wl Barley yellow dwarf virus 

Ed/Oa/Wl Turnip crinkle virus 

Ed/Oa/Wl Wasabi mottle virus 

Cr/Ed Soybean mosaic virus 

Cr/Ed Cereal yellow dwarf virus 

Cr/Ed Cucumber leaf spot virus 

Cr/Ed Pothos latent virus 

Cr/Ed Wheat yellow dwarf virus 

Cr/Ed Zucchini yellow mosaic virus 

Ed/Oa Maize dwarf mosaic virus 

Ed/Oa Cucumber green mottle mosaic virus 

Ed/Wl Cucurbit aphid-borne yellows virus 

Ed/Wl Brome mosaic virus  

Ed/Wl Cardamine chlorotic fleck virus 

Ed/Wl Ixeridium yellow mottle virus 1 

Ed/Wl Pelargonium leaf curl virus 

Ed/Wl Pelargonium necrotic spot virus 

Ed/Wl Tomato bushy stunt virus 

Ed/Wl Artichoke mottled crinkle virus 

Ed/Wl Carnation Italian ringspot virus 

Ed/Wl Cucumber necrosis virus 2/306 (1%) 
 
1Detections are the proportion of libraries where virus OTUs were detected.  
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Table A4.1. Continued. 
 

Habitat Virus Detections1 

Ed/Wl Eggplant mottled crinkle virus 2/306 (1%) 
Ed/Wl Grapevine Algerian latent virus 2/306 (1%) 
Ed/Wl Ixeridium yellow mottle virus 2 2/306 (1%) 
Ed/Wl Moroccan pepper virus 2/306 (1%) 
Ed/Wl Turnip yellow mosaic virus 2/306 (1%) 
Oa/Wl Turnip vein-clearing virus 6/306 (2%) 
Oa/Wl Ribgrass mosaic virus 5/306 (2%) 
Oa/Wl Alfalfa mosaic virus  3/306 (1%) 
Oa/Wl Eggplant mottled dwarf virus 3/306 (1%) 

Cr Calla lily latent virus 6/306 (2%) 
Cr Barley virus G 1/306 (0%) 

Cr Wheat streak mosaic virus 1/306 (0%) 
Ed Potato leafroll virus 21/306 (7%) 
Ed Tobacco virus 2 21/306 (7%) 
Ed Parietaria mottle virus  18/306 (6%) 
Ed Melon aphid-borne yellows virus 9/306 (3%) 
Ed Lettuce yellow mottle virus 6/306 (2%) 
Ed Pepo aphid-borne yellows virus 6/306 (2%) 
Ed Suakwa aphid-borne yellows virus 4/306 (1%) 
Ed Chickpea chlorotic stunt virus 3/306 (1%) 
Ed Sorghum mosaic virus 3/306 (1%) 
Ed Bell pepper mottle virus 2/306 (1%) 
Ed Carrot red leaf virus 2/306 (1%) 
Ed Cotton leafroll dwarf virus 2/306 (1%) 
Ed Cowpea polerovirus 1 2/306 (1%) 
Ed Tobacco necrosis virus A 2/306 (1%) 
Ed Tropical soda apple mosaic virus 2/306 (1%) 
Ed Yam spherical virus 2/306 (1%) 
Ed Barley yellow striate mosaic virus 1/306 (0%) 
Ed Beet black scorch virus 1/306 (0%) 
Ed Iranian johnsongrass mosaic virus 1/306 (0%) 
Ed Lettuce big-vein associated virus  1/306 (0%) 
Ed Olive latent virus 1 1/306 (0%) 
Ed Olive mild mosaic virus 1/306 (0%) 
Ed Potato necrosis virus 1/306 (0%) 
Ed Potato virus Y 1/306 (0%) 
Ed Sugarcane yellow leaf virus 1/306 (0%) 
Ed Tobacco necrosis virus D 1/306 (0%) 

Ed Wheat leaf yellowing-associated virus 1/306 (0%) 
Oa Prunus necrotic ringspot virus  3/306 (1%) 
Oa Obuda pepper virus 2/306 (1%) 
Oa Paprika mild mottle virus 2/306 (1%) 
Oa Bermuda grass latent virus 1/306 (0%) 
Oa Dulcamara mottle virus 1/306 (0%) 

 
1Detections are the proportion of libraries where virus OTUs were detected.  
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Table A4.1. Continued. 
 

Habitat Virus Detections1 

Wl Cymbidium ringspot virus 1/306 (0%) 
Wl Havel river virus 1/306 (0%) 
Wl Petunia asteroid mosaic virus 1/306 (0%) 
Wl Turnip rosette virus 1/306 (0%) 

 
1Detections are the proportion of libraries where virus OTUs were detected.  
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Table A4.2. List of virus OTUs detected by HTS presented according to 

their number of detections in Crop habitat. 

 

Habitat Virus Detections1 

Cr Cucumber mosaic virus  19/37 (51%) 

Cr Watermelon mosaic virus 14/37 (38%) 

Cr Rubus chlorotic mottle virus 9/37 (24%) 

Cr Soybean mosaic virus 8/37 (22%) 

Cr Tobacco mild green mosaic virus 8/37 (22%) 

Cr Calla lily latent virus 6/37 (16%) 

Cr Pepper mild mottle virus 6/37 (16%) 

Cr Gayfeather mild mottle virus  5/37 (14%) 

Cr Pelargonium zonate spot virus  5/37 (14%) 

Cr Tomato aspermy virus  5/37 (14%) 

Cr Beet mild yellowing virus 4/37 (11%) 

Cr Brassica yellows virus 4/37 (11%) 

Cr Barley yellow dwarf virus 4/37 (11%) 

Cr Turnip yellows virus 4/37 (11%) 

Cr Beet chlorosis virus 3/37 (8%) 

Cr Beet western yellows virus 3/37 (8%) 

Cr Tobacco mosaic virus 3/37 (8%) 

Cr Turnip mosaic virus 2/37 (5%) 

Cr Barley virus G 1/37 (3%) 

Cr Cucumber leaf spot virus 1/37 (3%) 

Cr Cereal yellow dwarf virus 1/37 (3%) 

Cr Pothos latent virus 1/37 (3%) 

Cr Plum pox virus 1/37 (3%) 

Cr Rehmannia mosaic virus 1/37 (3%) 

Cr Tomato brown rugose fruit virus 1/37 (3%) 

Cr Tomato mottle mosaic virus 1/37 (3%) 

Cr Tomato mosaic virus 1/37 (3%) 

Cr Wheat streak mosaic virus 1/37 (3%) 

Cr Wheat yellow dwarf virus 1/37 (3%) 

Cr Youcai mosaic virus 1/37 (3%) 

Cr Zucchini yellow mosaic virus 1/37 (3%) 
 

1 Detections are the proportion of libraries where virus OTUs were detected.  
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Table A4.3. List of virus OTUs detected by HTS presented according to 

their number of detections in Edge habitat. 

 

Habitat Virus Detections1 

Ed Pelargonium zonate spot virus  124/133 (93%) 

Ed Cucumber mosaic virus  107/133 (80%) 

Ed Rubus chlorotic mottle virus 85/133 (64%) 

Ed Tomato aspermy virus  46/133 (35%) 

Ed Turnip yellows virus 44/133 (33%) 

Ed Tobacco mild green mosaic virus 43/133 (32%) 

Ed Beet western yellows virus 40/133 (30%) 

Ed Tobacco mosaic virus 35/133 (26%) 

Ed Pepper mild mottle virus 33/133 (25%) 

Ed Beet mild yellowing virus 32/133 (24%) 

Ed Brassica yellows virus 31/133 (23%) 

Ed Beet chlorosis virus 30/133 (23%) 

Ed Maize dwarf mosaic virus 30/133 (23%) 

Ed Watermelon mosaic virus 28/133 (21%) 

Ed Gayfeather mild mottle virus  25/133 (19%) 

Ed Potato leafroll virus 21/133 (16%) 

Ed Tobacco virus 2 21/133 (16%) 

Ed Parietaria mottle virus  18/133 (14%) 

Ed Tomato mosaic virus 16/133 (12%) 

Ed Melon aphid-borne yellows virus 9/133 (7%) 

Ed Rehmannia mosaic virus 9/133 (7%) 

Ed Turnip crinkle virus 8/133 (6%) 

Ed Turnip mosaic virus 8/133 (6%) 

Ed Cucurbit aphid-borne yellows virus 7/133 (5%) 

Ed Lettuce yellow mottle virus 6/133 (5%) 

Ed Pepo aphid-borne yellows virus 6/133 (5%) 

Ed Plum pox virus 6/133 (5%) 

Ed Tomato brown rugose fruit virus 6/133 (5%) 

Ed Tomato mottle mosaic virus 6/133 (5%) 

Ed Barley yellow dwarf virus 5/133 (4%) 

Ed Youcai mosaic virus 5/133 (4%) 

Ed Suakwa aphid-borne yellows virus 4/133 (3%) 

Ed Chickpea chlorotic stunt virus 3/133 (2%) 

Ed Sorghum mosaic virus 3/133 (2%) 

Ed Bell pepper mottle virus 2/133 (2%) 

Ed Cardamine chlorotic fleck virus 2/133 (2%) 

Ed Cotton leafroll dwarf virus 2/133 (2%) 

Ed Cucumber leaf spot virus 2/133 (2%) 

Ed Cowpea polerovirus 1 2/133 (2%) 

Ed Carrot red leaf virus 2/133 (2%) 

Ed Cereal yellow dwarf virus 2/133 (2%) 

Ed Ixeridium yellow mottle virus 1 2/133 (2%) 

Ed Pothos latent virus 2/133 (2%) 
 

1 Detections are the proportion of libraries where virus OTUs were detected.  
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Table A4.3. Continued. 

Habitat Virus Detections1 

Ed Tobacco necrosis virus A 2/133 (2%) 

Ed Tropical soda apple mosaic virus 2/133 (2%) 

Ed Wheat yellow dwarf virus 2/133 (2%) 

Ed Yam spherical virus 2/133 (2%) 

Ed Artichoke mottled crinkle virus 1/133 (1%) 

Ed Beet black scorch virus 1/133 (1%) 

Ed Brome mosaic virus  1/133 (1%) 

Ed Barley yellow striate mosaic virus 1/133 (1%) 

Ed Cucumber green mottle mosaic virus 1/133 (1%) 

Ed Carnation Italian ringspot virus 1/133 (1%) 

Ed Cucumber necrosis virus 1/133 (1%) 

Ed Eggplant mottled crinkle virus 1/133 (1%) 

Ed Grapevine Algerian latent virus 1/133 (1%) 

Ed Iranian johnsongrass mosaic virus 1/133 (1%) 

Ed Ixeridium yellow mottle virus 2 1/133 (1%) 

Ed Lettuce big-vein associated virus  1/133 (1%) 

Ed Moroccan pepper virus 1/133 (1%) 

Ed Olive latent virus 1 1/133 (1%) 

Ed Olive mild mosaic virus 1/133 (1%) 

Ed Pelargonium leaf curl virus 1/133 (1%) 

Ed Pelargonium necrotic spot virus 1/133 (1%) 

Ed Potato necrosis virus 1/133 (1%) 

Ed Potato virus Y 1/133 (1%) 

Ed Soybean mosaic virus 1/133 (1%) 

Ed Sugarcane yellow leaf virus 1/133 (1%) 

Ed Tomato bushy stunt virus 1/133 (1%) 

Ed Tobacco necrosis virus D 1/133 (1%) 

Ed Turnip yellow mosaic virus 1/133 (1%) 

Ed Wheat leaf yellowing-associated virus 1/133 (1%) 

Ed Wasabi mottle virus 1/133 (1%) 

Ed Zucchini yellow mosaic virus 1/133 (1%) 
 

1 Detections are the proportion of libraries where virus OTUs were detected.  
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Table A4.4 List of virus OTUs detected by HTS presented according to 

their number of detections in Oakwood habitat. 

 

Habitat Virus Detections1 

Oa Cucumber mosaic virus  40/71 (56%) 
Oa Tobacco mild green mosaic virus 34/71 (48%) 
Oa Tobacco mosaic virus 25/71 (35%) 

Oa Watermelon mosaic virus 20/71 (28%) 

Oa Turnip crinkle virus 14/71 (20%) 

Oa Pepper mild mottle virus 11/71 (15%) 

Oa Youcai mosaic virus 10/71 (14%) 
Oa Pelargonium zonate spot virus  7/71 (10%) 
Oa Rehmannia mosaic virus 7/71 (10%) 
Oa Tomato aspermy virus  7/71 (10%) 
Oa Tomato brown rugose fruit virus 6/71 (8%) 
Oa Rubus chlorotic mottle virus 4/71 (6%) 
Oa Wasabi mottle virus 4/71 (6%) 

Oa Gayfeather mild mottle virus  3/71 (4%) 
Oa Prunus necrotic ringspot virus  3/71 (4%) 
Oa Tomato mosaic virus 3/71 (4%) 
Oa Turnip mosaic virus 3/71 (4%) 
Oa Turnip vein-clearing virus 3/71 (4%) 
Oa Beet chlorosis virus 2/71 (3%) 
Oa Beet mild yellowing virus 2/71 (3%) 
Oa Beet western yellows virus 2/71 (3%) 
Oa Obuda pepper virus 2/71 (3%) 
Oa Paprika mild mottle virus 2/71 (3%) 
Oa Plum pox virus 2/71 (3%) 
Oa Ribgrass mosaic virus 2/71 (3%) 

Oa Turnip yellows virus 2/71 (3%) 

Oa Alfalfa mosaic virus  1/71 (1%) 

Oa Bermuda grass latent virus 1/71 (1%) 

Oa Brassica yellows virus 1/71 (1%) 

Oa Cucumber green mottle mosaic virus 1/71 (1%) 
Oa Dulcamara mottle virus 1/71 (1%) 
Oa Eggplant mottled dwarf virus 1/71 (1%) 
Oa Maize dwarf mosaic virus 1/71 (1%) 

Oa Tomato mottle mosaic virus 1/71 (1%) 
 

1 Detections are the proportion of libraries where virus OTUs were detected.  
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Table A4.5 List of virus OTUs detected by HTS presented according to 

their number of detections in Wasteland habitat.   

 

Habitat Virus taxon Detections1 

Wl Tobacco mild green mosaic virus 25/65 (38%) 

Wl Cucumber mosaic virus  22/65 (34%) 

Wl Tobacco mosaic virus 18/65 (28%) 

Wl Youcai mosaic virus 12/65 (18%) 

Wl Turnip crinkle virus 8/65 (12%) 

Wl Pelargonium zonate spot virus  7/65 (11%) 

Wl Rubus chlorotic mottle virus 5/65 (8%) 

Wl Turnip mosaic virus 5/65 (8%) 

Wl Pepper mild mottle virus 4/65 (6%) 

Wl Wasabi mottle virus 4/65 (6%) 

Wl Watermelon mosaic virus 4/65 (6%) 

Wl Rehmannia mosaic virus 3/65 (5%) 

Wl Ribgrass mosaic virus 3/65 (5%) 

Wl Turnip vein-clearing virus 3/65 (5%) 

Wl Alfalfa mosaic virus  2/65 (3%) 

Wl Brome mosaic virus  2/65 (3%) 

Wl Eggplant mottled dwarf virus 2/65 (3%) 

Wl Pelargonium leaf curl virus 2/65 (3%) 

Wl Pelargonium necrotic spot virus 2/65 (3%) 

Wl Tomato bushy stunt virus 2/65 (3%) 

Wl Tomato mosaic virus 2/65 (3%) 

Wl Artichoke mottled crinkle virus 1/65 (2%) 

Wl Brassica yellows virus 1/65 (2%) 

Wl Barley yellow dwarf virus-PAV 1/65 (2%) 

Wl Cucurbit aphid-borne yellows virus 1/65 (2%) 

Wl Cardamine chlorotic fleck virus 1/65 (2%) 

Wl Carnation Italian ringspot virus 1/65 (2%) 

Wl Cucumber necrosis virus 1/65 (2%) 

Wl Cymbidium ringspot virus 1/65 (2%) 

Wl Eggplant mottled crinkle virus 1/65 (2%) 

Wl Grapevine Algerian latent virus 1/65 (2%) 

Wl Havel river virus 1/65 (2%) 

Wl Ixeridium yellow mottle virus 1 1/65 (2%) 

Wl Ixeridium yellow mottle virus 2 1/65 (2%) 

Wl Moroccan pepper virus 1/65 (2%) 

Wl Petunia asteroid mosaic virus 1/65 (2%) 

Wl Plum pox virus 1/65 (2%) 

Wl Tomato aspermy virus  1/65 (2%) 

Wl Tomato brown rugose fruit virus 1/65 (2%) 

Wl Tomato mottle mosaic virus 1/65 (2%) 

Wl Turnip rosette virus 1/65 (2%) 
 

1 Detections are the proportion of libraries where virus OTUs were detected.  
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Table A4.6. List of virus genera detected by HTS presented according to 

their number of detections in the ecosystem.   

 

Habitat Virus Detections1 

Cr/Ed/Oa/Wl Cucumovirus 192/306 (63%) 

Cr/Ed/Oa/Wl Tobamovirus 168/306 (55%) 

Cr/Ed/Oa/Wl Anulavirus 143/306 (47%) 

Cr/Ed/Oa/Wl Potyvirus 107/306 (35%) 

Cr/Ed/Oa/Wl Sobemovirus 103/306 (34%) 

Cr/Ed/Oa/Wl Polerovirus 91/306 (30%) 

Cr/Ed/Wl Luteovirus 10/306 (3%) 

Ed/Oa/Wl Carmovirus 30/306 (10%) 

Ed/Oa/Wl Tymovirus 3/306 (1%) 

Cr/Ed Aureusvirus 3/306 (1%) 

Ed/Wl Tombusvirus 4/306 (1%) 

Ed/Wl Betacarmovirus 3/306 (1%) 

Ed/Wl Bromovirus 3/306 (1%) 

Oa/Ed Ilarvirus 21/306 (7%) 

Oa/Wl Alfamovirus 3/306 (1%) 

Oa/Wl Nucleorhabdovirus 3/306 (1%) 

Cr Tritimovirus 1/306 (0%) 

Ed Varicosavirus 6/306 (2%) 

Ed Necrovirus 3/306 (1%) 

Ed Alphanecrovirus 1/306 (0%) 

Ed Cytorhabdovirus 1/306 (0%) 

Oa Panicovirus 1/306 (0%) 
 

1 Detections are the proportion of libraries where virus OTUs were detected.  
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Table A4.7. List of virus genera detected by HTS presented according to 

their number of detections in Crop habitat.   

 

Habitat Virus Detections1 

Cr Cucumovirus 19/37 (51%) 

Cr Potyvirus 17/37 (46%) 

Cr Tobamovirus 12/37 (32%) 

Cr Sobemovirus 9/37 (24%) 

Cr Polerovirus 6/37 (16%) 

Cr Anulavirus 5/37 (14%) 

Cr Luteovirus 4/37 (11%) 

Cr Aureusvirus 1/37 (3%) 

Cr Tritimovirus 1/37 (3%) 
 
1 Detections are the proportion of libraries where virus OTUs were detected.  
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Table A4.8. List of virus genera detected by HTS presented according to 

their number of detections in Edge habitat.   

 

Habitat Virus Detections1 

Ed Anulavirus 124/133 (93%) 

Ed Cucumovirus 111/133 (83%) 

Ed Sobemovirus 85/133 (64%) 

Ed Polerovirus 80/133 (60%) 

Ed Tobamovirus 73/133 (55%) 

Ed Potyvirus 58/133 (44%) 

Ed Ilarvirus 18/133 (14%) 

Ed Carmovirus 8/133 (6%) 

Ed Varicosavirus 6/133 (5%) 

Ed Luteovirus 5/133 (4%) 

Ed Necrovirus 3/133 (2%) 

Ed Aureusvirus 2/133 (2%) 

Ed Betacarmovirus 2/133 (2%) 

Ed Alphanecrovirus 1/133 (1%) 

Ed Bromovirus 1/133 (1%) 

Ed Cytorhabdovirus 1/133 (1%) 

Ed Tombusvirus 1/133 (1%) 

Ed Tymovirus 1/133 (1%) 
 

1 Detections are the proportion of libraries where virus OTUs were detected.  
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Table A4.9. List of virus genera detected by HTS presented according to 

their number of detections in Oakwood habitat.   

 

Habitat Virus Detections1 

Oa Tobamovirus 46/71 (65%) 
Oa Cucumovirus 40/71 (56%) 
Oa Potyvirus 23/71 (32%) 
Oa Carmovirus 14/71 (20%) 
Oa Anulavirus 7/71 (10%) 
Oa Sobemovirus 4/71 (6%) 
Oa Ilarvirus 3/71 (4%) 
Oa Polerovirus 2/71 (3%) 
Oa Alfamovirus 1/71 (1%) 
Oa Nucleorhabdovirus 1/71 (1%) 
Oa Panicovirus 1/71 (1%) 

Oa Tymovirus 1/71 (1%) 
 

1 Detections are the proportion of libraries where virus OTUs were detected.  
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Table A4.10. List of virus genera detected by HTS presented according to 
their number of detections in Wasteland habitat.   
 

Habitat Virus Detections1 

Wl Tobamovirus 37/65 (57%) 

Wl Cucumovirus 22/65 (34%) 

Wl Potyvirus 9/65 (14%) 

Wl Carmovirus 8/65 (12%) 

Wl Anulavirus 7/65 (11%) 

Wl Sobemovirus 5/65 (8%) 

Wl Polerovirus 3/65 (5%) 

Wl Tombusvirus 3/65 (5%) 

Wl Alfamovirus 2/65 (3%) 

Wl Bromovirus 2/65 (3%) 

Wl Nucleorhabdovirus 2/65 (3%) 

Wl Betacarmovirus 1/65 (2%) 

Wl Luteovirus 1/65 (2%) 

Wl Tymovirus 1/65 (2%) 
 

1 Detections are the proportion of libraries where virus OTUs were detected.  
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Table A4.11. List of virus families detected by HTS presented according to 

their number of detections in the ecosystem.   

 

Virus Habitat Detections1 

Cr/Ed/Oa/Wl Bromoviridae 223/306 (73%) 

Cr/Ed/Oa/Wl Virgaviridae 168/306 (55%) 

Cr/Ed/Oa/Wl Potyviridae 107/306 (35%) 

Cr/Ed/Oa/Wl Solemoviridae 103/306 (34%) 

Cr/Ed/Oa/Wl Luteoviridae 95/306 (31%) 

Cr/Ed/Oa/Wl Tombusviridae 41/306 (13%) 

Ed/Oa/Wl Rhabdoviridae 10/306 (3%) 

Ed/Oa/Wl Tymoviridae 3/306 (1%) 
 

1 Detections are the proportion of libraries where virus OTUs were detected.  
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Table A4.12. List of virus families detected by HTS presented according to 

their number of detections in Crop habitat.   

 

Habitat Virus Detections1 

Cr Bromoviridae 21/37 (57%) 

Cr Potyviridae 17/37 (46%) 

Cr Virgaviridae 12/37 (32%) 

Cr Solemoviridae 9/37 (24%) 
Cr Luteoviridae 8/37 (22%) 

Cr Tombusviridae 1/37 (3%) 
 

1 Detections are the proportion of libraries where virus OTUs were detected.  
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Table A4.13. List of virus families detected by HTS presented according to 

their number of detections in Edge habitat.   

 

Habitat Virus Detections1 

Ed Bromoviridae 131/133 (99%) 

Ed Solemoviridae 85/133 (64%) 

Ed Luteoviridae 81/133 (61%) 

Ed Virgaviridae 73/133 (55%) 

Ed Potyviridae 58/133 (44%) 

Ed Tombusviridae 14/133 (11%) 

Ed Rhabdoviridae 7/133 (5%) 

Ed Tymoviridae 1/133 (1%) 
 

1 Detections are the proportion of libraries where virus OTUs were detected.  
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Table A4.14. List of virus families detected by HTS presented according to 

their number of detections in Oakwood habitat.   

 

Habitat Virus Detections1 

Oa Virgaviridae 46/71 (65%) 

Oa Bromoviridae 44/71 (62%) 

Oa Potyviridae 23/71 (32%) 

Oa Tombusviridae 15/71 (21%) 

Oa Solemoviridae 4/71 (6%) 

Oa Luteoviridae 2/71 (3%) 

Oa Rhabdoviridae 1/71 (1%) 

Oa Tymoviridae 1/71 (1%) 
 

1 Detections are the proportion of libraries where virus OTUs were detected.  
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Table A4.15. List of virus families detected by HTS presented according to 

their number of detections in Wasteland habitat. 

 

Habitat Virus Detections1 

Wl Virgaviridae 37/65 (57%) 

Wl Bromoviridae 27/65 (42%) 

Wl Tombusviridae 11/65 (17%) 

Wl Potyviridae 9/65 (14%) 

Wl Solemoviridae 5/65 (8%) 

Wl Luteoviridae 4/65 (6%) 

Wl Rhabdoviridae 2/65 (3%) 

Wl Tymoviridae 1/65 (2%) 
 

1 Detections are the proportion of libraries where virus OTUs were detected.  

 

 



Annexes 
 

217 
 
 

Table A5. Number of samples sent for sequencing for each host plant 

species. 

 

Spp Familia Cr Ed Oa Wl Total 

Amaranthus sp Amaranthaceae 6 M1V/ 1 M3V 0 0 0 7 
A. undulata Boraginaceae 0 0 0 1 E1F 1 
B. retusum Poaceae 0 1 L4F 0 0 1 
Bromus sp Poaceae 0 0 0 1 E1P 1 
C. bourgeanus Asteraceae 0 1 L2P 0 0 1 
C. album Amaranthaceae 5 M2V/ 1 M3V 1 L2V 0 0 7 
C. tinctoria Euphorbiaceae 1 M3V 0 0 0 1 
C. salviifolius Cistaceae 0 0 2 Q2P 0 2 
C. arvensis Convolvulaceae 7 M1V/ 1 M3V 0 0 0 8 
C. canadensis Asteraceae 0 1 L2V 0 0 1 

C. melo Cucurbitaceae 
8 M1V/ 10 M2V/ 
7M3V/ 7 M4V 

0 0 0 32 

C. dactylon Poaceae 0 1 L3F 0 0 1 
D. erucoides Brassicaceae 1 M3V 1 L3P /2 L3V 0 0 4 
H. stoechas Asteraceae 0 0 4 Q2P 0 4 
B. madritensis Poaceae 0 0 0 1 E4P 1 
L. arvense Boraginaceae 2 M3V/ 3M4V 0 0 0 5 
P. minor Poaceae 4 M2V 0 0 0 4 
P. echioides Asteraceae 1 M3V 4 L2V 0 0 5 
Q. coccifera Fagaceae 0 0 7 Q2F 0 7 
R. lycioides Rhamnaceae 0 0 1 Q3P 0 1 
S. nigrum Solanaceae 3 M2V 0 0 0 3 
S. dubia Asteraceae 0 0 5 Q2P 0 5 
T. officinale Asteraceae 0 0 1 Q2P 0 1 
T. botrys Lamiaceae 0 0 5 Q2P 0 5 

Total  68 12 25 3 108 
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Table A6. Accession number, specimen code, CP gene sequence status, host species, sampling year and location of the 

nucleotide sequences determined for WMV CP gene. 

 

Accession Code CP sequence Host species Sampling year Location Latitude Longitude 

MN814346 M1V_17 Complete Amaranthus sp. 2015 Villarrubia de Santiago 40.031840 -3.345220 
MN814347 M1V_19 Complete Amaranthus sp. 2015 Villarrubia de Santiago 40.031840 -3.345220 
MN814348 M1V_2 Complete Amaranthus sp. 2015 Villarrubia de Santiago 40.031840 -3.345220 
MN814349 M1V_48 Complete Amaranthus sp. 2015 Villarrubia de Santiago 40.031840 -3.345220 
MN814350 M1V_7 Complete Amaranthus sp. 2015 Villarrubia de Santiago 40.031840 -3.345220 
MN839547 M1V_14 Complete Amaranthus sp. 2015 Villarrubia de Santiago 40.031840 -3.345220 
MN814407 M3V_33 Complete Amaranthus sp. 2015 Zarza de Tajo 40.045900 -3.125000 
MN814390 E1F_106 Complete A. undulata 2015 Colmenar de Oreja 40.059138 -3.500323 
MN814408 E1P_87 Complete Bromus sp. 2016 Colmenar de Oreja 40.059138 -3.500323 
MN814415 E4P_31 Complete B. madritensis 2016 Guadalajara 40.494167 -3.131139 
MN814389 L4F_2 Complete B. retusum 2015 Carabaña 40.245459 -3.252617 
MN814398 L2V_34 Complete C. album 2015 Colmenar de Oreja 40.048758 -3.476462 
MN814361 M2V_14 Complete C. album 2015 Colmenar de Oreja 40.050578 -3.503040 
MN814362 M2V_24 Complete C. album 2015 Colmenar de Oreja 40.050578 -3.503040 
MN814363 M2V_28 Complete C. album 2015 Colmenar de Oreja 40.050578 -3.503040 
MN814365 M2V_30 Complete C. album 2015 Colmenar de Oreja 40.050578 -3.503040 
MN814364 M2V_34 Complete C. album 2015 Colmenar de Oreja 40.050578 -3.503040 
MN814409 M3V_42 Complete C. album 2015 Zarza de Tajo 40.045900 -3.125000 
MN814351 M1V_11 Complete C. arvensis 2015 Villarrubia de Santiago 40.031840 -3.345220 
MN814352 M1V_12 Complete C. arvensis 2015 Villarrubia de Santiago 40.031840 -3.345220 
MN814353 M1V_16 Complete C. arvensis 2015 Villarrubia de Santiago 40.031840 -3.345220 
MN814354 M1V_21 Complete C. arvensis 2015 Villarrubia de Santiago 40.031840 -3.345220 
MN814355 M1V_5 Complete C. arvensis 2015 Villarrubia de Santiago 40.031840 -3.345220 
MN839549 M1V_49 Complete C. arvensis 2015 Villarrubia de Santiago 40.031840 -3.345220 
MN839539 M1V_43 Complete C. arvensis 2015 Villarrubia de Santiago 40.031840 -3.345220 
MN814413 M3V_13 Complete C. arvensis 2015 Zarza de Tajo 40.045900 -3.125000 
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Table A6. Continued. 

 

Accession Code CP sequence Host species Sampling year Location Latitude Longitude 

MN814396 L2P_24 Complete C. bourgeanus 2016 Colmenar de Oreja 40.048758 -3.476462 
MN814399 L2V_4 Complete C. canadensis 2015 Colmenar de Oreja 40.048758 -3.476462 
MN814406 L3F_33 Complete C. dactylon 2015 Zarza de Tajo 40.050352 -3.125794 
MN814369 M2V_1 Complete C. melo 2015 Colmenar de Oreja 40.050578 -3.503040 
MN814370 M2V_13 Complete C. melo 2015 Colmenar de Oreja 40.050578 -3.503040 
MN814371 M2V_22 Complete C. melo 2015 Colmenar de Oreja 40.050578 -3.503040 
MN814372 M2V_27 Complete C. melo 2015 Colmenar de Oreja 40.050578 -3.503040 
MN814373 M2V_7 Complete C. melo 2015 Colmenar de Oreja 40.050578 -3.503040 
MN839540 M2V_4 Complete C. melo 2015 Colmenar de Oreja 40.050578 -3.503040 
MN839550 M2V_38 Complete C. melo 2015 Colmenar de Oreja 40.050578 -3.503040 
MN839543 M2V_50 Complete C. melo 2015 Colmenar de Oreja 40.050578 -3.503040 
MN839541 M2V_43 Complete C. melo 2015 Colmenar de Oreja 40.050578 -3.503040 
MN839542 M2V_46 Complete C. melo 2015 Colmenar de Oreja 40.050578 -3.503040 
MN814381 M4V_17 Complete C. melo 2015 Santa Cruz de la Zarza 40.032298 -3.182801 
MN814382 M4V_30 Complete C. melo 2015 Santa Cruz de la Zarza 40.032298 -3.182801 
MN814383 M4V_40 Complete C. melo 2015 Santa Cruz de la Zarza 40.032298 -3.182801 
MN814384 M4V_45 Complete C. melo 2015 Santa Cruz de la Zarza 40.032298 -3.182801 
MN814385 M4V_49 Complete C. melo 2015 Santa Cruz de la Zarza 40.032298 -3.182801 
MN839545 M4V_51 Complete C. melo 2015 Santa Cruz de la Zarza 40.032298 -3.182801 
MN839544 M4V_27 Complete C. melo 2015 Santa Cruz de la Zarza 40.032298 -3.182801 
MN814356 M1V_13 Complete C. melo 2015 Villarrubia de Santiago 40.031840 -3.345220 
MN814357 M1V_18 Complete C. melo 2015 Villarrubia de Santiago 40.031840 -3.345220 
MN814358 M1V_27 Complete C. melo 2015 Villarrubia de Santiago 40.031840 -3.345220 
MN814359 M1V_4 Complete C. melo 2015 Villarrubia de Santiago 40.031840 -3.345220 
MN814360 M1V_50 Complete C. melo 2015 Villarrubia de Santiago 40.031840 -3.345220 
MN839538 M1V_29 Complete C. melo 2015 Villarrubia de Santiago 40.031840 -3.345220 
MN839548 M1V_40 Complete C. melo 2015 Villarrubia de Santiago 40.031840 -3.345220 
MN839546 M1V_3 Complete C. melo 2015 Villarrubia de Santiago 40.031840 -3.345220 
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Table A6. Continued. 

 

Accession Code CP sequence Host species Sampling year Location Latitude Longitude 

MN814374 M3V_11 Complete C. melo 2015 Zarza de Tajo 40.045900 -3.125000 
MN814375 M3V_17 Complete C. melo 2015 Zarza de Tajo 40.045900 -3.125000 
MN814376 M3V_21 Complete C. melo 2015 Zarza de Tajo 40.045900 -3.125000 
MN814377 M3V_32 Complete C. melo 2015 Zarza de Tajo 40.045900 -3.125000 
MN814378 M3V_6 Complete C. melo 2015 Zarza de Tajo 40.045900 -3.125000 
MN839552 M3V_34 Complete C. melo 2015 Zarza de Tajo 40.045900 -3.125000 
MN839551 M3V_19 Complete C. melo 2015 Zarza de Tajo 40.045900 -3.125000 
MN814412 Q2P_93 Complete C. salviifolius 2016 San Martín de la Vega 40.225155 -3.530613 
MN814411 Q2P_141 Complete C. salviifolius 2016 San Martín de la Vega 40.225155 -3.530613 
MN814410 M3V_26 Complete C. tinctoria 2015 Zarza de Tajo 40.045900 -3.125000 
MN814397 L3P_2 Complete D. erucoides 2016 Zarza de Tajo 40.050352 -3.125794 
MN814404 L3V_52 Complete D. erucoides 2015 Zarza de Tajo 40.050352 -3.125794 
MN814405 L3V_89 Complete D. erucoides 2015 Zarza de Tajo 40.050352 -3.125794 
MN814414 M3V_36 Complete D. erucoides 2015 Zarza de Tajo 40.045900 -3.125000 
MT254410 Q2P_55 Complete H. stoechas 2016 San Martín de la Vega 40.225155 -3.530613 
MT254411 Q2P_76 Complete H. stoechas 2016 San Martín de la Vega 40.225155 -3.530613 
MT254417 Q2P_88 Partial H. stoechas 2016 San Martín de la Vega 40.225155 -3.530613 
MT254418 Q2P_132 Partial H. stoechas 2016 San Martín de la Vega 40.225155 -3.530613 
MN814386 M4V_35 Complete L. arvense 2015 Santa Cruz de la Zarza 40.032298 -3.182801 
MN814387 M4V_42 Complete L. arvense 2015 Santa Cruz de la Zarza 40.032298 -3.182801 
MN814388 M4V_50 Complete L. arvense 2015 Santa Cruz de la Zarza 40.032298 -3.182801 
MN814379 M3V_41 Complete L. arvense 2015 Zarza de Tajo 40.045900 -3.125000 
MN814380 M3V_48 Complete L. arvense 2015 Zarza de Tajo 40.045900 -3.125000 
MN814400 L2V_14 Complete P. echioides 2015 Colmenar de Oreja 40.048758 -3.476462 
MN814401 L2V_25 Complete P. echioides 2015 Colmenar de Oreja 40.048758 -3.476462 
MN814402 L2V_27 Complete P. echioides 2015 Colmenar de Oreja 40.048758 -3.476462 
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Table A6. Continued. 

 

Accession Code CP sequence Host species Sampling year Location Latitude Longitude 

MN814403 L2V_31 Complete P. echioides 2015 Colmenar de Oreja 40.048758 -3.476462 
MN814420 M3V_46 Complete P. echioides 2015 Zarza de Tajo 40.045900 -3.125000 
MN814418 M2V_19 Complete P. minor 2015 Colmenar de Oreja 40.050578 -3.503040 
MN814416 M2V_10 Complete P. minor 2015 Colmenar de Oreja 40.050578 -3.503040 
MN814419 M2V_37 Complete P. minor 2015 Colmenar de Oreja 40.050578 -3.503040 
MN814417 M2V_18 Complete P. minor 2015 Colmenar de Oreja 40.050578 -3.503040 
MT254420 Q2F_29 Partial Q. coccifera 2016 San Martín de la Vega 40.225155 -3.530613 
MT254421 Q2F_34 Partial Q. coccifera 2016 San Martín de la Vega 40.225155 -3.530613 
MT254422 Q2F_103 Partial Q. coccifera 2016 San Martín de la Vega 40.225155 -3.530613 
MT254423 Q2F_109 Partial Q. coccifera 2016 San Martín de la Vega 40.225155 -3.530613 
MT254424 Q2F_112 Partial Q. coccifera 2016 San Martín de la Vega 40.225155 -3.530613 
MT254425 Q2F_137 Partial Q. coccifera 2016 San Martín de la Vega 40.225155 -3.530613 
MT254416 Q2F_144 Complete Q. coccifera 2016 San Martín de la Vega 40.225155 -3.530613 
MN814421 Q3P_2 Complete R. lycioides 2016 Villar del Olmo 40.320294 -3.205903 
MN814391 Q2P_136 Complete S. dubia 2016 San Martín de la Vega 40.225155 -3.530613 
MN814392 Q2P_14 Complete S. dubia 2016 San Martín de la Vega 40.225155 -3.530613 
MN814393 Q2P_26 Complete S. dubia 2016 San Martín de la Vega 40.225155 -3.530613 
MN814394 Q2P_29 Complete S. dubia 2016 San Martín de la Vega 40.225155 -3.530613 
MN814395 Q2P_63 Complete S. dubia 2016 San Martín de la Vega 40.225155 -3.530613 
MN814366 M2V_26 Complete S. nigrum 2015 Colmenar de Oreja 40.050578 -3.503040 
MN814367 M2V_36 Complete S. nigrum 2015 Colmenar de Oreja 40.050578 -3.503040 
MN814368 M2V_42 Complete S. nigrum 2015 Colmenar de Oreja 40.050578 -3.503040 
MT254412 Q2P_36 Complete T. botrys 2016 San Martín de la Vega 40.225155 -3.530613 
MT254413 Q2P_41 Complete T. botrys 2016 San Martín de la Vega 40.225155 -3.530613 
MT254414 Q2P_64 Complete T. botrys 2016 San Martín de la Vega 40.225155 -3.530613 
MT254415 Q2P_72 Complete T. botrys 2016 San Martín de la Vega 40.225155 -3.530613 
MT254419 Q2P_149 Complete T. botrys 2016 San Martín de la Vega 40.225155 -3.530613 
MN814422 Q2P_13 Complete T. officinale 2016 San Martín de la Vega 40.225155 -3.530613 
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Table A7. Analysis of molecular variance (AMOVA) results of WMV 

population grouped by habitat and host groups.  

 

 
1d.f.: degrees of freedom. 
2P-value: significant values are marked with an * (P < 0.05). 

 

 

 

 

 

 

 

Level 
Source of 

variation 
d.f.1 

Sum of 

squares 

Mean 

squares 

Estimated 

variability 

Percentage of 

variation 
P-value2 

Habitat 

Between 

groups 
2 411.91 205.95 6.48 22% P < 0.05* 

Within 

populations 
105 2,360.36 22.48 22.48 78% P < 0.05* 

Total 107 2,772.27  28.96 100%  

Host 

Between 

groups 
1 200.04 200.04 3.90 14% P<0.05* 

Within 

populations 
106 2,572.23 24.27 24.27 86% P<0.05* 

Total 107 2,772.27  28.17 100%  


