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Himalayan Mouse-Hare Ochotona roylei : A Neglected Himalayan
Wild Species?
Ritesh Joshi
Doon Institute of Engineering and Technology, 9™ Mile Stone, Shyampur,

Rishikesh, Dehradun, 249 204, Uttarakhand, India
ritesh_joshi2325@yahoo.com

Abstract: In order to generate primary information about Himalayan mouse-hare Ochotona roylei, an in-depth
survey was carried out in Tungnath area, Garhwal Himalaya. Mouse hares are tail less Himalayan rodents and
generally ranging usually from 2200 to 3500 meter above sea level. A short migration has been observed during
winter season from higher to lower elevations of the mountain region basically in search of food and for mating
needs. The home range was measured to 1.5 Km? during favourable conditions and average movement was observed
to be 70 meters in a single day. Feeding behaviour of this Himalayan mammal is very exemplary and food generally
comprises of medicinal plant species (Picrorhiza kurrooa, Saussurea costus, Aconitum heterophyllum, Angelica
glouca and Allium spp.) and dry grasses. In sub alpine areas where less snowfall was occurred, animal’s movement
activities were observed through out the year whereas in high altitude areas where ground surface was completely
covered with snow, its movement activities were restricted to some extent. It was recommended that more studies
are required on its behaviour, which can conclude about its movements during the winter especially in snow fed

areas. [Journal of American Science 2009;5(4):1-6]. (ISSN: 1545-1003).

Key words: Himalayan Mouse-hare, Ochotona roylei, Garhwal Himalaya, behaviour, conservation

1. Introduction

Central Himalaya is recognized as a rich
bio-diversity center due to its different climatic
conditions, which provides variety of ecosystems with
floral as well as faunal diversity. Himalayan mountain
system includes 18,500 plant species, 241 mammals,
528 birds, 149 reptiles and 74 amphibian species
(Ghosh, 1996). The diversity index of both plant and
animal appears to be very significant including many of
the primitive, new evolving wild species. Few of them
are also categorized under threatened category mainly
due to escalated rate of developmental and
anthropogenic activities.

Presently several species of Himalayan wild
animals have become extinct and many more are on the
verge of extinction. Due to poor accessibility and rigid
climatic conditions very less studies have been carried
out on Himalayan mammals in high altitude (sub alpine
and alpine) areas. Also in the absence of detailed studies
and monitoring it appears too conjectural, to assume
that the Himalayan wild animals are either migratory or
resident. The order Lagomorpha comprises of two
families, the Leporidae (hares and rabbits) and the
Ochotonidae (mouse-hares). Mouse-hares (Ochotona
roylei) are small tail less animal with short, broad,
rounded ears and short legs (Figure 1). They are only

http://www.americanscience.org

restricted to the Himalayas, the mountains and steppes
of central Asia and the mountains of western North
America (Prater, 1998). Still no single document is
available, which will focus on the conservation issues of
this mammal and hence an attempt has been made to
document the primary information regarding to its
behaviour from sub alpine region (Tungnath) of
Garhwal Himalaya. Besides, an effort has also been
made to trace out their distribution in some other parts
of Garhwal Himalaya. Mouse-hares are commonly
called as ‘Runda’ and ranging usually from 2200 to
3500 meter above sea level. The body size varies from
15 to 20 centimeters in length and 5 to 7 centimeters in
height. This animal shows both the characters of mouse
and hare, therefore, may be an inter-connective link
between the mouse and hare.

2. Study Area

The present investigation was carried out at
Tungnath area [30°14' N latitude and 79°13' E longitude]
of Garhwal Himalaya, altitude lies between 2200 to
3500 meter above sea level (Figure 2 & 3). The adverse
climatic condition of study area reveals about maximum
26°C to minimum -4°C air temperature, intensive solar
intensity (2500 lux in September to 79200 lux in May),
high wind velocity, heavy frost, blizzards and low air

americansciencej@gmail.com
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pressure throughout the year except few months of the
summer season. Precipitation is found to be in the form
of snow, hail and sometime heavy rain. Soil type is loam
/ sandy loam, light gray to brown in colour at lower
altitude and sandy with large debris above the 3500
meter of height. Surface soil pH ranges between 4-8 and
5-7 (Acidic). The study area is also enriched with
myriad types of floral as well as of faunal diversity.
Tungnath alpine region consist about 171 species of
different grasses, sedges, monocots, short forbs,
medium forbs, tall forbs and shrubs and most of them
are medicinal (Nautiyal et al., 2001). Some important
flora comprises of Rhododendron spp. (Buransh),
Querques spp. (Baanj), Cedrus deodara (Devdar), Pinus
spp. (Kail) and Abies pindraw (Raga). The major wild
animals found in this area are Panthera uncial (Snow
Leopard), Selenarctos thibentanus (Himalayan Black
Bear), Moschus moschiferus (Musk deer), Martes
flavigula (Himalayan Yellow throated Martin), Capra
ibex (Himalayan Ibex), Hermitragus jemlahicus
(Himalayan Thar), Lophophorus impejanus (Himalayan
Monal Pheasant) and Pucrasia macrolopha (Koklass
Pheasant).

3. Observations

Himalayan Mouse- hares are not the highly
wide-ranging animal but traversing more distances to
fulfill their basic requirements as per different seasons
and environmental conditions. As local inhabitation in
Garhwal Himalayan region is mainly concentrated
around the alpine and timberline regions, therefore, this
mouse-hare is frequently seen around these areas. A
short migration has been observed during winter season
from higher to lower elevations of the mountain region
basically in search of food and for mating needs. The
home range was measured to 1.5 Km? during favourable
conditions and average movement was observed to be
70 meters in a single day.

During winter (mid-December to mid-March)
when entire study area is covered by snow, mouse-hare
lives under the blanket of snow and fulfills their feeding
requirements by the food materials collected and stored
during the pre-winter period. This reflects towards the
hibernation behaviour of animal and helps them
adaptable to the adverse and unfavorable climatic
condition during the winter in snowfed areas. In sub
alpine areas where less snowfall was occurred, animal’s
movement activities were observed through out the year
whereas in high altitude areas where ground level was

completely covered with snow its movement activities
were restricted to some extent. More research studies
are required on its behaviour, which can conclude about
its movements during the winter especially in snow fed
areas. At Thangu (Sikkim, 3700 m asl) mouse hares are
common in summer, but disappear completely during
winter and it was suggested that there may be some
movement to lower levels (Prater, 1998).

Feeding is one of the prime characteristics of
animals, which directly link with their local movements
and long-term migration. As the high altitude area are
important source of many economically important
medicinal plants this tail less mouse—hare generally feed
on valuable parts of the medicinal plants, sometimes
these are also observed to feed on ferns and small
grasses of pasture lands. Among the medicinal and
aromatic plants Picrorhiza kurrooa, Saussurea costus,
Aconitum heterophyllum, Angelica glouca and Allium
spp. are important ones. It was observed during the
course of investigation that this rodent shows a typical
feeding behaviour. During the pre winter period animal
collects several types of medicinal plants and their
different parts (leaves, roots, fruits and flowers) and
stores them in their small burrows and den situated in
between big pieces of stones (Figure 4). Dry grasses are
a preffered item during this period as this can be utilized
for a long period of time. This may helps them to utilize
the stored food during unfavorable conditions, when
whole of the area is covered by snow. As per the
observations of the present study it was revealed that
these mouse-hares are entirely dependent upon the
natural food available in forest areas and near to human
habitation areas, as the area does not comprises of any
agricultural land.

The Himalayan mouse-hare population in the
country has been adversely affected by the
fragmentation of natural habitats, which leads to
considerably limiting its frequent movement. It was
observed that mouse-hare is slowly losing its habitat
due to rapid increase in anthropogenic activities near to
Tungnath area [Figure 5]. According to local people
perceptions mouse hares are more commonly seen
before last 4-5 years than today. Although no any
evidences of human-animal conflict has been observed
currently but unfortunately the number seems to
decrease than the scenario of few previous years. This
might be co-related with the studies on endangered
medicinal and aromatic plant diversity. Till today no
single research work has been carried out on its
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ecological aspects and this Himalayan rodent becomes
neglected wild species in Garhwal Himalaya. According
to a preliminary report their breeding habits are also
unrecorded (Prater, 1998).

The future of the Himalayan mouse-hare in this
region thus depends on the long-term research studies
on its behaviour and on the management practices
inside the region, where this animal generally live as

well as in formulating a clear cut action plan for their
long term survival. Presently, mainly due to the loss of
natural habitat and human encroachment into the deeper
forest regimes of high altitude areas many plants are
categorized under threatened category or are on the
verge of extinction. This has caused a serious problem
for maintaining the biological diversity status of alpine
region.

Figure 1) Ochotona roylei: A flagship species of Garhwal Himalaya, 3) Overview of study area, 4)

Himalayan mouse hare in its den under rocky clusters & 5) Anthropogenic activities around Tungnath

area.

http://www.americanscience.org
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4. Recommendations
1. It has been observed at different locations that
tourists are not careful and aware about the dumping
of remains of food items. These dumps not only
attract the mouse-hare but it also attracts few other
herbivore wild animals, which generally lead to
drastic change in their behaviour. Several times
animal may also died due to indigestion and
subsequent blockage of intestine. Tourist must be
motivated regarding to environmental pollution and
conservation.

2. Studies are required to be conducted regarding
to altitude-wise distribution of mouse hare, which will
be helpful in concluding its exact status whether
animal is endangered, vulnerable or rare.

3. Eco-development and conservation education
activities through organizing training programmes and
workshops can provide better management strategies.

4. Grazing by horses, mules and other domestic
animals is another major problem and it should be
controlled in some of the habitats where population of
mouse hares still exists.

5. Itis recommended that during the summer when
large number of tourist visit to Tungnath area,
hoardings must be placed regarding to
environmental conservation, which will be helpful

'Studgrarea
UTTARANCHAL

I

—-

ap not to the scale

in creating awareness among local people and
tourist about the conservation issues of Himalayan
biological diversity.
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Abstract: Seismologists try to predict how likely it is that an earthquake will occur, with a specified time, place, and
magnitude. Earthquake prediction also includes calculating how a strong ground motion will affect a certain area if
an earthquake does occur. Estimation of the probability of a large earthquake occurring in the time interval is a
difficult problem in the conventional method of earthquake prediction; it is given some distribution of observed
interval times between large earthquakes. In this paper, it is estimated the interval time for the next large earthquake,
assuming the conditional probability of an earthquake occurrence as a maximum, which can or cannot occur in the
next 30, 50, 80, 100 and 200 years since the occurrence of the last large earthquake. The probability distribution of
the earthquake model and the method of predicting the annual probability are applied by using historical data on
large earthquakes in Yangon and its surrounding areas, and the probability of the future earthquake in the region is

suggested. [Journal of American Science 2009;5(4):7-12]. (ISSN: 1545-1003).
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1. Introduction

Myanmar is one part of a long active tectonic belt
extending from Himalayas to the Sunda Trench (Vigny
et al. 2003; Myanmar Earthquake Committee, 2005).
Historically, ~Myanmar has experienced many
earthquakes (Maung Thein, 1994). The probabilistic
prediction of the next large earthquake in Myanmar
might be significant. Such a prediction must rely on the
observations of phenomena which are related to large
earthquakes. Prediction is usually probabilistic in nature
to allow for observed differences in individual repeated
times and uncertainties in the parameters used in the
calculations.

Earthquake prediction is inherently statistical
(Lindh, 2003). Although some people continue to think
of earthquake prediction as the specification of the time,
place and magnitude of a future earthquake; it has been
clear for at least two decades that this is an unrealistic
and unreasonable definition. Earthquake prediction is
customarily classified into long-term, intermediate-term
and short-term (Snieder et al. 1997; Committee on the
Science of Earthquakes, 2003; and Sykes et al. 1999).
Long-term earthquake prediction is to predict the
possible shocks occurring in a special region for the
period of several years to over ten years in the future
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(Su Youjing, 2004). The reality is that the earthquake
prediction starts from long-term forecasts of place and
magnitude, with very approximate time constrains, and
progresses, at least in principle, to a gradual narrowing
of the time window as data and understanding permit.
Thus, knowledge of present tectonic setting, historical
records, and geological records are studied to determine
locations and recurrence intervals of earthquakes
(Nelson, 2004). A method of long-term prediction,
which has been studied extensively in connection with
earthquakes, is the use of probability distributions of
recurrence times on individual faults or fault segments
(Ferraes, 2003).

Two kinds of time-dependent models have been
proposed: time-predictable and slip-predictable (Ferraes,
2003). In a time-predictable pattern the time between
events is proportional to the magnitude of the preceding
event, and therefore the date but not the magnitude of
the next event can be predicted (Zoller et al, 2007). In a
slip-predictable model the time between events is
proportional to the magnitude of the following event,
and the magnitude of the next event can be predicted,
but the date cannot be predicted. In this model, the
probability of earthquake occurrence during a period of
interest, which is referred to as conditional probability,
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is related to the elapsed time since the last major event
and the average recurrence interval between major
earthquakes. In time-interval based prediction, it is
given some kind of assumed distribution of interval
times and knowing the elapsed time since the last large
event.

2. Probability Distribution of Earthquake Models

The probability distribution curves have three
different models: characteristic earthquake model,
time-predictable model and random model (Martel,
2002). The probability of events depends on the
probability density distribution that is sampled and the
sampling method.

In fact, we can not tell exactly when an earthquake
occurs, because we do not have a theoretical model that
successfully describes earthquake recurrence, so we
adopt probability distributions based on the earthquake
history which for most faults is short (only a few
recurrences) and complicated. As a result, various
distributions grossly consistent with the limited history
are used and can produce quite different estimates.

Time-predictable model states that an earthquake
occurs when the fault recovers the stress relieved in the
most recent earthquake (Murray et al, 2002). Unlike
time-independent models (for example, Poisson
probability), the time-predictable model is therefore
often preferred when adequate data are available, and it
is incorporated in hazard predictions for many
earthquake-prone regions. Time-predictable model is
dividing the slip in the most recent earthquake by the
fault slip rate in approximating the expected time to the
next earthquake and only can predict the time of the
next earthquake, not the magnitude of the next
earthquake.

Gaussian distribution
0.4 T T

035
03
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o
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01

L L L
-3 2 Bl i} 1 2 3

Figure 1 Gaussian or normal (bell curve) distribution.
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Gaussian distribution approach can be used with
any assumed probability density function. The simplest
is to assume that the earthquake recurrence follows the
familiar Gaussian or normal (bell curve) distribution

el (1] ™

This distribution is often described by using the
normalized variable z=(t—r)/o that describes how
far it is from its mean in terms of the standard
deviation.

pt,z,0)=

3. Conditional Probability

The purpose of this section is to provide a brief
synopsis of conditional probability of event
occurrence, p(at/t), and to discuss some applications
of conditional probability. The equations of
conditional probability are applied to predict the
occurrence of the next large earthquake in Yangon and
its surroundings.

Given an interval of t years since the
occurrence of the previous event, the probability of
failure can be determined before time t+ At .The
conditional probability P(t<T <t+At/T >t), which is
the probability that an earthquake occurs during the
next At interval, is

P(Atlt)= P(t<T < t+At) (2)
P(T>1)
In terms of the probability density of T, say f, we
have
t+At
P(t<T <t+At)= J' f(s)ds 3)
t
and
P(T 2t)=[ f(s)ds “)
t

Substituting equations (3) and (4) in equation (2), one
gets

t+AL

j f(s)ds
P(At[t)=—. (%)

a

j f(s)ds

Equation (5) provides a reasonable approach for
estimating the seismic hazard on a fault or
fault-segment and makes the underlying probability
distribution of the earthquake recurrence time intervals
normal (Ferraes, 2003).

4. Prediction of the annual probability of a large
earthquake

There are total 22 large earthquakes from 527 AD
to 1930 AD happened in and around the Yangon City
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of Myanmar (Myanmar Earthquake Committee, 2005).
The data set includes 527, 615, 652, 736, 813, 875,
986, 1059, 1161, 1269, 1286, 1348, 1396, 1457, 1464,
1570, 1644, 1757, 1768, 1912, 1917 and 1930.

Based on the time period between the oldest
event listed above and the 1930 event, the average
(mean) recurrence interval for large earthquakes can
be calculated as follows:

Mean (1930-527) years/ 2 1number
Recurrence = of recurrence interval (6)
Interval

=67 years.

The earthquakes are not occurring at a perfectly regular
pace. The recurrence times between each successive
pair of earthquakes are 88, 37, 84, 77, 62, 111, 73, 102,
108, 17, 62, 48, 61, 7, 106, 74, 113, 11, 144, 5, 13.

When we calculate the standard deviation of the 21
recurrence intervals associated with the 22 earthquakes,
the following equation is used

LR ™
n-1

where o is the standard deviation, R; is the recurrence

. . . * .

time between a given pair of events, R is the mean
recurrence interval, and n is the number of recurrence
intervals. Thus, the standard deviation o is 40 years.
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Figure 2 Probability of an Earthquake.

Assuming target year is 2020, how many years
have elapsed since the last large earthquake in
Myanmar is expressed as

2020-1930 = 90 years ®)
The mean recurrence interval of the years:
90-67 = 23 years 9

The mean recurrence interval of the standard deviations:
23years/40years = 0.58 standard deviations  (10)

We will now suppose the distribution of the
recurrence intervals is normally distributed about the
mean recurrence interval. On a supplied paper, plot
the equation
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1 —(t-t")’ 11

f(t):amexp o (11)

where f(t) is normal distribution, t is time, t s
the mean, and ¢ is the standard deviation. Plot this for
0 <t <250 years.

Suppose the year is 2020-23 years (0.58 standard
deviations) of the mean recurrence interval. In 30
years it would have 7 years (or 7/40 = 0.18 standard
deviations) past the mean recurrence interval. The area
under the probability density curve from the mean to
0.58 standard deviations of the mean is 0.219. The
area under the probability density curve from the
mean to 0.18 standard deviations past the mean is
0.0714. The area under the probability density curve
from 0.58 standard deviations of the mean to oo is 0.5
+0.219. So:

P=(0.219+0.0714)/ (0.5+0.219) =40%  (12)
Now suppose we consider the earthquakes to be
distributed randomly (i.e. they are characterized by a
Poisson distribution). Then the probability of an
earthquake occurrence does not depend on how much
time has elapsed since the last earthquake. The
probability of “x” number of earthquakes occurring in
a given interval of time t is given by:
(vt)’e™
X!

P(x) = (13)

where “v” is the average rate of occurrence. So if the
average recurrence interval is 67 years, the probability
of getting 1 event in 67 years is:

1 event

(1 event 67 yrs)'e = yrsm yrs)
p(1) =7 ¥ = (14)
=e'=37%
The probability of getting one event in 30 years is:
(1 event ys)e 16%';:30 yrs)
p(l) =87 ¥ T (15)
= (30/67)™"")
=29%
Thus the probability of getting no event in 30 years is:
Pvo()=1-p(1)=71% (16)

where “ p, 7 is the probability of getting no event.

Similarly, the probability of getting one event and
no event in 50 years, 80 years, 100 years and 200 years
is listed in table 1.

Finally, we have found the probability of getting
one event and no event for next 30 years, 50 years, 80
years, 100 years and 200 years as shown by figures 3
and 4.
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Figure 3 Probability of getting one event.
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Figure 4 Probability of getting no event.

Table 1. The probability of getting event

No Time Probability of getting Probability of getting
(Years) one event (%) no event (%)
1 50 35 65
2 80 36 64
3 100 34 66
4 200 15 85
5. Conclusion Road, Wuhan 430079, China.

We have determined a time interval for the
occurrence of the next large earthquake in Yangon
City and its surroundings, using the conditional
probability of earthquake occurrence and the annual
probability method based on the historical earthquake
data. First, the probability predictions are provided
for next 30 years by using the prediction of the annual
probability method, and then the predictions for next
50 years, 80 years, 100 years and 200 years. The
prediction of the annual probability of “the big one”
method tells the occurrence of the probability of the
next large earthquake in 30 years, 50 years, 80 years,
100 years and 200 years
surrounding areas. In this paper, the time predictable
pattern is used and consequently the time of event
occurrence is estimated.

in Yangon and its
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Abstract: In this paper, a comparison of direct and indirect boundary element methods is applied for calculating the
flow past(i.e. velocity distribution) a circular cylinder with a constant element (i.e a new) approach. To check the
accuracy of the method, the computed flow velocity is compared with the analytical solution for the flow over the
boundary of a circular cylinder. [Journal of American Science 2009;5(4):13-16]. (ISSN: 1545-1003).

Keywords: Boundary element methods, Flow past, Velocity distribution, Circular cylinder, Constant element

1. Introduction

From the time of fluid flow modeling, it had
been struggled to find the solution of a complicated
system of partial differential equations (PDE) for the
fluid flows which needed more efficient numerical
methods. With the passage of time, many numerical
techniques such as finite difference method, finite
element method, finite volume method and boundary
element method etc. came into beings which made
possible the calculation of practical flows. Due to
discovery of new algorithms and faster computers,
these methods were evolved in all areas in the past.
These methods are CPU time and storage hungry.
One of the advantages is that with boundary elements
one has to discretize the entire surface of the body,
whereas with domain methods it is essential to
discretize the entire region of the flow field. The
most important characteristics of boundary element
method are the much smaller system of equations and
considerable reduction in data which is prerequisite
to run a computer program efficiently. These method
have been successfully applied in a number of fields,
for example elasticity, potential theory, elastostatics
and elastodynamics (Brebbia, 1978; Brebbia and
Walker, 1980).Furthermore, this method is well—
suited to problems with an infinite domain. From
above discussion, it is concluded that boundary
element method is a time saving, accurate and
efficient numerical technique as compared to other
numerical techniques which can be classified into
direct boundary element method and indirect
boundary element method. The direct method takes
the form of a statement which provides the values of
the unknown variables at any field point in terms of
the complete set of all the boundary data. Whereas
the indirect method utilizes a distribution of
singularities over the boundary of the body and
computes this distribution as the solution of integral
equation. The direct boundary element method was
used for flow field calculations around complicated
bodies (Morino et al.,1975;Mushtaq,2008). While the
indirect method has been used in the past for flow
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field calculations surrounding arbitrary bodies (Hess
and Smith, 1967; Hess, 1973, Muhammad 2008)
2. Velocity Distribution

Let a circular cylinder be of radius ‘a’ with
center at the origin and let the onset flow be the
uniform stream with velocity U in the positive
direction of the x-axis as shown in figure (1).

Il

2y
i

Figure 1: Flow past a circular cylinder
The magnitude of the exact velocity distribution
over the boundary of the circular cylinder is given by
(Milne-Thomson, 1968; Shah, 2008)

|V| = 2aUsin 0 (1)
where 0 is the angle between the radius vector and
the positive direction of the x—axis.

Now the condition to be satisfied on the

boundary  of the circular  cylinder s
(Muhammad,2008; Mushtaq,2008)

n.V =0 )

A
where n is the unit normal vector to the boundary of
the cylinder.

Since the motion is irrotational, V =-Vo
where @ is the total velocity potential. Thus
equation (2) becomes

NeC=V®d) =0

oD
or S = 0 3)
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Now the total velocity potential @ is the sum of the
perturbation velocity potential and the velocity

potential of the uniform stream ¢y, g,

ie. ® = (I)u's + (I)c,c (4)
" a_q):a¢us+a¢cc
°f on on on
Which on using equation (3) becomes
a QC.C - _ a QQS (5)
on on
But the velocity potential of the uniform stream is
fus = -Ux (6)
dbus . 0x
on ~ Yon
- —U(n.1) 7
Thus from equations (5) and (7),
0 dc. AA
S, —Ul.1) (8)
0 (I)c.c - X
or T U 9

\' X2 ty
Equation (9) is the boundary condition which must be
satisfied over the boundary of the circular cylinder.
Now for the approximation of the boundary of the
circular cylinder, the coordinates of the extreme
points of the boundary elements can be generated
within the computer program as follows:

Divide the boundary of the circular cylinder into m
elements in the clockwise direction by using the
formula

+3)-2k
Ok = Lan, k=1,2..,m (10)

Then the coordinates of the extreme points of these m
elements are Calculated from

. } k=12,...,m
Yk = asin Ok
Take m = 8 and a = 1.

Xk = acos Ok

(11)

In the case of constant boundary elements where
there is only one node at the middle of the element

¢

and the potential ¢ and the potential derivative on

are constant over each element and equal to the value
at the middle node of the element.

fixed point

Domain

Figure 2. Discretization of the circular cylinder into 8
constant boundary elements

The coordinates of the middle node of each

boundary element are given by

Xkt Xk +1
=T
k,m=1,2,..8 (12
Yk YK+ (12)
Ym = 2

And therefore the boundary condition (9) in this case
takes the form

0 (I)c.c Xm

=U
on [ 2 2
Xm + Ym

The velocity U of the uniform stream is also taken as
unity.

The following tables show the comparison of the
direct and indirect boundary element methods for
computed and analytical velocity distributions over
the boundary of a circular cylinder for 8,16 and 32
constant boundary elements.

Table 1: The comparison of the computed velocity with exact velocity over the
boundary of a circular cylinder using 8 constant boundary elements.

Element x-Coordinate y-Coordinate Computed Computed Analytical
Velocity Using Velocity Using Velocity
DBEM IBEM
1 -79 .33 .80718E+00 .82884E+00 L7653 7E+00
2 -33 79 .19487E+01 .20010E+01 .18478E+01
3 .33 .79 .19487E+01 .20010E+01 .18478E+01
4 .79 33 .80718E+00 .82884E+00 U76537E+00
5 79 -33 .80718E+00 .82884E+00 76537E+00
6 .33 -79 .19487E+01 .20010E+01 .18478E+01
7 -33 -.79 .19487E+01 .20010E+01 .18478E+01
8 -.79 -33 .80718E+00 .82884E+00 7653 7E+00
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Table 2: The comparison of the computed velocity with exact velocity over
the boundary of a circular cylinder using 16 constant boundary elements .

Element x-Coordinate y-Coordinate ~ Computed Velocity = Computed Velocity Analytical

Using DBEM Using IBEM Velocity
1 -.94 19 .39524E+00 .39785E+00 .39018E+00
2 -.80 .53 .11256E+01 .11330E+01 A1111E+01
3 -.53 .80 .16845E+01 .16956E+01 .16629E+01
4 -.19 .94 .19870E+01 .20001E+01 .19616E+01
5 .19 .94 .19870E+01 .20001E+01 .19616E+01
6 .53 .80 .16845E+01 .16956E+01 .16629E+01
7 .80 .53 .11256E+01 .11330E+01 A1111E+01
8 94 .19 .39524E+00 .39785E+00 .39018E+00
9 94 -.19 .39524E+00 .39785E+00 .39018E+00
10 .80 -.53 .11256E+01 .11330E+01 A1111E+01
11 .53 -.80 .16845E+01 .16956E+01 .16629E+01
12 .19 -.94 .19870E+01 .20001E+01 .19616E+01
13 -.19 -.94 .19870E+01 .20001E+01 .19616E+01
14 -.53 -.80 .16845E+01 .16956E+01 .16629E+01
15 -.80 -.53 .11256E+01 .11330E+01 A1111E+01
16 -.94 -.19 .39524E+00 .39785E+00 .39018E+00

Table 3: The comparison of the computed velocity with exact velocity over
the boundary of a circular cylinder using 32 constant boundary elements .
Element x-Coordinate y-Coordinate ~ Computed Velocity Computed Velocity Analytical
Using DBEM Using IBEM Velocity

1 -.99 .10 .19667E+00 .19699E+00 .19604E+00
2 -.95 29 .58244E+00 .58339E+00 .58057E+00
3 -.87 47 .94583E+00 .94738E+00 .94279E+00
4 =77 .63 .12729E+01 .12750E+01 .12688E+01
5 -.63 i .15510E+01 .15535E+01 .15460E+01
6 -47 .87 .17695E+01 .17724E+01 .17638E+01
7 -29 .95 .19200E+01 .19232E+01 .19139E+01
8 -.10 .99 .19968E+01 .20001E+01 .19904E+01
9 .10 .99 .19968E+01 .20001E+01 .19904E+01
10 .29 .95 .19200E+01 .19232E+01 .19139E+01
11 47 .87 .17695E+01 .17724E+01 .17638E+01
12 .63 a7 .15510E+01 .15535E+01 .15460E+01
13 17 .63 .12729E+01 .12750E+01 .12688E+01
14 .87 47 .94583E+00 .94738E+00 .94279E+00
15 95 29 .58244E+00 .58339E+00 .58057E+00
16 .99 .10 .19667E+00 .19699E+00 .19603E+00
17 .99 -.10 .19667E+00 .19699E+00 .19603E+00
18 .95 -.29 .58243E+00 .58339E+00 .58057E+00
19 .87 -47 .94583E+00 .94738E+00 .94279E+00
20 77 -.63 .12729E+01 .12750E+01 .12688E+01
21 .63 =77 .15510E+01 .15535E+01 .15460E+01
22 47 -.87 .17695E+01 17724E+01 .17638E+01
23 .29 -.95 .19200E+01 .19232E+01 .19139E+01
24 .10 -.99 .19968E+01 .20001E+01 .19904E+01
25 -.10 -.99 .19968E+01 .20001E+01 .19904E+01
26 -29 -.95 .19200E+01 .19232E+01 .19139E+01
27 -47 -.87 .17695E+01 17724E+01 .17638E+01
28 -.63 =77 .15510E+01 .15535E+01 .15460E+01
29 =77 -.63 .12729E+01 .12750E+01 .12688E+01
30 -.87 -47 .94583E+00 .94738E+00 .94279E+00
31 -.95 -.29 .58244E+00 .58339E+00 .58057E+00
32 -.99 -.10 .19666E+00 .19698E+00 .19604E+00
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Exact values
*  Comp.values using IBEM

Figure 3. Comparison of computed and analytical
velocity distributions over the boundary of a circular
cylinder using 8 boundary elements with constant
element approach.
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Figure 4. Comparison of computed and analytical
velocity distributions over the boundary of a circular
cylinder using 16 boundary elements with constant
element approach.
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Figure 5. Comparison of computed and analytical
velocity distributions over the boundary of a circular
cylinder using 32 boundary elements with constant
element approach.
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3. Conclusion
A direct and indirect boundary element methods
have been applied for the calculation of flow past a
circular cylinder with a constant element (i.e. a new)
approach. The calculated flow velocities obtained
using these methods are compared with the analytical
solutions for flow over the boundary of a circular
cylinder . It is found that the results obtained with the
direct boundary element method for the flow past are
excellent in agreement with the analytical results for
the body under consideration.
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ABSTRACT: The contamination of groundwater, surface water and air with hazardous and toxic chemicals is

one of the major problems in the industrialized world faces today. One among many new technologies
to deal with this major problem is bioremediation. Bioremediation, the use of microorganisms or
microbial processes to degrade environmental contaminants. Present investigation focuses on the
bioremediation of oil refinery effluent by using micro algae. In order to select organism for the
treatment process, micro algal populations were collected at different places from where the effluent
was collected; isolated and identified by using the standard manual and were maintained in Bold Basal
Medium (BBM). To study the role of micro algae in oil refinery effluent, the following protocols were
employed. i) Effluent treated with Scenedesmus obliquus and ii) Effluent without Scenedesmus
obliquus (control). Various physicochemical parameters such as pH, alkalinity, hardness, iron content,
COD, BOD and free ammonia were estimated. It is observed that Scenedesmus obliquus proved to be
an efficient removal of most of the parameters including COD and BOD. Results obtained for various
parameters are critically analyzed and compared with those of similar investigations reported by

various researchers. [The Journal of American Science. 2009; 5(4): 17-22].

Keywords: Refinery effluent, Bioremediation, Scenedesmus obliguus

1. INTRODUCTION

Industrialization has long been accepted as a
hallmark of civilization. However, the fact remains
that industrial emanations have been adversely
affecting the environment. Industrial effluents
containing toxic and heavy metals drawn into river,
which is often source of drinking water for another
town downstream. Corporation/Municipal water
treatment facilities in most of the developing
countries, at present are not equipped to remove
traces of heavy metals, consequently exposing
every consumer to unknown quantities of
pollutants in the water they consume. The main
sources of heavy metal pollution are mining,
milling, petro chemical industries, discharging a

conventional approach of disposal. Bioremediation,
the use of microorganisms or microbial processes
to degrade environmental contaminants, is among
these new technologies. Bioremediation has
numerous applications, including clean-up of
ground water, soils, lagoons, sludges, and process-
waste streams.

Micro algae are used in wastewater bio-
treatments (Oswald, 1992), as food for humans and
animals (Becker, 1992), as feed in aquacultures
Lora-Vilchis et al., 2004), for the production of
pigments (Johnson and An, 1991) and in
agriculture (Metting, 1992). Bioremediation, the
use of microorganisms or microbial processes, is

variety of toxic metals into the environment. one among the new technologies. The
Although the removal of toxic heavy metals from bioremediation has been proven successful in
industrial waste waters has been practiced for numerous  applications  especially  treating

several decades, the cost effectiveness of the most
common physico-chemical processes such as
oxidation and reduction, chemical precipitation,
filtration, electrochemical treatment, evaporation,
ion-exchange and reverse osmosis is limited. The
need to remediate these sites has led to the
development of new technologies that emphasize
the destruction of the pollutants rather than the

http://www.americanscience.org

17

petroleum contaminated soils Gazyna et al., 2005).
Bioremediation strategies for typical hazardous
wastes are illustrated by Satinder et al. (2006).
Petrochemical plants generate an aqueous effluent
containing various conventional pollutants as well
as specific petrochemicals and intermediates. The
present study focuses on the bioremediation of oil
refinery effluent by using a micro alga.
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Present investigation focuses on the
bioremediation of oil refinery effluent by using
micro algae. In order to select organism for the
treatment process, micro algal populations were
collected at different places from where the effluent
was collected; isolated and identified by using the
standard manual and were maintained in Bold
Basal Medium (BBM). To study the role of micro
algae in oil refinery effluent, the following
protocols were employed. i) Effluent treated with
Scenedesmus obliquus and ii) Effluent without
Scenedesmus  obliquus  (control).  Various
physicochemical parameters such as pH, alkalinity,
hardness, iron content, COD, BOD and free
ammonia were estimated. It is observed that
Scenedesmus obliquus proved to be an efficient
removal of most of the parameters including COD
and BOD. Results obtained for various parameters
are critically analyzed and compared with those of
similar investigations reported by various
researchers.

2. MATERIALS AND METHODS

Oil refinery effluent was collected from
Ennore, a suburb of Chennai, India. In order to
select organism for treatment process, micro algal
populations were collected at different places from
where the effluent was collected, isolated and
identified by using the standard manual and were
maintained in Bold Basal Medium (BBM) (Nichols
and Bold, 1965).

The taxa collected and identified as
Chroococcus, Oscillatoria, Lyngbya, Scenedesmus,
Scytonema and Spirulina sp indicates the polluted
status of the water body. Among various micro
algae, Scenedesmus obliquus, have alone
acclimatized well with oil refinery effluent. For the
present investigation, Scenedesmus obliquus was
selected for treatment process. To study the role of
micro alga in oil refinery effluent, the following
protocols were employed. i) The effluent treated
without Scenedesmus obliquus (control) and ii) The
effluent was treated with Scenedesmus obliquus.
These experiments were conducted in duplicate and
repeated three times.

Two ml of uniform suspension of
Scenedesmus obliquus was added as initial
inoculums in each flask containing 1 liter of
effluent. The experiment was conducted under
controlled conditions (temperature 27 + 2° C) with
a light intensity of 2000 lux, provided from
overhead cool light white fluorescent tubes
(16L+8D) for the total duration of 15 days. The
samples were analyzed periodically on every 5th
day for various physico-chemical parameters by
using standard methods’. The results of the
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physico-chemical parameters were analysed using
one way Analysis of Variance (ANOVA) followed
by Tukey HSD test.

3. RESULTS AND DISCUSSION

All  physico-chemical parameters were
quantified for 0", 5, 10" and 15" day respectively
are shown in Table 1. The following
conclusions/observations can be made w.r.t Table
1.

In the present study, the colour of effluent
treated with Scenedesmus obliquus changed from
blackish to greenish yellow from the seventh day
on wards and completed turned green. These
changes in colour and odour of the oil refinery
effluent may be due to the action of algae which
decomposed the organic matter present in the
effluent and made the water clear. These findings
are in concordant with Verma and Madamwar
(2002). There is no work reported on
decolourization using micro algae.

The total dissolved solids (TDS) in the
effluent treated with Scenedesmus obliquus were
reduced to 6.10 percent. The TDS value of the oil
refinery effluent was found to be exceeding the
limit prescribped by CPCB (1995) in the raw
effluent which could be attributed to various
environmental factors responsible for the reduction
of the diversity of aquatic life and oxygen
depletion.

The electrical conductivity of the treated
effluent was reduced to 7.43 percent by
Scenedesmus obliquus. The higher level of
electrical conductivity in the raw effluent could be
attributed to the use of inorganic chemicals in oil
refinery. Such low electrical conductivity could be
attributed to the presence of organic compounds in
the effluent.

Interestingly, the pH of the oil refinery
effluent treated with Scenedesmus obliquus
increased from 5.75 to 6.52. The present study
shows that pH increased on the 3" day itself.
Manoharan and Subramanian (1992b, 1993) found
a rise in pH value up to the tenth day of growth in
paper mills wastewater. The values of pH in the
effluent discharged indicated that it was well within
the permissible limits of CPCB (1995). In the
present study, pH was found to increase in the oil
refinery effluent treated with the alga, whereas
there was no change in the pH of the untreated
effluent.

The alkaline nature of the effluent showed a
gradual reduction. The alkalinity of the effluent
was reduced to 44.0 percent by Scenedesmus
obliquus. Alkalinity was found to be high which is
harmful to aquatic organism (Nemerow, 1978). The
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ability to utilize bicarbonate was also demonstrated
with a variety of algae Beardall et al., 1976).

Hardness in the effluent would make it
unsuitable for industrial purposes as it may cause
the scaling of equipment (Goel, 2000). The total
hardness was reduced to 6.34 percent by
Scenedesmus obliquus with the result of an
efficient nutrient uptake of micro algae. Saravanan
et al.,(1998) reported that the total hardness was
due to Na, K, Ca etc, and would affect the oil
refinery wastewater treatment plants. Calcium and
magnesium were reduced to 10.83 and 13.73
percent especially when the oil refinery effluent
was treated with Scenedesmus obliquus with the
result of an efficient uptake of alga. The reduction
was noticed from the third day till the fifteenth day
of growth and after was almost stabilized latter.
Sengar et al.,(1990) in their study on purification of
river water by algae found a reduction of 67.10
percent of calcium and 67.40 per cent of potassium'

In the present study, 39.27 percent of iron was
removed when the effluent was treated with
Scenedesmus obliquus.

The alga Scenedesmus obliquus was also more
effective in the removal of (94.97 percent) free
ammonia from the oil refinery effluent. The
toxicity of ammonia is generally dependent on pH,
oxygen concentration and temperature (Cote,
1976).

Chlorides are generally considered one of the
major pollutants in the effluents which are difficult
to be removed by conventional biological treatment
methods. But it was also reduced (47.96 percent)
by the experimental alga. Uma and Subramanian
(1990) recorded a 30 percent chloride reduction
under laboratory conditions by Halo bacterium and
only an additional reduction of 12-17 percent with
cyanobacteria in the ossein effluent.

The sulphate content in the effluent treated
with Scenedesmus obliquus was found to be
reduced to 26.02 percent. The reduction of
sulphate in the effluent and its uptake by micro
algae were reported by Mittal and Sengar (1989).

The phosphate and silica levels in the treated
effluent were found to have increased to 78.02 and
41.92 percent respectively. The increase in the
phosphate with all carbon sources was appreciably
low at higher NH,"-N concentrations in the waste,
but it was quite high at low concentration. Doran
and Boyle (1979) reported that 90 percent of
phosphorus removal by the activated algae was due
to chemical precipitation. The increase of silica
was due to the unavailable form of silica converted
into the available form.
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Oil and grease, if discharged into treated
effluents, can create unsightly floating matter and
films on water surfaces. It may also interfere with
biological life forms on surface water (Metcalf,
1991). In the present study, 99.85 percent of oil and
grease was removed when the effluent was treated
with  Scenedesmus obliquus. In  wastewater
treatment, much of oil and grease floats can be
generally removed by mechanical skimming.
Though the amount of oil and grease is found to be
in negligible, their continuous discharge into the
aquatic ecosystem could also destroy the nursery
ground of a variety of fishes.

The discharges of BOD in to receiving
environments with the limited assimilative capacity
sometimes  reduce the dissolved  oxygen
concentrations to the levels below those required
for aquatic biota, and it is in this condition that
BOD is considered pollutant. The BOD and COD
levels of the treated effluent were reduced
significantly. In the present study the BOD level
was reduced to 16.66 percent by Scenedesmus
obliquus, and the COD level to 82.80 percent. It
can be observed that the reduction in BOD was less
compared to the reduction in COD. It is because
the degradation sought was through biological
activity and not through any chemical agent.
Moreover, the presence of organic matter will
promote anaerobic leading to the accumulation of
toxic compounds in water bodies. This is in
accordance with the work of Panneerselvam (1998)
and Prabakar (1999). The reduction of BOD and
COD levels might occur due to the removal of the
dissolved organic compounds and derivatives to
some extent from the effluent during the treatment
process. The present investigation showed high
levels of COD in both untreated and treated
effluent, which would render the aquatic body
unsuitable for the existence of aquatic organism
(Goel, 2000) due to the reduction in the dissolved
oxygen content.

4. CONCLUSION

The bioremediation of the pollution load of
the oil refinery effluent with Scenedesmus obliquus
can be used as an effective technology in the
reduction of pollutants like inorganic and organic
compounds. Furthermore, the better performance in
field conditions gave positive indication of their
usefulness in the treatment of oil refinery effluent.
It is a simple, sensitive, biological, and rapid
effluent treatment agent. The system, when
standardized would not only be economical but
also eco-friendly and sustainable. The information
generated would help to scale up the process and
moreover, to assess the economic feasibility of the
technology.
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Table 1 Physico-chemical parameters of oil refinery effluent

Parameter Control 5" Day 10" Day 15" Day F-Value P-Value
TDS 1868+18.08" 1833+10.77° | 1793+9.53° | 1754+6.81° | 100.717 0.0000""
Conductivity | 2625+11.95° 2565+13.34 | 2500+£9.47° | 2430+10.7% | 322.163 0.0000""
pH 5.750.07° 6.02+0.07 ¢ 6.28+0.07° 6.52+0.07° 139.147 0.0000""
Alkalinity 100+3.91° 85+4.94° 68+6.23" 56+4.00° 94.370 0.0000""
Tot. Hardness | 1025+7.24° 1003+8.90¢ | 980+4.73" 960%5.55° 102.943 0.0000""
Calcium 240+1.41° 240+1.41° 228+4.98" 214+3.16° 94.639 0.0000™"
Magnesium 102+2.61° 98+1.41° 93+2.61° 88+1.41° 50.340 0.0000™"
Iron 4.71%0.07° 411#0.06° | 3.50+0.12° | 2.86+0.08° | 558.969 0.0000™"
Free 8.960.14¢ 6.13+0.25°¢ 3.21£0.19° 0.45+0.12° 2454.486 0.0000""
Ammonia

Chloride 492+9.551 414+8.65° 332+413.91° | 256+13.11% | 469.691 0.0000""
Sulphate 196+4.69° 179+4.20°¢ 161+6.57° 145+6.23° 96.223 0.0000""
Phosphate 1.58+0.10° 3.34%0.20° 5.21+0.09° 7.19+0.16¢ 1672.715 | 0.0000""
Silica 38+4.05° 47.21+1.89° | 56.25+1.84° | 65.43+3.49% | 93.922 0.0000""
Oil & Grease | 4+0.16° 2.62+0.08° 1.41£0.11° | 0.01+£.0.00*° | 1600.736 | 0.0000
BOD 239.83+5.12% | 22645.52° 212+3.947 200+1.96° 93.773 0.0000™"
coD 407+11.81° 295+8.29° 180+8.42° 70+14.17° 1056.562 | 0.0000

™ Denotes significant at 1 % level; Different alphabet between days denotes significant at 5 % level
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Abstract: This report presents the establishment of appropriate method of synthetic unit hydrograph to generate
ordinates for the development of design storm hydrographs for the catchment of eight selected rivers located in the
South West Nigeria. Unit hydrographs were developed based on Snyder, Soil Conservation Service (SCS) and Gray
methods; while the SCS curve Number method was used to estimate the cumulative rainfall values for storm depth
of different return periods. The peak storm hydrographs corresponding to the excess rainfall values were determined
based on the unit hydrograph ordinates established. The peak storm hydrograph flows obtained based on the unit
hydrograph ordinate determined by Snyder for 20-yr, 50-yr, 100-yr, 200-yr and 500-yr, return period varies from
112.63m>/s and 13364.30m’/s, while those based on the SCS varies from 304.43m>/s and 6466.84m’/s and those
based on Gray varies from 398.06m’/s and 2607.42m’/s for the eight watersheds. The analysis shows that the values
of peak flows obtained by Gray and SCS methods for five watershed were relatively close, while the values of peak
flows obtained by Gray and Snyder methods for two watershed were relatively close and the values of peak flows
obtained by Snyder and SCS methods for only one watershed was relatively close. This inferred that SCS method
can be used to estimate ordinate required for the development of peak storm hydrograph of different return periods

for the river watersheds considered. [Journal of American Science 2009;5(4):23-32] (ISSN: 1545-1003).

Keywords:

1. Introduction

In many parts of the world, rainfall and runoff data
are seldom adequate to determine a unit hydrograph of a
basin or watershed. This situation is common in Nigeria
due to lack of gauging stations along most of the rivers
and streams. Generally, basic stream flow and rainfall
data are not available for planning and designing water
management facilities and other hydraulic structures in
undeveloped watershed. However, techniques have been
evolved that allow generation of synthetic unit
hydrograph. This includes Snyder’s method, Soil
Conservation Service (SCS) Method, Gray’s Method
and Clark’s Instantancous Unit Hydrograph Method.
The peak discharges of stream flow from rainfall can be
obtained from the design storm hydrographs developed
from unit hydrographs generated from established
methods. Warren et al (1972) described hydrograph as a
continuous graph showing the properties of stream flow
with respect to time, normally obtained by means of a
continuous strip recorder that indicates stages versus
time and is then transformed to a discharge hydrograph
by application of a rating curve. Wilson (1990) observed
that with an adjustment and well measured rating curve,
the daily gauge readings may be converted directly to
runoff volume. He also emphasized that catchment
properties influence runoff and each may be present to a
large or small degree. The catchment properties include
area, slope, orientation, shape, altitude and also stream
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pattern in the basin. The unit hydrograph of a drainage
basin, according to Varshney (1986) is defined as the
hydrograph of direct runoff resulting from one unit of
effective rainfall of a specified duration, generated
uniformly over the basin area at a uniform rate. Arora
(2004) defined 1-hr unit hydrograph as the hydrograph
which gives 1 cm depth of direct runoff when a storm of
1-hr duration occurs uniformly over the catchment.

A vast amount of literature exists treating the
various unit hydrograph methods and their development.
Jones (2006) reported that Sherman in 1932 was the
first to explain the procedure for development of the
unit hydrograph and recommended that the wunit
hydrograph method should be used for watersheds of
2000 square miles (5000 km?) or less. Chow et al (1988)
discussed the derivation of unit hydrograph and its
linear systems theory. Further more Viessman et al
(1989), Wanielista (1990) and Arora (2004) presented
the history and procedures for several unit hydrograph
methods. Ramirez (2000) reported that the synthetic unit
hydrograph of Snyder in 1938 was based on the study of
20 watersheds located in the Appalachian Highlands and
varying in size from 10 to 10, 000 square miles (25 to
25000.0 km?). Ramirez (2000) reported that the
dimensionless unit hydrograph was developed by the
Soil Conservation Service and obtained from the UH’s
for a great number of watersheds of different sizes and
for many different locations. It was also stated by

americansciencej@gmail.com



mailto:awsalami2006@yahoo.co.uk

Evaluation of Synthetic Unit Hydrographs Methods

Salami, et al

Ramirez (2000) that the SCS dimensionless hydrograph
is a synthetic UH in which the discharge is expressed as
a ratio of discharge, Q, to peak discharge, Q, and the
time by the ratio of time, t, to time to peak of the UH, t,,.
Wilson (1990) also reported that in 1938, Mc Carthy
proposed a method of hydrograph synthesis but in that
same year Snyder proposed a better known method by
analyzing a larger number of basins in the Appalachian
mountain region of the United States. Ogunlela and
Kasali (2002) applied four methods of unit hydrographs
generation to develop unit hydrograph for an ungaged
watershed. The outcome of the study revealed that both
Snyder and SCS methods were not significantly
different from each other. Salami (2009) evaluated three
methods of storm hydrograph development for the
catchment of lower Niger River basin at downstream of
Jebba Dam. The methods considered are Snyder, SCS
and Gray methods, the statistical analysis, conducted at
the 5% level of significance indicate significant
differences in the methods except for Snyder and SCS
methods which have relatively close values. This study
also applied Snyder, SCS and Gray methods to develop
unit hydrographs and subsequently used to generate
peak storm hydrographs of rainfall depth of various
return intervals through convolution. The peak flows
obtained can be used for the design of hydraulic
structures within the River Catchment.

2.
2.1

Material and Methods
Study area

The watersheds of the river under consideration
are located in South West Nigeria. Figure 1 is a map of
Nigeria showing the location of the River catchment
shaded. Rivers Fawfaw, Oba, Awon, Opeki, and Ogunpa
are located in Oyo State, while Rivers Osun and Otin
are located in Osun State and River Ogun is located in
Ogun State.

2.2 Theory on Unit hydrograph methods
Theories on the applied methods of unit
hydrographs are described and were used to synthesize
the peak runoff. The methods are; Snyder’s, Soil
Conservation Service (SCS), and Gray methods.

2.2.1Snyder’s method

The method was used to determine the peak discharge,
lag time and the time to peak by using characteristic
features of the watershed. Ramirez (2000) reported that
the hydrograph characteristics are the effective rainfall
duration, t,, the peak direct runoff rate Q,, and the basin
lag time, t;. From these relationships, five characteristics
of a required unit hydrograph for a given effective
rainfall duration may be calculated. The five
characteristics are the peak discharge per unit of
watershed area, q’, , the basin lag t’;, the base time, t,,

24

and the widths, w (in time units) of the unit hydrograph
at 50 and 75 percent of the peak discharge.The unit
hydrograph parameters are estimated in accordance to
Ramirez (2000) and Arora (2004).

Lag time, t,

03
t=C/(L*L,) (1)
where t; is lag time (hr) and C, is a coefficient
representing variations of watershed slope and storage.
(Values of C, range from 1.0 to 2.2, Arora (2004)). An

average value of 1.60 is assumed for this catchment.
Equation (1) gives the lag time, t, for the watershed.

Unit-hydrograph duration, t, (storm duration)

" 55
From equation (2) the duration of the storm was
obtained. However, if other storm durations are intended
to be generated for the watershed, the new unit
hydrograph storm duration (t’;), the corresponding basin
lag time ((t’;) can be obtained from equation (3)

i

Peak discharge, Q’,
The peak discharge (Q’p) was obtained from equation

(4)
. 278%C_*A
p tl'
where C, is the coefficient accounting for flood wave
and storage conditions.(Values of C, range from 0.3 to

0.93, Arora (2004) with an average of 0.62 is assumed
for this catchment).

t -t

€)

“4)

Base time (days)
The base time was obtained from equation (5)

t,=3+3 b
24

The time width W5, and W5 of the hydrograph at 50%
and 75% of the height of the peak flow ordinate were
obtained based on equations (6) and (7) respectively in
accordance to U.S Army Corps of Engineer (Arora,
2004). The unit of the time width is hr. Also the peak
discharge per area (cumec/km?) is given by equation (8)

6))

5.9

Wso = (6)
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Figure 1 Map of Nigeria showing location of selected river catchments

—1BOM

)

q, =—- (8)

2.2.2S0il Conservation Service (SCS) method

Raghunath (2006) reported that the US Soil
Conservation Service in 1971 used many hydrographs
from drainage areas of varying sizes and different
geographical locations developed a dimensionless unit
hydrograph. The peak discharge and the time to peak
can be determined in accordance to Viessman et al
(1989), Wanielista (1990), Ramirez (2000), SCS (2002),
Ogunlela and Kasali (2002) and Raghunath (2006) as
follows;

Peak discharge:
The peak discharge can be obtained through the
equation (Ramirez (2000))

0.208* A*Q,.
Q, = 2 AT

t P
where
Q, = peak discharge (m’/s)

&)
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The estimated values for both the peak discharge and
time to peak were applied to the dimensionless
hydrograph ratios in accordance to SCS and the points
for the unit hydrograph were obtained (Raghunath ,
2006) and used to develop the unit hydrograph curve.

2.2.3Gray’s method

The  discharge was  obtained through the
dimensionalizing of the incomplete Gamma function T'.
The equation is given as (Viessman et al 1989;
Ogunlela and Kasali, 2002).

_25.0(r) [ La) |t
I'(q) Py

g-1

Qu
(13)

where
Q y = percent flow in 0.25 Py at any given t/Pg value
PR

q and y = shape and scale parameters, respectively

I' (9 = the gamma function of q which is equal to
(q- D!

e = base of natural logarithm

Pr = period of rise (min)

t  =time (min.)
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Development of unit hydrograph

The Snyder’s method was used to compute the lag
time, unit hydrograph duration, peak discharge, time
base and hydrograph time widths of peak flow by using
the watershed characteristics obtained from the
topographic map of the River catchment under
consideration in accordance to Ramirez (2000) and
Arora (2004). The parameters obtained are presented in
Tablel. The method of US Soil Conservation Service
(SCS) for constructing synthetic unit hydrographs was
based on a dimensionless hydrograph, which relates

ratios of time to ratios of flow (Viessman et al.,
1989) and Ramirez (2000). This method requires only
the determination of the time to peak and the peak
discharge. The calculated values for parameters t, and q,
were applied to the SCS dimensionless unit hydrograph
to obtain the corresponding unit hydrograph ordinates,
the estimated unit hydrograph ordinates is presented in
Table 2 to 9 based on the values of time to peak
discharge (t, ) and peak discharge (qj ) for each river.

Table 1 Parameters for the generation of unit hydrograph (Snyder’s method)

River L (km) L. (km) |t (hr) t, (hr) Q, (m’/s) | T, (hr) Akm?) | S (%)
watershed

Faw-Faw 11.80 6.40 5.86 1.07 13.54 89.57 46.00 0.59
Oba 23.50 10.00 8.23 1.50 78.53 96.70 375.00 0.39
Awon 35.60 20.00 11.48 2.09 60.52 106.44 403.00 0.34
Ogunpa 22.87 13.20 8.87 1.61 21.15 98.62 108.85 0.46
Opeki 43.50 20.00 12.19 2.22 81.31 108.57 575.00 0.21
Otin 36.00 16.00 10.77 1.96 76.01 104.31 475.00 0.36
Osun 47.50 15.00 11.48 2.09 175.66 106.44 1170.00 | 0.21
Ogun 600.00 315.00 61.25 11.14 574.13 255.73 20400.00 | 0.07
Table 2  Unit hydrograph ordinate for Fawfaw river watershed ( SCS method)

T(hr) | 0.00]| 1.05 | 2.09 3.14 |418 [523 |6.27 |732 |836 |941 |10.45]11.50
Q

(m’/s) | 0.00 | 19.68 | 45.77 | 30.21 | 14.65|7.09 |3.43 |1.65 |[0.82 |[0.41 |0.18 |0.0
Table 3  Unit hydrograph ordinate for Oba river watershed ( SCS method)

T(r) |0.00|209 |4.18 6.27 8.36 | 10.46 | 12.55 | 14.64 | 16.73 | 18.82 | 20.91 | 23.00
Q

(m’/s) | 0.00 | 80.20 | 186.50 | 123.09 | 59.68 | 28.91 | 13.99 | 6.71 |3.36 | 1.68 | 0.75 | 0.00
Table 4 Unit hydrograph ordinate for Awon river watershed ( SCS method)

T (hr) | 0.00 | 3.02 | 6.04 9.07 |12.09 | 15.11 | 18.13 | 21.16 | 24.18 | 27.20 | 30.22 | 33.24
Q

(m’/s) | 0.00 | 59.63 | 138.68 | 91.53 | 44.38 | 21.50 | 10.40 | 499 | 250 |1.25 | 0.55 | 0.00
Table 5  Unit hydrograph ordinate for Ogunpa river watershed ( SCS method)

T(r) |0.00]192 384 |576 |7.69 |9.61 1153|1345 |15.37|17.29|19.21|21.14
Q

(m*/s) | 0.00 | 25.33 | 58.92 | 38.88 | 18.85 | 9.13 | 4.42 |2.12 |1.06 |0.53 |0.24 | 0.00
Table 6  Unit hydrograph ordinate for Opeki river watershed ( SCS method)

T(hr) | 0.00 | 4.26 | 8.52 12.78 | 17.04 | 21.30 | 25.56 | 29.82 | 34.08 | 38.34 | 42.60 | 46.86
Q

(m’/s) | 0.00 | 60.37 | 140.39 | 92.66 | 44.92 | 21.76 | 10.53 | 5.05 |2.53 | 1.26 | 0.56 | 0.00
Table 7 Unit hydrograph ordinate for Otin river watershed ( SCS method)

T (hr) | 0.00 | 3.00 | 6.01 9.01 12.02 | 15.02 | 18.03 | 21.03 | 24.04 | 27.04 | 30.05 | 33.05
Q

(m*/s) | 0.00 | 70.69 | 164.40 | 108.50 | 52.61 | 25.48 | 12.33 | 5.92 [2.96 |1.48 |0.66 | 0.00
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Table 8 Unit hydrograph ordinate for Osun river watershed ( SCS method)

T (hr) | 0.00 | 4.56 9.12 13.67 |18.23 ]22.79 | 27.35|31.91 | 36.47 | 41.02 | 45.58 | 50.14
Q

(m’/s) | 0.00 | 114.79 | 266.95 | 176.19 | 85.42 | 41.38 | 20.02 | 9.61 |4.81 |2.40 |1.07 |0.00
Table 9  Unit hydrograph ordinate for Ogun river watershed ( SCS method)

T 0.0 100.3 | 150.5 | 200.6 | 250.8 | 301.0 | 351.1 | 401.3 | 451.5 | 501.7 | 551.8
(r) |0 50.17 | 4 1 8 5 2 9 6 3 0 7
(m’/s | 0.0 | 181.8 | 422.8 | 279.1 | 135.3

) 0 4 8 0 2 65.55 | 31.72 | 15.22 | 7.61 | 3.81 1.69 |0.00

The Gray method required the determination of
period of rise Pg, and other parameters require in
solving equation (13). Other parameters determined are
rainfall duration D, the volume of the unit hydrograph V,

and the volume of dimensionless graph Vp. The
parameters were obtained in accordance to the
procedure stated by Viessman et al (1989), Ogunlela and
Kasali (2002) and presented in Table 10.

Table 10 Parameter for development of unit hydrograph (Gray method)
River Py, (hr) Pr/y (hr) D (hr) Tcfs (10%) V=Vp (10° m’)
watershed
Faw-Faw 4.85 1.61 1.21 0.95 1.17
Oba 11.94 3.96 2.98 3.13 9.52
Awon 19.26 6.38 4.81 2.09 10.23
Ogunpa 10.70 3.54 2.67 1.02 2.76
Opeki 30.08 9.97 7.52 1.91 14.60
Otin 19.12 6.33 4.78 2.48 12.06
Osun 32.84 10.88 8.21 3.55 29.70
Ogun 739.99 245.18 185.00 2.75 518.00

Development of peak storm hydrographs

The established unit hydrographs ordinates were
used to develop the storm hydrographs due to actual
rainfall event over the watershed. Peak
hydrographs for selected return periods (20yr, 50yr,
100yr, 200yr and 500yr) were developed through
convolution. The maximum 24-hr rainfall depths of the
different recurrence interval for the catchment under
consideration are 174.2 mm, 205.0 mm, 232.3 mm,
262.73 mm and 309.0 mm respectively (Olofintoye et al,
2009). The storm hydrograph was derived from a
multiperiod of rainfall excess called hydrograph
convolution. It involves multiplying the unit hydrograph
ordinates (U,) by incremental rainfall excess (P,),
adding and lagging in a sequence to produce a resulting
storm hydrograph. The SCS type II curve was used to
divide the different rainfall data into successive equal
short time events and the SCS Curve Number method
was used to estimate the cumulative rainfall for storm
depth of 20yr, 50yr, 100yr, 200yr and 500yr return
period. The incremental rainfall excess was obtained by
subtracting sequentially, the rainfall excess from the
previous time events. The equations that apply to the
SCS Curve Number method are given below (SCS,
2002).

http://www.americanscience.org

% 2
u for P* >0.25

Qs = 57 0.8 (14)
sorm- g, =0 for P7<0.28
I, = initial abstraction I, = 0.2S
S = 25400 254 (15)
CN

With the CN = 75 based on soil group B, small grain
and good condition, S is estimated as 84.67 mm, while
I, is 16.94 mm. This implies that any value of rainfall
less than 16.94 mm is regarded as Zero.

where
P* = accumulated precipitation (mm)
Qg = cumulative rainfall excess, runoff (mm)

The storm hydrograph ordinates based on the
rainfall depth of desire return periods were estimated
from the unit hydrographs. The storm hydrograph peak
flows obtained for the watersheds of Fawfaw, Oba,
Awon, Ogunpa, Opeki, Otin, Osun and Ogun Rivers
based on the three methods of synthetic unit
hydrographs and various return periods are presented in
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Table 10 to 17 respectively.
Table 10 Storm hydrograph peak flows for Faw-Faw River watershed (m%/s)
Methods Storm return periods

20yr, 24hr 50yr, 24hr 100yr, 24hr 200yr, 24hr 500yr, 24hr
Snyder 112.63 143.70 171.28 203.15 352.34
SCS 304.43 388.06 464.59 556.52 699.89
Gray 398.06 509.24 607.93 721.25 896.87
Table 11 Storm hydrograph peak flows for Oba River watershed  (m®%s)
Methods Storm return periods

20yr, 24hr 50yr, 24hr 100yr, 24hr 200yr, 24hr 500yr, 24hr
Snyder 678.80 866.23 1030.03 1218.99 1510.35
SCS 1240.54 1581.35 1893.19 2267.81 2852.03
Gray 1318.61 1686.91 2013.82 2389.22 2970.98
Table 12 Storm hydrograph peak flows for Awon River watershed (m?®/s)
Methods Storm return periods

20yr, 24hr 50yr, 24hr 100yr, 24hr 200yr, 24hr 500yr, 24hr
Snyder 555.52 707.11 839.52 992.08 1227.17
SCS 922.46 1175.88 1407.77 1686.34 2120.76
Gray 878.37 1123.71 1341.48 1591.55 1979.08
Table 13 Storm hydrograph peak flows for Ogunpa River watershed (m%/s)
Methods Storm return periods

20yr, 24hr 50yr, 24hr 100yr, 24hr 200yr, 24hr 500yr, 24hr
Snyder 180.44 230.26 273.80 324.02 401.46
SCS 391.89 499.55 598.06 716.40 900.96
Gray 427.21 546.54 652.46 774.08 962.56
Table 14 Storm hydrograph peak flows for Opeki River watershed (m®/s)
Methods Storm return periods

20yr, 24hr 50yr, 24hr 100yr, 24hr 200yr, 24hr 500yr, 24hr
Snyder 724.84 925.16 1100.29 1302.34 1613.93
SCS 933.81 1190.34 1425.08 1707.08 2146.84
Gray 802.54 1026.70 1225.66 1454.14 1808.21
Table 15 Storm hydrograph peak flows for Otin River watershed (m®s)
Methods Storm return periods

20yr, 24hr 50yr, 24hr 100yr, 24hr 200yr, 24hr 500yr, 24hr
Snyder 672.80 858.83 1021.46 1209.10 1498.46
SCS 1093.50 1393.91 1668.80 1999.02 2513.93
Gray 1043.02 13334.35 1592.94 1889.88 2350.05
Table 16 Storm hydrograph peak flows for Osun River watershed (m®/s)
Methods Storm return periods

20yr, 24hr 50yr, 24hr 100yr, 24hr 200yr, 24hr 500yr, 24hr
Snyder 1558.63 1989.43 2366.10 2800.66 3470.81
SCS 1775.65 2263.46 2709.82 3246.04 4082.25
Gray 1495.47 1913.18 2283.94 2709.69 3369.48
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Table 17

Storm hydrograph peak flows for Ogun River watershed

(m%s)

Methods Storm return periods

20yr, 24hr

50yr, 24hr

100yr, 24hr

200yr, 24hr

500yr, 24hr

Snyder

6018.71

7672.82

9120.66

10790.02

13364.33

SCS

2812.87

3585.63

4292.72

5142.16

6466.84

Gray

1157.25

1480.49

1767.39

2096.86

2607.42

The storm hydrograph peak flows of the same
return periods for the catchment of the Rivers under
consideration based on the three methods of synthetic
unit hydrograph are presented in Figure 2 - 9
respectively. The figures show the relationships between
the predicted design storm values using the three
methods of synthetic unit hydrograph to generate the
required ordinates used for the development of design
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Figure 2 Comparison of peak storm hydrograph for Faw-Faw River
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Figure 4 Comparison of peak storm hydrograph for Awon River
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Figure 8 Comparison of peak storm hydrograph for Osun River

Results and Discussion

Three methods of synthetic unit hydrograph
were adopted to determine the ordinates for the
development of peak storm hydrograph for Faw-Faw,
Oba, Awon, Ogunpa, Opeki, Otin, Osun, and Ogun
River watersheds. The methods are Snyder, SCS and
Gray. The results from the synthetic unit hydrograph
based on the three methods have already been presented
in Tables 1 to 9. The storm hydrograph peak flows (m’/s)
for the eight watersheds are presented in Tables 10 to 17
based on Snyder, SCS, and Gray synthetic hydrograph
ordinates respectively. The comparison of the storm
hydrographs of the same return periods generated based
on different synthetic unit hydrographs are presented in
Figures 2 to 9 respectively. The results presented in the
tables 10 - 17 and figures 2 - 9 shows that for Faw-Faw
watershed, the values obtained for Gray method is
higher by 71.80% and 23.14% than those of Snyder and
SCS method respectively, while the value obtained with
SCS method is higher by 63.31% than that of Snyder
method. For Oba watershed, the values obtained for
SCS method is higher by 45.88% and 5.45% than those
of Snyder and Gray method respectively, while the
value obtained with Gray method is higher by 48.83%
than that of Snyder method. Also for Awon watershed,
the values obtained for SCS method is higher by
40.66% and 5.25% than those of Snyder and Gray
method respectively, while the value obtained with Gray
method is higher by 37.38% than that of Snyder method.
Likewise, for Ogunpa watershed, the value obtained for
Gray method is higher by 58.02% and 7.81% than those
of Snyder and SCS method respectively, while the value
obtained with SCS method is higher by 54.46% than

30
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Figure 9 Comparison of peak storm hydrograph for Ogun River

that of Snyder method. For Opeki watershed, the values
obtained for SCS method is higher by 23.20% and
14.48% than those of Snyder and Gray method
respectively, while the value obtained with Gray method
is higher by 10.20% than that of Snyder method. For
Otin watershed, the values obtained for SCS method is
higher by 39.11% and 5.08% than those of Snyder and
Gray method respectively, while the value obtained with
Gray method is higher by 35.85% than that of Snyder
method. For Osun watershed, the values obtained for
SCS method is higher by 13.14% and 16.195% than
those of Snyder and Gray method respectively, while the
value obtained with Snyder method is higher by 3.50%
than that of Gray method. For Ogun watershed, the
values obtained for Snyder method is higher by 52.06%
and 80.63% than those of SCS and Gray method
respectively, while the value obtained with SCS method
is higher by 59.06% than that of Gray method.

However, the percentage difference shows that for
five watershed the values of peak flows obtained by
SCS and Gray methods is fairly close (5.08 — 23.14%),
while the percentage difference shows that for two
watersheds, the values of peak flows obtained by Gray
and Snyder method is fairly close (3.50 — 10.20%) and
the percentage difference shows that for only one
watershed the values of peak flows obtained by Snyder
and SCS method to be fairly close. This inferred that
Soil Conservation Service (SCS) method is favorably
comparable with the other two methods. Based on this
observation, it can be summarized that the SCS method
can be useful in the generation of unit hydrograph
ordinates required for the development of storm
hydrograph within the catchment under consideration.
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4. Conclusions
It has been noted that the watersheds under

consideration have undergone notable eco-hydrological
changes due to several developments along their course.
This has replaced the natural ground surface, covered
with grasses and has influenced its flow pattern. Based
on the results obtained, it could be observed that the
generation of wunit hydrograph through synthetic
methods has been found useful and effective. In some
cases two methods give very close values. This implies
that those two methods are highly efficient in estimating
the parameters of the watershed which are required in
the development of the unit hydrograph for the
catchment considered. Conclusively, SCS method is
recommended for use on this watershed since it is most
comparable to other methods. The established unit and
storm hydrographs can be used to compute the peak
flows for the design of hydraulic structures within the
catchment. The selection of peak storm hydrograph
flows of the desire return period depend on the type of
hydraulic structure in mind. For example, peak flow of
100 yr return period is required for the design of bridge,
while 20 yr return period can be adopted for drainage
culverts and minor bridges. It can also be inferred that
synthetic unit hydrograph methods are suitable for the
estimation of ordinates for the development of storm
hydrograph for rivers that have small watershed,
because it was observed that the bigger the watershed
area the more the differences between the wvalue
obtained with different methods using the same return
periods.
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Abstract: Acid sulfate soils (ASSs), which are one of the worst soils in the world, release huge amounts of acid and
toxically high concentrations of metals, affecting biological activity in the soils as well as in the surrounding water
environments, which requires sustainable measures for their reclamation. Accordingly, an incubation study was
conducted with the topsoil of two different ASSs (Cheringa and Badarkhali) to assess the effects of basic slag (BS:
size <1 mm; pH 9.6; Ca 20.8 %; Mg 9.8 %, etc.) on reduction of Fe and Al toxicity in ASSs. It is noted that BS is a
byproduct of steel industry in Bangladesh and can be collected almost free of charge. These soils received BS at the
rate of 0 (Ty), 11 (T}), 22 (T,) and 33 (T5) t ha” under various moisture regimes (saturated condition M;_i.e. 100 %
moisture content, wetting-drying cycles of 100 and 50 % moisture M, and moisture at field condition M;_ i.e. 50 %).
The impacts of these treatments on selected parameters in these soils were studied within180 days of incubation. The
application of BS was found to be increased the pH of soils from 3.6 to 5.1 for Cheringa; 3.9 to 5.2 for Badarkhali
soils at the end of incubation. These increments were more striking with the highest doses of BS under saturated
moisture conditions in both of the soils. The treatments exerted significant (p<0.05) effects on the decrement of Fe
and Al ions in different period of incubation. The striking changes were recorded for the rate of decrements of Fe
and Al ions, under saturated condition compared with the control after 180 days of incubation. These results suggest
that the application of BS not only reduction of soil acidity but also to improve these soils at desirable pH (pH>5)

levels in the same moisture conditions. [Journal of American Science 2009;5(4):33-42]. (ISSN: 1545-1003).

Keywords: acid sulfate soils, Fe and Al ions, basic slag, incubation time, moisture regimes.

1. Introduction

Acid sulfate soils (ASSs), which are one of the worst
soils in the world, release huge amounts of acid and
toxically high concentrations of metals, affecting
biological activity in the soils as well as in the
surrounding water environments (Gosavi et al., 2004;
Mathew et al., 2001; Minh et al., 1997; Thawornwong
and van Diest 1974). Acidification from ASSs cause a
number of chemical, biological and physical problems
arise such as aluminum and iron toxicities, decrease
availability of phosphate, nutrient deficiencies, arrested
soil ripening, hampered root growth, blockage of drains
by ochre and corrosion of metal and concrete structures
(AARD and LAWOO, 1992). The initial heavy rain on
acid sulfate soils cause a ‘first-flush’ runoff and
drainage of toxic water with properties including low
pH, low concentration of dissolved oxygen and high
concentration of dissolved aluminum which caused
massive fish kill (Anon, 1990; Lin and Melville, 1994).
The ASSs cause on- and off- site problems (Ritsema et
al.,, 2000). On-site problems, which have been
extensively reviewed (Dent 1986), include Al toxicity in
drained soils, Fe and H,S toxicity in flooded soils,
salinity and nutrient deficiencies, especially decrease

http://www.americanscience.org

availability of phosphate. Engineering problems include
(i) corrosion of steel and concrete and (ii) uneven
subsidence, low bearing strength and fissuring leading
to excessive permeability of unripe soils; blockage of
drains and filters by ochre; and the difficulties of
establishing vegetation cover on earthworks and
restored land. Off-site problems stem from drainage
effluents, earthworks, excavations, and mines. The acid
drainage water carries Al released by acid weathering of
soil minerals. Drainage waters may also be enriched in
heavy metals and arsenic, a toxic cocktail endangering
aquatic life and public health. Acid drainage and
floodwaters may travel for many kilometers before they
are neutralized. Acid drainage can have disastrous
effects on freshwater and estuarine fishes, especially on
invertebrates that are unable to escape. These soils
could display a high agricultural potential if they were
to be reclaimed by appropriate methods (Khan, 2000).
Moreover, the reclamation of these soils may be
difficult but very essential due to the formation of
acidity during dry periods of the year and hampering not
only crop growth but also destroying aquatic lives.The
conventional reclamation by the application of lime and
flash leaching in the proposed soils are not effective and
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sustainable (Khan, 1994). Because, soil acidity
produced by 1% oxidizable sulfur requires about 30 ton
of CaCO; per ha (van Breemen, 1993). Usually ASSs
contain 1-5% oxidizable sulfur and showed antagonistic
effect on micronutrient levels as well as on the balance
of basic cations in plants (Khan et al., 1996). Tri et al.,
(1993) revealed that construction of raised bed is the
most important land management practices for acid
sulfate soils. However, this practice has not enough
success. Its success depends on several factors of the
soils, their position and environmental conditions
(AARD and LAWOO, 1992). Acidity and salinity
problems relating to rice production in the studied acid
sulfate soils were alleviated by the application of
leaching. Khan and Adachi (1999) reported that
reclamation of the soils through leaching enhanced the
losses of basic cations from top soils, whereas increased
acidic cations in the top soils by exchange reactions.
After seven years of leaching practices on acid sulfate
soils in Vietnam, Sterk (1993) reported that the acid
content of the topsoils is not decreasing, which might be
attributed to enrichment of acidic cations like aluminum
in the top soils. Khan (1994) reported that leaching is an
effective method for reclaiming both salinity and acidity
of the soils but losses of basic cations through leaching
should be considered for the greater success of
reclamation. Takai et al., (1992) claimed that nutrient
deficiency is an important factor for the improvement of
acid sulfate soils. Khan (1994) revealed that for the
reclamation and improvement of ASSs, BS would be
effective to reduce acidity of the soils because BS was
found to increase soil solution pH and optimized the
concentration of some elements like Ca, Mg, P and Si,
which are very essential/beneficial for crop production
as well as alleviates the toxicity of Fe and Al. Moreover,
there is evidence that high Ca and Si concentrations in
drainage/waste waters protect fish against Al toxicity
(Birchall et al., 1989). Potential ASSs may have high
pH like 6 to 7 does not mean that the soils are safe
because at that situation it may create H,S, Fe and some
organic acids problems (Kabir, 2005).

ASSs are of major environmental concern in many
wetlands. Van Mensvoort and Dent (1998) claimed for
about 24 M ha of ASSs of which about 0.7 M ha are
located in different pockets of inundated coastal areas in
Bangladesh where crop production is very low; some
where the lands are unproductive though the soils have
high agricultural potential (Khan, 2000). The nature and
characteristics of these pockets of ASSs varied from
place to place and even within pockets owing to the
difference in mangrove vegetations and accumulation of
sediments (Khan, et al., 2007). Since the ASSs can exert
severe effects on surrounding ecosystems, immediate
steps should be taken to improve these soils further
(Khan, et al, 2002). Delayed effects of potential
chemicals stored in the ASSs resulted in harmful effects,
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like a “chemical time bomb” on the associated
environments (Khan and Adachi, 1999). It has recently
been estimated that these affect some 100 million
hectares (M ha) of land world-wide (Sheeran, 2003).
For sustainable use ASSs, acceptable cost effective
chemical reduction of the acidity is very essential. Soil
acidity produced by one percent oxidizable sulfur after
neutralization (3 to 30 t of CaCOj per ha, depending on
clay content and mineralogy) by exchangeable cations
requires about 30 t of CaCO; per ha (Van Breemen,
1993). Usually ASSs contains 1 to 5 % oxidizable sulfur
which indicates a huge amount of lime would be needed.
Generally calcite (CaCQO;) is used as agricultural lime
but it is to some extent expensive. As a result farmers
often become reluctant to ameliorate ASSs. With this
objective BS, a low cost liming material was undertaken
to use as an ameliorant of ASSs. From its suitability BS
as a byproduct from the steel industry in Bangladesh
can be collected almost free of charge. However,
application of BS as agricultural lime is not well
documented. Moreover, the reducing capacity and
potentiality of the BS for the exchangeable cations in
different ASSs are also not known but needed for its
economic and sustainable budgeting for these problem
soils (Khan, et al., 2002). Accordingly, agricultural
limes such as BS were planned to incorporate into two
ASSs under different moisture regimes.

Jintaridth, 2006 reported that deficiency in plant base
minerals is an important factor when the reclamation
and management practices are performed in ASSs. Takai,
et al., (1992) also claimed that nutrient deficiency is an
important factor for the improvement of ASSs. Dent
(1986) reported that BS from the steel industry was
effective in reducing the soil acidity and also
economical if available locally. The application of BS in
ASSs significantly increased soil pH, Ca and Mg with
an associated decrease in Na, Fe and Al concentrations
over time (Khan, et al., 2006a). This BS had a very high
pH of 9.6 and contained 20.8 % Ca, 9.8 % Mg, and
12.8 % SiO, (Khan, et al., 2006b). They also added that
the BS has been used on a small scale for the
reclamation of ASSs in Bangladesh since 1985 and
to-date there is no evidence of its harmful effects. The
reclamation of these soils may be difficult but essential.
Successful reclamation of the ASSs may result in the
development of productive fields for crop growth.
While poor soil reclamation may lead to creation of
unfavorable soil conditions for crop growth and
formation of actual ASSs, the real problem is resulted in
the coastal tidal flat plain areas (Khan, et al.. 2006b).
Cook, et al., (2006) reported that the progressive
oxidation of organic matters, sulfides and increasing
acidity in the profile of ASSs is not only decreasing
bases in the soil solution but also strongly affect the
fate/mobility of metals and metalloids in groundwater,
posing threat to groundwater resources and health of
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both terrestrial and aquatic ecosystems (Abou-Seeda, et
al., 2002). In ASSs, water management is the key to soil
management and proper water management can limit
acidification (Khan, et al.. 2006b). However, the
potentiality of BS for the reduction of ASSs and
associated ion dynamics under variable soil moisture
regimes and wetting-drying cycles should have much
influence regarding sustainable reclamation and
improvement of ASSs. Considering the above
background, the present study was done in order to
assess the remedying capacity of BS under various
moisture regimes and its effects on the reduction of Fe
and Al ions in the soils.

2. Methods and Materials

2.1 Incubation experiment

For assessing of BS on reduction of Fe and Al
toxicity in ASSs under various moisture regimes, an
incubation study was carried out in the laboratory of the
Department of Soil, Water and Environment, University
of Dhaka, Bangladesh during 2000 to 2001. Accordingly,
an experiment was conducted for 180 days (six months)
under saturated moisture condition (water content = 100
% by weight), moisture at field capacity (50 % by
weight) and wetting-drying cycles of these treatments. It
is mentioned that during the incubation experiment, the
moisture contents was monitored and kept it at a fixed
value by watering when it is required. The effects of
these treatments with time were also considered for this
experiment.

Tablel: Some selected physical and chemical properties of the acid sulfate soils (depth 0-20 cm)

before the incubation study.

Soil properties Cheringa soil Badarkhali soil

Texture Silty clay loam Silty clay loam
Moisture at field condition (vol. %) 48 49
Soil pH (Field) 3.8 4
Soil pH (Soil:Water=1: 2.5) 3.6 3.9
Soil pH (So0il:0.02 M CaCl,=1.2.5) 33 3.4
Pyrite content (%) 7.3 6.6
Electrical Conductivity (1: 5 dS m™) 18.5 19
Organic matter (Wet oxidation, g kg™ 39.1 30.7
Available nitrogen (1.3 M KCI, mM kg™) 3.6 3.3
Available phosphorus (0.02N H,SO,, mM kg ™) 0.1 0.11
CEC (1 M NH,CI: cmol kg-1, at pH 7.0) 17.2 18.5
Aluminium-saturation (1M NH,CI: %) 40.3 41.2
Iron-saturation (1M NH,4CI: %) 8.3 7.1
Sodium-saturation (1M NH,CI: %) 12.4 13
Potassium-saturation (1M NH,CI: %) 1.4 1.6
Calcium-saturation (1M NH,CI: %) 1.8 1.9
Magnesium-saturation (1M NH,CI: %) 5.5 6.2
Water-soluble ions

Sodium (Flame photometry: cmol kg™) 3.01 3.2
Potassium (Flame photometry: cmol kg™) 0.3 0.25
Calcium (*AAS: cmol kg™) 0.3 0.37
Magnesium (AAS: cmol kg™") 3.34 3.43
Iron (AAS: cmol kg™) 0.35 0.31
Aluminium (ASS: cmol kg™") 2.1 1.9
Sulfate (BaCl,, : cmol kg™) 4.86 4.2

*Atomic Absorption Spectrophotometer
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Cheringa soil

4.7

4.2

Treatment

Badarkhali soil

T0=Control; T1=Basic slag (BS)@11; T2=BS@22; T3=BS@33 t ha'; M1=Saturated condition; M2=Wetting-Drying cycle;

and M3=Moisture at field condition

Figure 1 Effcets of basic slag and moisture regimes at the end of incubation times on pH in the soils.

Surface layer (Topsoils: depth 0 to 20 cm) of two
different ASSs (Cheringa and Badarkhali) were
collected from Cheringa and Badarkhali upazilas in
Cox’ Bazar district, Bangladesh. These soils were
air-dried and grounded uniformly and passed through 2
mm (10 meshes) sieve and mixed thoroughly. Then
fifty grams of each soil with respect to treatments was
taken in a plastic bottle (10 cm height and 4 cm
diameter). The four different doses of 0, 11,22 and 33 t
ha' of BS were considered for this study (the
application rates were selected from feasible stand
point of view). The BS was collected from a steel
industry and then grounded to less than 1 mm sizes.
The composition of basic slag (%): SiO, 12.8, Ca 20.8,
Mg 9.8, Fe 11.3, Mn 0.04, PO, 0.03, others 44.96 and
pH 9.6 (Source: Laboratory of Soil Science, Institute
for Plant Nutrition and Soil Science, University of Kiel,
D-24109 Kiel, Germany, 1999). It was mixed
thoroughly as per treatments. The distilled water was
added at saturation condition of soil (by 50 ml), moist
at field condition (by 20 ml) and at wetting-drying
cycles (by 20 ml on drying and 50 ml on wetting). In
wetting-drying cycle, the soil samples in the bottles
were kept open to air under saturated condition for 15
days at room temperatures (25 to 30" C) for natural air
drying towards field capacity during the following 30
days. The wetting-drying cycle was continuously
repeated within every one and half months and
maintained up to the end of the incubation period of
180 days. The desired levels of moisture in the soils in
each bottle were maintained by the addition of distilled
water (pH 6.7, EC 0.5 dS m™) when required. The soils
were sampled in order to analyses the soil pH, ECe (EC
of saturation extract of soil) and exchangeable cations
at 1, 15, 45, 60, 90, 105, 135, 150, 180 days after
incubation. There were 9 sets of bottles and each set
contained 24 bottles (2 soils X 4 treatments X 3
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replications), i.e. the numbers of total bottles were 216.

The soils were analyzed for textural class (pipette
method; Day, 1965), pH (field, 1:2.5 water and 0.02 M
CaCl,: Jackson, 1973), ECe (Richards, 1954), organic
carbon (wet combustion with K,Cr,O;; Nelson and
Somners, 1982), available nitrogen (micro-Kjeldhal
method; Jackson, 1973); available phosphorus (0.02 N
H,SO,, Spectrophotometry at 440 nm wave length;
Olsen, et al., 1954), exchangeable cations (Jackson,
1973) such as Na“, K" (Flame photometry), Ca®", Mg*",
Fe*" and AI’" (atomic absorption spectrophotometry;
Hesse, 1971), and CEC (Chapman, 1965). The level of
significance of the different treatment means were
calculated by Duncan’s New Multiple Range Test
(DMRT) and Least Significant Difference (LSD)
Techniques (Zaman, et al., 1982).

3. Results and Discussion

The studied soils, namely Cheringa and Badarkhali
(depth: 0-20 cm) showed a silty clay loam texture,
initially low pH of 3.6 for the Cheringa and 3.9 for the
Badarkhali soils, high ECe (18.5 for Cheringa and 19.0
dS m" for Badarkhali soils) and high amount of
organic matter . Some selected physical and chemical
properties of the studied ASSs (depth 0 to 20 cm)
before the incubation study are given in Table 1.

3.1 Changes in soil pH

A significant (p<0.05) positive increase in pH were
determined with the increased rates of BS application
in both the soils compared with the control where no
BS was applied but the water content was maintained at
field capacity (Figure 1). It is evident from the data that
the initial low pHs of the soils was increased steadily
with the highest doses of BS and the effects were more
pronounced with the latter periods of incubation. The
pH rose from 3.6 to 5.1 in Cheringa soil and 3.9 to 5.2
in Badarkhali soil after 180 days of incubation, which
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revealed a wide and significant (p< 0.05) changes in
soil pH were made by the application of BS in both the
soils (Figure 1). The lower pHs were observed in the
control treatments having moisture at field capacity as
compared with those obtained from the saturated and
wetting-drying cycle conditions. This might be due to
having more oxidized conditions at field capacity than
those of the other soil conditions. The release of acidic
materials occurred from the break down of pyrite in
more oxidized acid sulfate soils, reflecting the
requirement of more liming materials to reduce more
acidity in both the soils. The facts that these soils
contain pyrite were reported by many researchers
(Khan et al., 2006). In case of control, except for
several initial increased trends within first 90 days, the
almost unchanged values of soil pHs were found in
both of the soils throughout the whole period of
incubation of 180 days. Application of BS was found to
be increased the soil pH linearly with their increase
doses regardless of water contents and soil conditions.
Khan, et al., (1996) reported that the application of BS
at the rate of 12 t ha in acid sulfate soil raised the soil
pH from 5.3 to 7.4. The rise of soil pH in present study

3.2 Changes in water-soluble iron and aluminium
Iron is mostly a pH dependent element. The amount
of water-soluble Fe was low throughout the incubation
time and the quantity was found to be decreased with
the increment of pH in both the soils as compared with
the control (Figure 2). The leased amount of Fe were
determined in the soils of high pH as a result of BS at
33 t ha under saturated condition in both the soils

Treatment
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Water-soluble Fe (c mol/kg)

Water-soluble Al (c mol/kg)

also remained almost similar range, which might be
due to the washout of soluble sulfate and/or in the
formation of insoluble sulfate compounds like gypsum,
akaganeite (Bigham, et al., 1990).

The increase in soil pH or in other way, it can be
expressed in the reducing capacity of BS by releasing
exchangeable cations in the acid sulfate solution was
found to be the highest after180 days of incubation
with each of the moisture condition and treatment in
both the soils. This might be due to the reduction of
produced acids with the released basic ions with the
passes of time and the slow releasing of basic ions from
the BS might hold the steady increase in pHs of the
soils. Throughout the incubation period, it was noticed
that the potentiality of BS as a liming material will be
effective for reducing the acidity of acid sulfate soils
for long time. To maintain a reasonably good
conditioned soil for growing crops, the soil should be
amended at saturated soil condition followed by the
application of BS at 33 t ha™'. The BS was also reported
effective in increasing soil pH as well as maintained
favorable soil conditions (Abbaspour, et al., 2004;
Alves, et al., 2006 and Khan, et al., 2006b).

followed by the condition of field capacity and
wetting-drying cycle. The steepest fall in the
concentration of the Fe were observed with the
application of lime (Khan et al., 1996). They also
reported that the concentration of K, Ca and Mg were
increased while the concentration of Fe and Mn
decreased in the ASSs.

Treatment

TO=Control; T1=Basic slag (BS)@11; T2=BS@22; T3=BS@33 t ha™'; M1=Saturated condition; M2=Wetting-Drying cycle;

and M3=Moisture at field condition

Figure 2 Effcets of basic slag and moisture regimes at the end of incubation times on water-soluble Fe and Al ions in the soils.
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The availability of Al is also highly pH dependent,
i.e. available at the lower pH value of <4.5 and the
higher pH of > 10 (Donahue et al., 1987). With the
amendments through BS, the pHs of both the soils were
found to be increased strikingly as compared with the
initial pHs, which resulted the low availability of Al.
The amount of water-soluble Al in both the soils was
found to be decreased under saturated condition.
Cheringa soil was found to be content more, Al, which
might be due to their initial high potential acidity as
compared with Badarkhali soils. Application of BS of
33 and 22 t ha' were found to be effective in
decreasing Al contents in both the soils regardless of
moisture regimes. The BS at 33 t ha™' exerted more
detrimental effect regarding the availability of Al,
which reduced to almost half of the amounts of its
initial contents in these soils (Figure 2).

3.3 Changes in exchangeable iron and aluminium

The results showed that the contents of exchangeable
iron remarkably decreased with time. The lowest
content of Fe?" was determined by the highest dose of
BS (33 t ha) under saturated conditions in both the
soils where the corresponding pH rises at highest levels
of 5.1 at Cheringa and 5.2 at Badarkhali soils (Figure
1). So, the exchangeable Fe** was found to have
negative relationship with their corresponding pH.

The initial very high contents of exchangeable AI’*
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‘ 52
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in both the ASSs were found to be decreased strikingly
with the higher dose of BS regardless of moisture
regimes (Figure 3). The maintenance of saturated
moisture condition of soil was found to be more
suitable practice in order of decrement in contents of
exchangeable AI’" in both the soils followed by
moisture at field capacity and wetting-drying cycle.
The amounts of exchangeable AI’* was very high in
Badarkhali soil as compared with Cheringa soil, which
might be due to the variation in their corresponding pH
level. The lowest value of exchangeable AI’" was
recorded by the higher rates of BS (33 t ha) as 3.56 ¢
mol kg' in Cheringa soil and 3.32 ¢ mol kg in
Badarkhali soil under the moisture at saturation
condition. The second lowest contents were found for
the condition of moisture at wetting-drying cycle (3.86
¢ mol kg' for Cheringa and 3.67 ¢ mol kg for
Badarkhali soils) followed by the condition of field
capacity (4.0 ¢ mol kg for Cheringa and 4.1 ¢ mol kg
for Badarkhali soils) having the treatment of BS 33 t
ha™. The lower doses of BS (11 and 22 t ha™") exerted
comparatively the higher contents of exchangeable AI**
in both the incubated ASSs. It was noticed that the
exchangeable Al in ASSs fell steeply as soon as pH
rose above 4.0 (Gotoh and Patric, 1974; Hart, 1959).
Moreover van Breemen (1973 and 1976) has shown
that Al activity was inversely related to pH, increasing
roughly 10 folds per unit pH decrease.

Treatment

Badarkhali soil

5.2

4.1
3.07 '

’ M3

y
A
S M2
v

Treatment

TO0=Control; T1=Basic slag (BS)@11; T2=BS@22; T3=BS@33 t ha'; M1=Saturated condition; M2=Wetting-Drying cycle;

and M3=M oisture at field condition

Figure 3 Effcets of basic slag and moisture regimes at the end of incubation times on Exchangeable Fe and Al ions in the soils.
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4. Conclusions

From the results, it was revealed that the Fe and Al
toxicity of the studied acid sulfate soils (ASSs) were
remarkably decreased by the application of basic slag
(BS). Moisture at saturated condition was found to be
best for the reduction of these ions in both the soils,
which will be supportive for planning of crop
production on these soils. The highest dose (33 t ha™)
of BS in Cheringa and Badarkhali ASSs were found to
be reduced the acidity of these soils at desirable pH
(pH>5) levels under same moisture conditions. The
present findings suggest that by the use of BS or material
rich in basic cations in these soils is a pre-requisite to be
brought into productive land in order of quick reduction
of acidity problems.
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Abstract: Separating the rib cages and lungs from other irrelevant structures in a given chest x-ray image is
a major problem for the professionals of medical domain involved in chest x-rays. To provide an algorithm
and automation solution for separating chest x-ray structures especially rib cages and lungs are the main
focus of this thesis. An algorithm has been proposed using object recognition and template matching
techniques of image processing domain. The results of the proposed solution have been verified for
different chest x-ray images and it works with complete accuracy and efficiency. The proposed algorithm
can be enhanced to accommodate the study of structures in chest x-ray image and report any
inconsistencies. The Journal of American Science. 2009;5(4):43-48]. (ISSN 1545-1003)

Keywords: Image Processing, Computer vision, Gray Scale conversion, Threshold, Segmentation

1. Introduction The rest of the paper is organized as follows;
Medical related systems have been related work is discussed in section 2, section 3
developed in industry to facilitate humans. In the describes our proposed methodology, section 4 is
early days of computer systems, the development about results and discussions, then comes
of such systems was confined to research conclusion and at the end future
laboratories. Since then many systems have been recommendations and references are provided.
developed in the industry. Many of them have
been very successful, which has created a 2. Related Work
demand for development of such systems. An algorithm for the automatic detection
However, many others have been less successful, of rib borders in chest radiographs is presented
and have never been taken into operation. An (Zhanjun Yue et al., 1995). According to the
important reason for this is that the art of algorithm it first determines the thoracic cage
developing the Medical was not well understood boundary to restrict the area of search for the
and the other factor is of cost effectiveness. ribs. It then finds approximate rib borders using
The chest X-rays in the medical science knowledge-based Hough transform. Finally, the
for investigation and diagnoses of disease is very algorithm localizes the rib borders using an
important. The medical doctors are being misled active contour mode
due to irrelevant structures present in the X-rays. Automatic detection of abnormalities in chest
The focus of the thesis is to process chest x-ray radiographs using local texture analysis is also
images and differentiate its different parts. Main presented (Bram Van Ginneken et al., 2002).
idea is separating the rib cages as they are of This is a fully automatic method to detect
utmost importance. Rib cages are differentiated abnormalities in frontal chest radiographs which
from lungs and any other data that may occur are aggregated into an overall abnormality score.
due to noise effectively and efficiently. Another algorithm for lung field segmentation in
An algorithm has been proposed which separate digital postero-anterio chest radiographs has
the rib cages from other structures in four steps. been devised (Paola Campadelli and Elena
The final structure produced by the algorithm is Casiraghi). This is a lung field segmentation
more readable and understandable for not only method, working on digital Postero-Anterior
the doctors but also for the common man. chest radiographs. The lung border is detected by
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integrating the results obtained by two simple
and classical edge detectors, thus exploiting their
complementary advantages. The method makes
no assumption regarding the chest position, size
and orientation; it has been tested on a non-trivial
set of real life cases, composed of 412
radiographs belonging to two different databases.
An automatic segmentation of lung areas based
on SNAKES and extraction of abnormal areas is
also discussed (Yoshinori Itail et., al). It is a
segmentation method for lung areas based on
SNAKES without considering any manual
operations.  Furthermore,  abnormal area
including ground-glass opacity or lung cancer is
classified by voxel density on the CT slice set.
Experiment is performed employing nine thorax
CT image sets and satisfactory results are
obtained.

3. Proposed Methodology

3.1 Conversion of Image to gray-scale

The first step was to convert the image
to gray scale. That’s because, for the purposes of
our processing, we only need to separate the
solid regions of the rib cage from all other
regions. For doing that, gray scale image is good
enough. So by converting the image to gray
scale, the processing time is reduced and a faster
algorithm is produced. The proposed algorithm
with reference to its implementation in MatLab
works as under.
1:- The proposed algorithm will be given an
image as input.

| = imread (image path);

2:- As this image is expected to be present in
colored form. So it is necessary to convert it into
gray scale for low memory consumption and
efficient processing

I = rgh2gray(l);

3.2 Histogram equalization

The second step performs
histogram equalization.This is performed in
order to spread the gray scale intensities in the
image over the whole possible range of gray
scale intensities. This helps the solid regions in
the ribs become more prominent than the rest of
the image and hence be detected easily. The
process is performed in the following steps
1:- Peform histogram equalization

http://www.americanscience.org

44

This process differentiate intensities of structures
those are present in the image

I = histeq(l);

imshow(l);

pixval on;

2:- Getting the size of Image:

[y x]=size(1);

3.3 Threshold

Threshold is performed to separate the
region spanned by the boundary of the ribs from
the outer region. The process is carried out in the
following steps.
1:- Getting the size of Image:

[y x]= size(l);
2:- Finding threshold and extracting boundaries
of rib cages
for r=1:y
for c=1:x
if I(r,c) > 150
I(r,c) =0;
end
end
end
imshow();
pixval on;

3.4 Edge Dection:

If the pixel values change abruptly,
consider it as a transition from lung to rib and
vice versa. Now we have lugs and rig canes
structures and they are not interconnected .The
edges of images of lungs and rib cages are
detected in this step. Then follows the most
important step i.e. detecting the edges of the ribs.
Since the intensity of the data at the edges
changes frequently, use of a simple threshold
function sufficed. If intensity of image changed
abruptly from a lower gray scale value to a
higher gray scale value, the algorithm recognizes
it as the start of the rib-cage region and includes
all the following pixels as the rib-cage, until the
intensity changes abruptly from higher to lower
gray scale value, which is recognized as the end
of the rib region
max= 4,
min=-4;
maxflag=0;
1A=l
IA=double(lA);
for c=1:x

for r=1:y-1
((IA(r+1,c)-1A(r,c))>max & maxflag~=1)
I(r,c)=0;
maxflag=1;
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continue;
end
if ((1A(r+1,c)-1A(r,c))
<min & maxflag~=0)
maxflag=0;
continue;
end
if maxflag==
IA(r,c)=0;
end
end
end
IA=uint8(lA);
imshow(l1A);
pixval on;

3.5 Local averages
It was recognized that gray scale
intensity that represented solid region at one
point in image represented a non solid region at
some other point in the image. Hence the use of
all previous techniques left some errors in the
output. Finally, a step was used known as use of
local averages. In this step, square blocks of
some suitable size are used and moved over the
whole image. In each block, average is taken
for ro=1:40:y-40
for co=1:40:x-40
for ri=ro:ro+39
for ci=co:co+39
sum=sum-+I(ri,ci);
end
end
average=sum / 1600;
average =average + ( .6 * average );

for ri=ro:ro+39
for ci=co:co+39
if I(ri,ci) ==
continue;
end
if I(ri,ci) < average
I(ri,ci)=0;
else
I(ri,ci)=255;
end
end
end
sum = 0;
end
end
I=uint8(1);
figure;
imshow(l);
pixval on;
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over intensities of all pixels. This average
represents the threshold. In this block, all the
pixels below this threshold are set to zero, and
ones above it are recognized as solid ribcage
data.
forr=1:y
for c=1:x
if (1A(r,c) >0 & IB(r,c) > 0)
I(r,c)=I(r,c);
else
I(r,c)=0;
end
end
end
figure;
imshow(l);
pixval on;

3.6 Finding rib cages:

Move square blocks of empirical size
over the image take average gray level in these
block the ribs should be ones above the gray
level
I=double(l);
sum=0;
average=0;

3.7 Removing noise pixels:

Check the neighbors of a white pixel if
any of them is black, then the current pixel is one
of the noise pixels

IC=l;
for r=2:y-1
for c=2:x-1
if IC(r,c)==255
if (1C(r,c+1)==0] IC(r,c-1)==0)
I(r,c)=0;
end
end
end
end
imshow(l);
pixval on;

3.8 Making Regions clearer:

Grow regions and delete those who are
smaller than 4
counter=0;
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for r=1:y
for c=1:x
if (1(r,c)==254)
continue;
end 4. Results and Discussions
if (1(r,c) >0) The above-mentioned procedure
[I counter]=markA(l, r, c, counter); produces results that work for 80% images. The
end benefit of using this procedure is that its very
if ( counter > 0 && counter < 4) simple and fast to implement and execute. It
counter=0; does not involve any complicated mathematical
[I counter]=mark_black4(l, r, ¢, counter); analysis etc. which are very typical in image
end processing applications. Hence, this algorithm is
. counter=0; end better than many others that perform the same
en

figure; imshow(l); pixval on;

Figure 1: Original Image
This is the image on which | will apply my
algorithm to find out rib cages from this image. It
can be easily downloaded from Internet or can be
obtained by scanning the real chest x-ray image.
This image has rib cages, lungs and other
structures due to noise. My algorithm will
separate lung cages from this image. My ribs
become more prominent than the rest of the
image and hence are detected easily.

http://www.americanscience.org

job, because of its simplicity and low complexity
and fast execution. Our proposed algorithm is
explained using figures below.

Figure 2: Performing Histogram Equalization
The gray scale intensities in the image are spread
over the whole possible range of gray scale
intensities. This helps the solid regions in the
ribs become more prominent than the rest of the
image and hence be detected easily
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Figure 3: Applying Threshold
Threshold is performed to separate the region
spanned by the boundary of the ribs from the
outer region.

24 E1E = ]
Figure 4: Getting transitions from lung to rib &
vice versa

Detecting the edges of the ribs. If intensity of
image changed abruptly from a lower gray scale
value to a higher gray scale value, the algorithm
recognizes it as the start of the rib-cage region
and includes all the following pixels as the rib-
cage, until the intensity changes abruptly from
higher to lower gray scale value, which is
recognized as the end of the rib region.
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Figure 5: Getting the rib cages

Square blocks of some suitable size are used and
moved over the whole image. In each block,
average is taken over intensities of all pixels.
This average represents the threshold. In this
block, all the pixels below this threshold are set
to zero, and ones above it are recognized as solid
ribcage data.

Figure 6: Change color of pixels to white
The color of rib cages is set to white to enhance
vision. It is clearer now as it can be seen in the
figure.
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Figure 7: Finally finding the rib cages
The final shape of rib cages is much clearer now
as can be seen in the figure. The final image
depicts clearly the structure of rib cages and any
inconsistencies that may be present in the rib
cage structure.

5. Conclusion

Refined information retrieval in Chest
X-ray images is the main focus of our research.
We have developed a simple and efficient
algorithm, which separates rib cages and lungs
from other structures in chest, x-rays. The
algorithm is based on much simpler concepts of
image processing naming grey scale conversion,
histogram equalization, finding threshold, edge
detection, finding local averages, finding rib
cages and finally removing irrelevant data.

6. Future Recommendations

The presented algorithm can be
indulged to develop an online expert system for
diagnosis of chest x-ray diseases. The system can
be used to study structures in chest x-rays and
report any inconsistencies. Expert system can
study the structures and devise proper diagnosis
for diseases and inconsistencies.
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Abstract: Model for predicting the concentration of sulphur removed during temperature enhanced oxidation of
iron oxide ore has been derived. The model;
%S = (Lol )
LogT

was found to predict the concentration of sulphur removed, very close to the corresponding %S values obtained
from the actual experimental process. It was found that the model is dependent on the values of the treatment
temperature used during the desulphurization process. The validity of the model is believed to be rooted in the
expression [(T)"*] = a/k, where both sides of the relationship are correspondingly almost equal. The positive
or negative deviation of each of the model-predicted values of %S from those of the corresponding experimental
values was found to be less than 37% which is quite within the range of acceptable deviation limit of

experimental results, hence showing the validity and usefulness of the model for predictive analysis.
[Journal of American Science 2009;5(4):49-54]. (ISSN: 1545-1003).

Keywords: Model, Prediction, Sulphur Removed, Oxidation, Temperature, Iron Oxide Ore.

1. Introduction

Agbaja iron ore deposit is the largest known
Nigerian iron ore deposit estimated at 1250 metric
tonnes of ore reserve. It consists of oolitic and
pisolitic structures rich in iron oxides, in a matrix that
is predominantly clay.The principal constituent
mineral is goethite, with minor hematite, maghemite,
siderite, quartz, kaolinite pyrite and an average of
0.09%S (Uwadiele,1984).

An intensive and selective oil agglomeration of
Agbaja iron ore has been carried out (Uwadiele,
1990). The researcher, starting from the crude ore Fe
content (45.6%), concentrated the ore by oil
agglomeration technique to 90% Fe recovery and
65% Fe assay. He stated that the ore require grinding
to minus Sum to effect adequate liberation. These
results were obtained at optimum pH 9. Successful
studies on the effect of temperature on magnetizing
reduction of Agbaja iron ore have been carried out
(Uwadiele and Whewell, 1988). The results of the
investigation showed that the fine-grained oolitic
Agbaja iron ore, which is not responsive to
conventional processing techniques, can be upgraded
by the magnetizing reduction method with an Fe
recovery of 87.3% and Fe assay of 60% at 600°C.

Attempt has been made to enhance concentrate
Fe recovery (Kulkarni and Somasundaran, 1980). The
researchers stated that concentrate Fe recovery
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decreases progressively below pH 8. In this pH
region, oleate used is present as dispersion of oleic
acid, and its adsorption on the surface of the iron
oxides is similar to the process of hetero-coagulation
involving positively charged iron oxide particles and
negatively charged oleic acid droplet.

Agbaja oolitic iron ore, which has not been
responsive to so many upgrading processes, has been
upgraded to 73.4% Fe assay (starting from as-
received concentrate assaying 56.2%Fe) by under
taking a process referred to as pyrometallurgical-
oxidation method (Nwoye,2008). Main parameters
investigated were the effects of treatment temperature
and oxidant (KClO;) on the upgrading process. It was
established that 800°C is the optimum temperature for
the upgrading step considering the range of
temperature used (500-800°C). It was observed from
results of the investigation that both oxidant and
temperature increase (up to 12g per 50g of iron ore
and maximum of 800°C respectively) during the
process are vital conditions for improving on the
grade of the ore concentrate.

Nwoye et al (2009) derived a model for
computational analysis of the concentration of iron
upgraded during dry beneficiation of iron oxide ore.
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The model,
%Fe = 2.25[(In (T/w))>*1 (1)

shows that the concentration of upgraded iron is
dependent on the treatment temperature T, used when
the mass of iron oxide ore ., added is constant.

Nwoye (2008) carried out desulphurization of
Agbaja iron oxide ore concentrate using solid
potassium trioxochlorate (V) (KCIOs) as oxidant. The
concentrate was treated at a temperature range 500 —
800°C. The results of the investigation revealed that
simultaneous increase in both the percentage of the
oxidant added (up to 15g per 50g of ore) and
treatment temperature (maximum 800°C) used give
the ideal conditions for increased desulphurization
efficiency. This translates into high desulphurization
efficiency when both oxidant concentration (up to
15g per 50g of ore) and treatment temperature
(maximum 800°C) are high.

The mechanism and process analysis of
desulphurization of Agbaja iron ore concentrate using
powdered potassium trioxochlorate (v) (KCIO;) as
oxidant has been reported (Nwoye, 2009).
Concentrates were treated at a temperature range 500
— 800°C. Results of the process analysis indicate that
oxygen required for the desulphurization process was
produced following decomposition of KCIO; within a
temperature range 375-502°C. It was observed that
this temperature range is the Gas Evolution
Temperature Range (GETR) for sulphur present in
Agbaja iron ore. Sulphur vapour and oxygen gas
produced at this temperature range were believed to
have reacted to form and liberate SO,. The process
analysis suggests that the mechanism of the
desulphurization process involves gaseous state
interaction between oxygen and sulphur through
molecular combination. The results for the extent of
desulphurization reveal that simultaneous increase in
both the percentage of the oxidant added and
treatment temperature used (up to 15g KClO; per 50g
of ore and maximum of 800°C respectively) are the
ideal conditions for the best desulphurization
efficiency.

Investigations made by Bardenheuer and Geller
(1934) indicated that the sulphur transfer from metal
to slag or slag to gas during desulphurization involves
oxygen transfer in the opposite direction. They
posited that the mechanism of such desulphurization
involves oxidation of sulphur resident in the metal or
slag by oxygen from the slag through ionic exchange
between the oxygen and sulphur, since the whole
system is made up of liquid/molten condition during
this process.They maintained that oxygen in the slag
comes from CaO, which is one of the products of
decomposition of CaCOj; deposited into the slag as a
slag forming agent.

St Pierre and Chipman (1956), on studying gas-
slag system during iron making discovered that at
oxygen partial pressure below about 107 atm.,
sulphur dissolves in the melt as sulphide ions; at
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oxygen partial pressure higher than 10~ atm., sulphur
enters the melt as sulphate ions. In both cases, they
stated that both the sulphide and sulphate ions leave
the furnace through the slag. They therefore
concluded that the mechanism of such
desulphurization process is oxidation of sulphur by
oxygen from the slag through ionic exchange between
the two participating elements.

It was found by Turkdogan and Darken (1961)
that at a temperature well below about 1600°C, the
pyrosulphate reaction also occurs. They found that
this reaction was an enhancement to the
desulphurization process actually taking place in the
furnace. Also oxygen for this process was found to
come from the slag, engaging sulphur in ionic
exchange; being the mechanism of such process.

It was discovered that one of the most important
factors influencing the desulphurization process
during iron making is the state of oxidation of the
bath (Pehlke et.al 1975) .

Nwoye et al. (2009) derived a model for the
predictive analysis of the concentration of sulphur
removed as result of the molecular-oxygen-induced
desulphurization of iron oxide ore (potassium chlorate
being the oxidant). The model;

%S =] 0.0415 2)
Logy

was found to predict the concentration of sulphur
removed, very close to the corresponding %S values
obtained from the actual experimental process. It was
found that the model is dependent on the values of the
weight-input of the oxidant y, (KCIO;) during the
desulphurization process. The validity of the model is
believed to be rooted in the expression k,[(y)""**] =T/a
where both sides of the expression are correspondingly
almost equal. The positive or negative deviation of
each of the model-predicted values of %S from those
of the corresponding experimental values was found to
be less than 33% which is quite within the range of
acceptable deviation limit of experimental results.

Nwoye et al (2009) derived a model for
computational analysis of the concentration of
sulphur removed during oxidation of iron oxide ore
by powdered potassium chlorate. The model;

%S =] _0.0357 3)
Loga

indicates that the predicted %S is dependent on the
weight-input of KCIO; o, added during the
desulphurization process. The maximum deviation of
the model-predicted values of %S from those of the
corresponding experimental values was found to be
less than 37%

Model for predicting the concentration of sulphur
removed during gaseous desulphurization of iron
oxide ore has been derived by Nwoye et al. (2009).
The model;
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%S =| _0.0745 @)
LogT

shows that the predicted %S is dependent on the
treatment  temperature T, used during the
desulphurization process.

The aim of this work is to derive a model for
predicting the concentration of sulphur removed
during temperature enhanced oxidation of Agbaja
(Nigerian) iron oxide ore

2. Model

The solid phase (ore) is assumed to be stationary,
contains some unreduced iron remaining in the ore. It
was found (Nwoye, 2008) that oxygen gas from the
decomposition of KClO; attacked the ore in a gas-
solid reaction, hence removing (through oxidation)
the sulphur present in the ore in the form of SO,
.Equations (5) and (6) show this.

2K CIO; (s) —» 2KCl s T 30, @ (5)
S(S) Heat S(g) +0, o —» SO, (© (6)

2.1 Model Formulation
Experimental data obtained from research work

(Nwoye,2007) carried out at SynchroWell Research
Laboratory, Enugu were used for this work. Results
of the experiment as presented in report ( Nwoye,
2007) and used for the model formulation are as
shown in Table 1.

Computational analysis of the experimental data
shown in Table 1, gave rise to Table 2 which indicate
that;

[(T)"S]= a/k, (approximately) (7)
K [(D™] =a @®)

Taking logarithim of both sides
Log (k[(T)"*])= Log a ©)
Logk,+Log [(T)"*]) = Loga (10)
Logk,+ v %SLogT = Loga (11)
v%SLogT= Loga - Logk, (12)
%S = __ Logo - Logk, (13)

v LogT

Introducing the values of a , k, and y into equation
(13) (since the are constants) and evaluating further,
reduces it to;

%S = 0.1011 (14)
LogT
Therefore
%S = D¢ (15)
LogT
Where

%S = Concentration of sulphur removed
during the pyrometallurgical-oxidation
process.

k, = 8.30 (Decomposition coefficient of
KClOsrelative to its weight input (10g
per 50g of the iron ore) determined in
the experiment (Nwoye,2007)

(y)= 0.8 (Temperature coefficient relative
to weight-input of KCIO;) determined
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in the experiment (Nwoye,2007)

(a) = Weight of KCIO; added as oxidant (g)

T = Treatment temperature used for the
process (°C)

D¢=0.1011 (Assumed desulphurization
enhancement factor)

Table 1: Variation of concentration of sulphur
removed with treatment temperature

(Nwoye,2007)

T (°C) M %S
500 50 0.030
550 50 0.035
600 50 0.040
650 50 0.043
700 50 0.050
750 50 0.055

Table 2: Variation of a/k, with T""*

a/k, T
1.2048 1.1608
1.2048 1.1932
1.2048 1.2272
1.2048 1.2496
1.2048 1.2996
1.2048 1.3381

3. Boundary and Initial Condition

Consider iron ore (in a furnace) mixed with
potassium chlorate (oxidant). The furnace atmosphere is
not contaminated i.e (free of unwanted gases and dusts).
Initially, atmospheric levels of oxygen are assumed just
before the decomposition of KCIO; (due to air in the
furnace).Weight, M of iron oxide ore used; (50g), and
treatment time; 360secs. were used. Treatment
temperature range; 500-750°C, ore grain size; 150um,
and weight of KCIO; (oxidant); 10g were also used.
These and other process conditions are as stated in the
experimental technique (Nwoye, 2007).

The boundary conditions are: furnace oxygen
atmosphere due to decomposition of KCIOj; (since the
furnace was air-tight closed) at the top and bottom of
the ore particles interacting with the gas phase. At the
bottom of the particles, a zero gradient for the gas scalar
are assumed and also for the gas phase at the top of the
particles. The reduced iron is stationary. The sides of
the particles are taken to be symmetries.

4. Model Validation

The formulated model was validated by direct
analysis and comparison of %S values predicted by the
model and those obtained from the experiment for
equality or near equality.

Analysis and comparison between these %S values
reveal deviations of model-predicted %S values from
those of the experiment. This is attributed to the fact
that the surface properties of the ore and the
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physiochemical interactions between the ore and the
oxidant (under the influence of the treatment
temperature) which were found to have played vital
roles during the oxidation process (Nwoye, 2007) were
not considered during the model formulation. This
necessitated the introduction of correction factor, to
bring the model-predicted %S values to those of the
experimental %S values (Table 3).

Deviation (Dv) (%) of model-predicted %S values from

experimental %S values is given by
Dy = PmDE

Jx 100
DE

Dp = Predicted %S values from model

DE = Experimental %S values

Correction factor (Cf) is the negative of the deviation
ie

(16)

Where

Cf

Therefore
Cf —-[DQDE] x 100
DE

Introduction of the corresponding values of Cf from
equation (18) into the model gives exactly the
corresponding experimental %S values (Nwoye,
2007).

5. Results and Discussion

The derived model is equation (14) or (15). A
comparison of the values of %S from the experiment
and those from the model shows minimum positive
and negative deviations less than 37% which is quite
within the acceptable deviation limit of experimental
results hence depicting the reliability and validity of
the model. This is shown in Table 3.

The validity of the model is believed to be rooted
in equation (7) where both sides of the equation are
correspondingly almost equal.

Table 2 also agrees with equation (7) following the
values o/k, and T"” evaluated from Table 1 as a
result of corresponding computational analysis. The
value 0.1011 has a direct relationship with the value
of %S as shown in equation (14). This indicates that
the constant contributes directly (as a multiplying
factor) to the predicted concentration of sulphur
removed from the ore. Based on the foregoing, the
constant is denoted as desulphurization enhancement
factor Dy

Table 3: Comparison between %S removed as
predicted by model and as obtained from experiment.
(Nwoye ,2007)

= Dv (17)

(18)

%Sexp %Sy | Dv (%) | Cf (%)
0.030 | 0.0375 | +25.00 | -25.00
0.035 | 0.0369 | +543 | -5.43
0.040 | 0.0364 | -9.00 | +9.00
0.043 | 0.0360 | -16.28 | +16.28
0.050 | 0.0355 | -29.00 | +29.00
0.055 | 0.0352 | -36.00 | +36.00
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Where
%Sexp = %S values from experiment
(Nwoye,2007)
%Snm = %S values predicted by model

6. Conclusion

The model predicts the concentration of sulphur
removed during temperature enhanced oxidation of
Agbaja iron oxide ore. The validity of the model is
believed to be rooted in equation (7) where both sides
of the equation are correspondingly almost equal. The
deviation of the model-predicted %S values from
those of the experiment is less than 37% which is
quite within the acceptable deviation limit of
experimental results.

Further works should incorporate more process
parameters into the model with the aim of reducing
the deviations of the model-predicted %S values from
those of the experiment
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Abstract: In this paper we study the Chlamydia Bacteria Infections. The authors especially try to find the effect of
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1. Introduction

A lot of work has been reported dealing with
Chlamydia. Relevant publications are Thylefors et al.,
(1995); Ward (1995); Aldous et al., (1992); Campbell
and Kuo, (2003); Mathews et al.,(1999); Shaw et al.,
(2000); Hsia et al., (1997); Fields and Hackstadt (2000);
Fields et al.,(2003); Rockey and Matsumoto,(1999);
Beagley and Timms, (200); Wilson et al., (2003);
(2004); Yang and Brunham, (1998); Dreses
Werringloer et al., (2001) and Magee et al.,(1995) to
mention but a few .

Chlamydia is a sexually transmitted disease caused
by an organism called Chlamydia trachomatis, which is
considered to be a type of bacteria. The National
Institute of Allergy and Infectious Diseases estimate
that the cost of Chlamydia infections and subsequent
complications exceeds $2 billion annually.

Sexually transmitted diseases (STDs) are among
the most common infectious diseases in the United
States today, affecting more than 13 million men and
women annually. Among the more than 20 STDs that
have now been identified, chlamydia is the most
frequently reported, with an estimated 4 million new
cases each year. In Illinois, there were 50,559 cases of
chlamydia reported in 2005. Most of these cases--71
percent--occurred among persons 15- to 24-years-old.

Chlamydia is known as a "silent" disease because
75 percent of infected women and at least half of
infected men have no symptoms. If symptoms do occur,
they usually appear within 1 to 3 weeks of exposure.
Symptoms, if any, might include an abnormal vaginal
discharge or a burning sensation when urinating. The
infection is often not diagnosed or treated until there are
complications.
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The infection first attacks the cervix and urethra.
The infection spreads from the cells of cervix to the
uterus, to fallopian tubes, ovaries and cause pelvic
inflammatory disease (PID). Some women may still
have no signs or symptoms, which is why it is often
transmitted from one sexual partner to another without
either knowing. However, if they do have symptoms,
they might have lower abdominal pain, pain in the lower
pelvic region, low back pain, nausea, fever, pain during
sex, pain on passing urine, frequency passing urine,
bleeding between menstrual periods and an examination
may show a yellowish pussy inflammation of the cervix.
Women are often reinfected, meaning they get the STD
again, if their sex partners are not treated. Reinfections
place women at higher risk for serious reproductive
health complications, including infertility. If untreated,
chlamydia infection can cause serious reproductive and
other health problems. Like the disease itself, the
damage that chlamydia causes is often "silent", that is
pelvic inflammatory disease (PID). This happens in up
to 40 percent of women with untreated chlamydia. PID
can cause:

Infertility. This is the inability to get pregnant.
The infection scars the fallopian tubes, keeping
eggs from being fertilized.

An ectopic or tubal pregnancy. This means
that a fertilized egg starts developing in the
fallopian tube instead of moving into the
uterus. This is a dangerous condition that can
be deadly to the woman.

Chronic pelvic pain. Pain that is ongoing,
usually from scar tissue.
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Epidemiology of Chlamydia Bacteria Infections

Women who have chlamydia may also be more
likely to get HIV, the virus that causes AIDS, from a
person who is infected with HIV. Because of the
symptoms  associated with chlamydia, infected
individuals have a three- to five-fold increase in the risk
of acquiring HIV (the virus that causes AIDS) if
exposed to the virus during sexual intercourse. In
people having anal sex with a partner who has
chlamydia, the bacteria can cause proctitis, which is an
infection of the lining of the rectum. The bacteria
causing chlamydia infections can also be found in the
throats of people who have oral sex.

In pregnant women, chlamydia infections may lead
to premature delivery. Babies born to infected mothers
can get infections in their eyes, called conjunctivitis or
pinkeye, as well as pneumonia. Symptoms of
conjunctivitis include discharge from the eyes and
swollen eyelids, usually showing up within the first 10
days of life. Symptoms of pneumonia are a cough that
steadily gets worse and congestion, usually showing up
within three to six weeks of birth.

Men with symptoms might have a discharge from
the penis and a burning sensation when urinating which
may range from clear to pussy. Men might also have
burning and itching around the opening of the penis or
pain and swelling in the testicles/scrotum, or both.This
can be a sign of epididymitis, an inflammation of a part
of the male reproductive system located in the testicles.
Both PID and epididymitis can result in infertility.

Untreated chlamydia in men typically causes
infection of the urethra, the tube that carries urine from
the body. Infection sometimes spreads to the tube that
carries sperm from the testis. This may cause pain,
fever, and even infertility.

Other complications include proctitis (inflamed
rectum) and conjunctivitis (inflammation of the lining
of the eye). A particular strain of chlamydia causes
another STD called lymphogranuloma venereum, which
is characterized by prominent swelling and
inflammation of the lymph nodes in the groin.

Despite the availability of publications on the
subject matter, very little had been done on the
Chlamydia in developing Countries. Most recently
Walraven et al., (2001) emphasized on the burden of
reproductive - organ disease in rural women in The
Gambia, West Africa. It was recently that Jorn et al.,
(2008) worked on Chlamydia trachomatis infection as a
risk factor for infertility among women in Ghana, this is
the first study that investigated the association between
C. trachomatis infection and infertility among women in
Ghana. In developing countries, data about the
prevalence of Chlamydia bacterial infections and their
complication, such as infertility, is very scarce because
of the fact that reliability test assays are too expensive
and too complex for routine use in resource — limited
settings.
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2 Classification of Chlamydia

Chlamydia is small Gram-negative cocci and is
intracellular parasites. All three species; psittaci,
pneumoniae, and trachomatis can cause respiratory tract
infections. C psittaci and pneumoniae infections are
more frequently found in older children and adults. C
trachomatis is usually associated with ocular and genital
infection as well as neonatal pneumonia. It rarely causes
respiratory tract infections in normal healthy adults. The
genus chlamydia comprises of 3 species - C psittaci, C
trachomatis and the TWAR agent. C trachomatis is the
most common member of the chlamydia genus known
to infect man and is most common transmitted by the
sexual route; an animal reservoir is not recognized. C
psittaci is a zoonotic infection where avian species are
the main natural hosts and man becomes incidentally
infected. The TWAR agents were considered to be more
closely related to C psittaci but now appear to be a
single distinct species with no recognized animal
reservoir.

e Chlamydia_Psittaci

Human C psittaci infection acquired from
psittacine birds (parrots) is termed psittacosis. It is
called ornithosis when contracted from other sources.
These terms can be unhelpful, particularly when patients
with proven C psittaci infection have no known bird or
animal contact. C psittaci infection can be acquired
from pet birds and also turkeys and ducks. There had
been outbreaks associated with duck processing plants.

The incubation period is usually 7 to 10 days.
Patients present with a rapid onset of headache, chills,
fever and non- productive cough. All patients with
community acquired pneumonia should therefore be
questioned about recent foreign travel and bird contact.
Respiratory symptoms can be absent and these patients
may often present with CNS features. Infection may
also be associated with other extrapulmonary
manifestations such as abdominal pain, vomiting,
headache, myalgia, fever, hepatitis, endocarditis and
Stevens-Johnson syndrome.

e Chlamydia_Pneumoniae

Previously known as TWAR agents (Taiwan acute
respiratory). Serological studies indicate that all C
pneumoniae strains are very closely related and genetic
studies have shown that they have more than 94% DNA
homology with each other but less than 10% homology
with the two other chlamydial species. The REA
patterns of C pneumoniae isolates are similar to each
other, but distinct from other chlamydial species. C
pneumoniae infections are distributed worldwide and 20
to 70% of adults have serological evidence of previous
infection. Infection is wusually acquired by the
respiratory route. C pneumoniae is rare in children less
than 5 years of age and is most frequently found in
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schoolchildren and adults. Epidemics occur every few
years. 70 to 90% of C pneumoniae infections are
subclinical and reinfection may occur. C pneumoniae
produces similar clinical symptoms to mycoplasma
pneumoniae and respiratory viruses. There are reports
linking C pneumoniae to myocardial and endocardial
disease.

2.1 Methods of Diagnosing Chlamydia

Serology - the CFT is the most widely used
method for diagnosing chlamydial infections in
the UK. A result of 256 or more is consistent
with are recent infection. The micro-
immunofluorescence test can be used to
distinguish  between C psittaci and C
pneumoniae species, as is the whole cell-
inclusion immunofluorescence test.

Culture - all chlamydial species can be grown
in cell culture. Extreme care must be exercised
with respiratory samples as C psittaci is a
category 3 pathogen. C pneumoniae is the most
difficult species to grow.

Antigen  detection antigen  detection
techniques have been widely used to diagnose
adult genital and ocular infections and neonatal
C trachomatis infection. At present, sputum
samples are not routinely submitted for
chlamydial diagnosis. Some commercial assays
can be used to detect chlamydia in sputum
samples.

PCR - increasing importance is being placed
on molecular techniques to diagnose
respiratory chlamydial infections accurately,
because of difficulties in interpreting
serological results and the problems associated
with culture of C pneumoniae.

Antibody Detection - Many methods have
been employed for the detecting M
pneumoniae antibodies in human serum.
Methods used for the detection of rising titres
of 1gG are suitable for patients of all ages.
However, methods used for detecting IgM are
more suitable for use in younger patients, since

IgMis found less frequently in patients
experiencing  re-infection  (hence  older
patients).

CFT is the mainstay of routine laboratory
diagnosis of M pneumoniae infections.
However, antibodies may not be detected by
this method 7-10 days after the onset of
symptoms and not all culture-positive patients
develop CF antibody or a significant rise in
titre. It is also very difficult to determine the
significance of CFT titres obtained with single
samples of serum, unless they are very high.
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Such high titres can be found many months
after infection and so particularly in the months
following periods of high incidence of M
pneumoniae infection. Demonstration of a
fourfold or greater rise in antibody titre is
required to be reasonably sure of the diagnosis

2.2 Infections of Chylamydia with the
Complications

Chlamydia_Trachomatis
The chlamydia genus is antigenically diverse,

possessing  species, subspecies and type-specific
antigens but share a common genus-specific
lipopolysaccaride antigen (LPS). Within the C

trachomatis species, numerous serotypes are recognized.

C trachomatis (D-K) cause occulogenital infection
and primarily infect the epithelium of the male urethra
and the female cervix and urethra. Symptomatic genital
infection, presenting as a urethritis, is common in males.
Asymptomatic infection in females is much higher, with
a reported incidence of approximately 60% in some
groups.

A._Genital_Infection_in_Men

Genital C trachomatis infection in men usually
presents as an urethritis which may occur
concomittantly with a gonococcal infection.

Non-gonococcal_Urethritis_(NGU)

Non-gonococcal urethritis accounts for more than
100,000 cases reported each year by GUM clinics in
England and Wales. It is estimated that 30 - 58% of
these NGU cases are attributable to C trachomatis
infection.

Post-gonococcal_Urethritis_(PGU)

This syndrome occurs in patients who have been
infected with both N gonorrhoeae and C trachomatis. As
antimicrobial therapy for N gonorrhoeae does not
eradicate C trachomatis, post-gonococcal urethritis
results from the replication of C trachomatis in the
urethra. Isolation of C trachomatis in patients with N
gonorrhoeae treatment ranges from 17.5 to 32%. In
contrast, the detection rate of C trachomatis in patients
treated for N gonorrhoeae infection with urethritis
ranges from 38 to 88%.
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Serotypes Disease Complications
A-C Trachoma -
1-3
Lymphogranuloma venerum -
A-K Non-gonococcal urethritis (NGU) Epididymitis
Male
Post-gonococcal urethritis (PGU) Reiter's
Conjunctivitis Sexually acquired
Proctitis Acrthritis (SARA)
Female Mucopurulent cervicites Salpingitis
Urethritis Perihepatitis
Conjunctivitis Endometritis
Proctitis Infertility
Ectopic Pregnancy
Neonates Conjunctivitis Pneumonia

Complications

A number of complications can arise following
infection with C trachomatis. These include
epididymitis, Reiter's syndrome, sexually acquired
reactive arthritis (SARA), and possibly endocarditis.

There is convincing evidence that epidymitis in
younger men (<35) is associated with C trachomatis
infection and the organism has been demonstrated in
epididymal aspirates. Approximately 50% of the
estimated 500,000 annual cases of acute epididymitis in
the United States are caused by C trachomatis infection.

The classical triad of Reiter's syndrome comprises
of urethritis, conjunctivitis and arthritis. In Asia and
Africa, it is primarily related to GI infections but
whereas in North America and Europe, it is recognized
as a sexually-acquired syndrome following C
trachomatis infection. This syndrome is more common
in males than females.

B._Genital_Infection_in_Women

In contrast to C. trachomatis infections in males,
infection in the female is commonly asymptomatic.
However, the consequences of female infection are far
more serious. The organism infects and replicates within
the epithelium of the cervix and urethra. An ascending
infection with involvement of the upper genital tract can
result in clinical or subclinical pelvic inflammatory
disease (PID), presenting as endometritis, salpingitis or
a perihepatitis (Fitz-Hugh Curtis Syndrome). Tubal
damage may occur which may lead to infertility and
ectopic pregnancy. C. trachomatis is the most important
cause of PID in the developed world accounting for
25% - 50% of the one million cases in the U.S.A

C. trachomatis is recovered from the cervix in 12%
- 31% of women attending GUM clinics in the UK. The
majority of infections are asymptomatic but C
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trachomatis has an important role in mucopurulent
cervicitis. The recovery of C trachomatis from the
cervix of pregnant women attending family planning
clinics in the UK is much lower (3%), but is
epidemiologically important in the light of the neonatal
infections which occur at delivery. C trachomatis has
been recovered from the cervix in 10% - 16% of women
undergoing termination of pregnancy. This indicates the
need to screen women prior to termination of pregnancy
if PID following termination is to be avoided.

In addition to cervical infection in women, C
trachomatis has also been isolated simultaneously from
the urethra. In some cases, C trachomatis can also be
isolated from the urethra only. The "acute urethral
syndrome™ presents as dysuria and frequency and occurs
most commonly in young sexually active females.

Pelvic_inflammatory_Disease

C. trachomatis is the most important cause of PID
in the Western world and the organism has been
recovered from the cervix in 31% of cases. Canicular
spread of C trachomatis from the lower genital tract
gives rise to symptomatic or subclinical salpingitis.
Definitive evidence for the role of C trachomatis in
salpingitis has been demonstrated by the direct isolation
of the organism from the fallopian tubes in 5% to 30%
of women but not from the fallopian tubes of women
without salpingitis. Risk factors for PID include the use
of an IUD as well as termination of pregnancy in
sexually active young women.

Infertility

The consequence of tubal damage may be
infertility and the role of C trachomatis is now well
recognized. Attempts to demonstrate C trachomatis in
the endocervix of infertile women are usually
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unsuccessful because tubal damage has often occurred
years earlier but serological tests are thought to be
useful.

Perihepatitis

N gonorrhoeae is well established as a cause of
acute perihepatitis  (Curtis-Fitz-Hugh ~ Syndrome).
Women present with right sided upper abdominal pain.
There is now good evidence that C trachomatis is also
involved. The precise incidence of this syndrome is
unknown. The recovery of C trachomatis from
endocervical swab is suggestive but not conclusive
evidence of perihepatitis and treatment should
nonetheless be instigated.

C._Conjunctivitis

Ocular infections caused by C trachomatis are
common in sexually active individuals. Usually
infection presents, after an incubation period of 1-2
weeks, as a follicular conjunctivitis which may be
clinically indistinguishable from a viral infection.
Laboratory diagnosis is essential to identify the
causative agent.

D._Neonatal_Infection

The risk of neonatal infection at delivery may be
more than 50% for pregnant women with active cervical
infection. The most common clinical manifestation is
neonatal conjunctivitis, which usually presents between
the third and thirteenth day of life. The severity of the
conjunctivitis may range from a mild "sticky eye" to
severe inflammation and discharge and closure of the
eye. Chlamydial opthalmia neonatorum is considered to
be 3 to 5 times more common than gonococcal
opthalmia neonatorum in the U.K. An untreated
neonatal infection may lead to a severe pneumonitis
between the fourth and twelve weeks of life.

Mathematical Model Formulation

According to Wilson (2004), we use the following
notations and/or definitions for the human populations.

C(t): The number of concentration of free extracellular
Chlamydia particles.

E(t): The number of non-infected individual mucosal
epithelial cells (main host cell for Chlamydia).

I (t): The number of Chlamydia- infected epithelial
cells.

Assuming in the given population at time say t; C(t),

E(t)and I(t) denote what had been defined above.

We define the following parameters as follows:
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P: is the number of chlamydial particles released from
infected cells at a rate of K, ,

K, : is the rate infected cells burst,
M - is the rate of clearance by macrophages,

k,: is the rate of epithelial cell infection, which may
reduce the antibodies.
P¢ :is the rate at which epithelial are produced.

O : is the rate of epithelial cell natural death, and
¥ . is the rate of clearance of infected cells due to cell-
mediated immunity.

In view of the above, we have the following system of
differential equations:

% = Pk, I (t) — 1€ () ~K,C(OE)......Q1)

dE

& = P OeE®) “KCOED)........ )
% —K,COER) = () =Kyl (©)-rrrrrooe 3)

Equilibrium Analysis:  The governing system of
equations of the model [(i.e. equation (1) to (3) demands
that we investigate whether the diseases could attain a
pandemic level or it could be wipe out. The equilibrium
analysis helps to achieve this, thus we shall have two
non — negative equilibrium points namely: the disease —
free equilibrium which can also be refers to as the trivial
steady state and the endemic equilibrium which can
equally been refers to as non — trivial state.

Continuity of the right hand side of the system of
equations (1) to (3) and its derivatives imply that the
model is well posed. However, the system of equation
(1) to (3) has trivial steady state when

dc_, dE_P di

-~ — -0,
dt dt

e
dt 5.

and a non-trivial steady state is achieved when
dC _P[(P-Dk,-7] &

dt  ulr+k) ke (4)
u(y +k,) k,
?Tf: K poyrk) o (5)
1[(P_1)k2— 7/]
dl P b o

dt  y+k, K [(P-Dk, — 7]
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corresponding to clearance of infection and active
disease respectively.

The basic reproduction ratio

o _ p
Lo o %(1Eo))
where E, =P%E .

The trivial steady state is asymptotically stable provided
R, ( 1 and the non —trivial steady state is

stablewhenR, )1.

With these conditions we can minimize / clear the
infection if and only if the following cases /conditions
are satisfied according to Wilson. We shall now briefly
emphasize on the three cases as discussed by Wilson.

Case i: the macrophage engulfment of the Chlamydial

particles occurs prior to host cell infection (% ). This
1

has to do with tracking the distribution of antibiotics
aggregating on Chlamydia particles based on the large
number of binding sites and high antibody concentration
for its neutralization.

Case ii: the cytotoxic immune response clears cell prior

to lysis of the infected cell (% ). Here chlamydiae
2

have a complex replicative cycle complicating the
tracking of intracellular chlamydial particles. The
response of chlamydial changes as the number of
Cytotoxic T cells increases with time due to immune
responsiveness. The assumption here is that the
magnitude of the cell- mediated immune response t
proportional to the number of replicating forms of
Chlamydia particles within a host cell.

Case iii: the number of infectious Chlamydia particles
released by an infected cell is reduced (P). Here the
Chlamydia’s life cycle is initiated when the infectious,
extracellular transmission cell, termed the elementary
body (EB), attached to a susceptible host cell. The host
cell internalized the EB, where, the EB undergoes
morphological changes, reorganizing to the larger
reticulate body (RB), the replicative form as Chlamydia.
According to Wilson, at this stage, the RBs multiply
200-300 fold by binary fission. At 20 - 25 hours after
infection, infectious EBs appears as the EB to RB
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conversion process is reversed. Some RBs continue to
divide whilst others reorganize into EBs, resulting in
asynchronous growth, until the host cell cannot support
the multiplication any longer. The host cell burst,
releasing the EBs, thereby initiating new cycles of
infection. Depending on the strain of Chlamydia, the
developmental cycle takes between 40 and 72 hours.
The metamorphosis of EB to RB includes passage via
an intermediate body. Under this case the chlamydial
particle that has been induced into abnormal state by
either pathway is refer to as an aberrant body. (AB).
This case lead to modeling of the developmental cycle.

According to Wilson (2004) the developmental model
cycle is given as:

Bo __0 ke (r,t) 150 (1t 8
o _—E{f(r,)Bo(r,) ........... (8)
dA, 0 3

dt - 8S{(kaf (S’t) kar (S't))AB(S’t)}
+ (S, 1)AG (S, 1) v (9)
diy, o
F_ar{kr(r,t)lB(r,t)} .................. (10)
dE;

- = K, (F, )1 (Mg U)o (1)
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hypothetical parameters values used:

In this model, he used P = 200-500, k, = 0.02mm?* / day/ cell,
R (t) and E (t) to be the numbers of RBs
~k,=0.33-0.6days™,

and EBs inthe host cell at timet and

I 5(r,t)and I (r,t)tobethe number of " P. =40cells/mm® /day, 5. =2days™,

IBsthat are inthe process of transfor min g y=2-10 days‘l and ©=2-10 days‘l

froman EBto RB, andfroma RBtoan EB

respectively attimet, where r is the deg ree The results of the numerical simulation are shown
of maturation along the transformation graphically in fig. (1) — fig. (6) below:

process, sin cethereis a spectrumof 1Bs
betweenthe EB and RB forms

(there s also a spectrumof ABs). b

Here, ry <r <r,,wherer, and r, denote .

an EB and RB respectively. We also let 2

Ag (s, t)be the number of ABs 01| .

at timet with deg ree of aberratiohere sn IBO(r) 0.08 .
measured by the parameter s, s, <s<s; 0.06 -

and s = s, denotes a o

normal RB. 0.02

0 0.2 0.4 0.6 0.8 1

k¢ isthe rate of maturing of an IB towards

the RB and k, isthe rate of reverse Fig. 1: The Normal growth of Igo for various times

maturation of an IB towards the RB and k,
isthe rate of reverse maturationof an IB

towards an EB.The rate an AB progresses
initsdeg reeof aberrationto/ fromanRB 400

is givenbyk, =k, ; —k,, and dependson -

the concentration of antimicrobial agent AB(s)
inthe system. We let cbethe rate of RB =
commitment totransformto EBsand pbe Jid
the rate of replicationof RBsand

aberrant RBs (ABS).

Numerical Analysis
The system of equations (1) to (3) was solved  Fig. 2: The development of Ag for various times
numerically using maple mathematical package. We
give numerical simulation of the equilibrium and
stability conditions of the governing equations of the
model following Wilson (2004), below are some of the
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Fig. 3: The time courses of the number of RB
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with respect to time
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Fig. 4: The time-courses development of the numbers of RB

0 10 0 %0 40
t(hrs)

Fig. 6: The Development of EB per host cell
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Results

First of all the mathematical model described in the
previous section( i.e equations (1) to (3) and particularly
equations (8) to (11) that were arrived at by Wilson
through his developmental Cycle models have been
used to simulate the results shown in figures 1 to 6, by
setting the initial conditions

lg, (r,0)=1, I, (r=r,,0)=R; (0)=0
As (5,0)=1,(r,0)=E, (0)=0,
and theboundary conditions

dl
50 =0, dlg =c(t) R, ().
dt (o, 1) (n, 1)
dA,
=k_. (s,,t)R; (1),
dt (So’t) af ( 0 ) B ()

Using the Central — difference formulars for the
derivatives in solving the system of equations (8) to
(11). It was observed according to ( Wilson, Beagley
and Timms) that figure 1 illustrate normal Chlamydial
development (persistent AB, been not induced) and
persistent chlamydial development (where

AB;, areinduced).

Discussions

Epidemiology of Chlamydia bacteria infections —
A Review was presented to look into the mathematics
models developed by Wilson to investigate the three
cases stated in previous section, i.e humoral immunity,
cell — mediated immunity and within host dynamics.
Evidence shown, that most of the recorded chlamydial
infection occurs as a result of long term inflammation
which leads to fibrosis and scarring. With most of the
research work conducted on the subject matter, very
little application of it is found in African Countries, as
the disease and other related problems of Chlamydial
infections are now common around the world.
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infections are now common around the world.
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Abstract: Photons travel at the speed of light in a vacuum. Electrons travel at the speed of light in a quantum cone.
When mass is more than the speed of light relative to infinity, mass will become nonexistent or having no energy at
the nodes of standing half waves. On this note, there does not have to be a beginning of anything just because we
exist, the energy from which we came from always existed and if it did not always exist, then how can we ask the
question where did the energy come from ?, unless it was always there. This report will show the relation between
mass and infinity where the speed of light is common to both giving an understanding of time and matter in the
electromagnetic field. This brief report can be printed out in color or black and white. [Journal of American Science

2009; 5(4):65-70]. (ISSN: 1545-1003).

Key words: Photon, Electron, Quantum Gravity, Spacetime, Electromagnetic Field.

1. Introduction

The electromagnetic field is comprised of standing
waves in the opposite direction where direction is
relative to the source of energy. The wave duality of
the standing waves provides for the electromagnetic
and gravitational forces. A photon is a unit (packet) of
energy from standing half waves at the antinodes
where the speed of light is relative to infinity and mass
is part of infinity. Energy is equal to frequency of the
photons based on Planck’s constant, E = hf.

2. Report

From the illustration Figure 1a, energy is formed
into half wavelengths at ultra high frequency standing
waves. The half wavelengths become transverse waves
because of the expansion process forming electro half
waves perpendicular to the magnetic half waves. The
half waves have two free ends where the antinodes are
at the ends and nodes are in the middle such that each
half wave keep multiplying indefinitely to complete
whole wavelengths where C = fA. As the wavelengths
multiply from energy displacement, the expansion of
the transverse waves become three dimensional as a
cone resulting in an endless unit without a boundary in
time. Each photon (half wave) in the field cone has its
own independent cone state in the expansion process.
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Each photon (half wave) in the cone is equivalent to
two smaller half waves as a spiral within the photon to
complete a whole wavelength where C = f A.

From the field illustration Figure 1b, the black-red
(dark) are the electro waves perpendicular (at right
angles) to the page and brown-green (light) magnetic
waves are on the same plane as the page. The
transverse waves in the figure need to be visualized in
three dimensions and the expansion of the waves
visualized in a cone or spiral. The page figure 1b is a
spectrum of different size wavelengths increasing in
size moving outwardly (not just one wavelength as
shown). As the field expands outwardly into multiple
wavelengths in a cone, the atom is depicted at center
when electro field couplings become nuclei from
expansion. The e coupling constant, about 137.03597 is
the amplitude for a real electron to emit or absorb a real
photon (Feynman, 1988). Due to the expansion of the
standing waves in a spiral cone (energy displacement
of standing waves into larger waves), the base or space
between the circles give the necessary amplitude for
the photons and electron(s) to interact as a coupling
and the apex or dead center between the circles in the
cone is the nuclei fused in time at much shorter
wavelengths.
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It is important to visualize a quantum cone in
Figure 1b from a spectrum of different size wave-
lengths moving outwardly. Electro and magnetic waves
expand into larger waves from the antinodes
(displacement) energy of standing waves at twice the
wave amplitude of the smaller wave giving distance to
the field. The waves increase in amplitude forming
atom cones in the field where the apex of each atom
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cone from an infinite singularity have a strong nuclear
force as nuclei. Electron(s) as photon(s) of mass
continue outwardly to interact with real photons at the
base of the quantum cone which is the amplitude of the
e coupling constant. The electron as a wave particle
makes quantum jumps on the different size waves that
form the atom cone.
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The electro field wave is perpendicular (at right in time; hence the waves are open regardless of the size
angles) to the inside magnetic field wave, therefore, the of the spiral waves in the wavelength spectrum.
electro will become nuclei as the preference of the two Moving two steps from center in Figure 1b and
from energy expansion. Atom identity is determined by squaring, there are four complete green (light) circles
the life cycle duration of the electro couplings that in the square. On three steps from center and squaring,
became mass. Like the life cycle of a star, the electro there are nine complete brown (light) circles in the
couplings having a longer duration to expand will square and so on in the inverse square distance of the

nuclei as a lighter atom such as a hydrogen atom. A magnetic field. Moving diagonally from the center in
star is formed when a large amount of gas (mostly Figure 1b, (Pythagorean Theorem), the photon half
hydrogen) starts to collapse in on itself due to its waves alternate between the electro and magnetic
gravitational attraction (Hawking, 1996). The field waves as photon energy in a vacuum which is the way
expands into larger waves from the displacement light travels. Holding the page up diagonally at eye
energy of standing waves and the energy from mass level show how the transverse waves oscillate as
propagates on the waves. The field waves are endless photon energy in a vacuum.
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Gravity forces come from the magnetic waves
around the atom Figure 1b (center) which is an inward
attraction force at the nodes that help conserve the
energy Figure 1a. The electro is an outward expanding
wave from the source of energy while the magnetic is
an inward contracting wave to conserve the energy.
Gravity will adjust inward forces to conserve energy in
any kind of atom right down to the nuclei apex within
the cone. The atom and gravity are united and comply
with the inverse square distance and constant G. It
follows that the accumulation of mass includes the
accumulation of gravity as the photon waves interact
with other field electrons.

In Figure 1b, energy forms matter from electro
couplings giving a point center to the magnetic circle
of photons where the ratio of the diameter in the
magnetic circle to its circumference is infinite. This
ratio is pi and infinite from the open ended waves with
pi having the same value regardless of the size of the
circle. Mass is the center for a diameter in the field as a
ratio to the open circumference.

In summary, mass is created from open ended
electro half waves at the apex of cone expansion in the
electromagnetic field. Gravity inward forces from the
magnetic half waves are the result of mass given that
there can be no mass without gravity; hence, pi is the
result of gravity forces on mass regardless of mass size.

3. Conclusion

Left Side Right Side
Expanded Equation: E = C = = Open Cir. = MC?

Infinity is on the left side of the equation above.
Mathematics has little application on the left side of the
equation because there is nothing to measure or count.
Photons are counted on the right side of the equation
with mass because C is finite (general relativity).
Photons are not counted on the left side of the equation
because C is infinite (no relativity). In essence, the
speed of light is relative to infinity and mass is part of
infinity because the speed of light is from the same
energy.

Velocity is distance divided by time; therefore any
time frame relative to infinity will have a value of C or
less. Distance is the inverse square expansion of the
magnetic field that contracts inward to offset time
(mass) in the form of gravity. C? is the offset to the
inverse square distance of the magnetic field where
mass is equal to energy divided by C2. Mass and C?
cancel out leaving energy to equal C and infinity.
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Time is relative only when mass is created where
C is finite. Time includes the three spatial dimensions
in the form of “mass as finite energy” on the right side
of the equation. The classical three spatial dimensions
plus time is equal to “mass as finite energy” where
mass is the three dimensions and finite energy is the
time. Time is finite on the right side of E = MC?, where
time has a beginning and an end. Time is infinite on the
left side of the equation having no beginning or end.
An observer is part of time and part of infinity from the
same source of energy where the speed of light is the
same for all observers. General relativity indicates that
space-time is not flat but curved or warped by the
distribution of mass and energy in it (Hawking, 1996).
This energy is finite where time has a beginning and an
end. Energy at the square root of C2 as an outward
force is synonymous with velocity, time, mass and
finite C while the square root of C2 as an inward
opposing force is synonymous with gravity, antimatter
and conservation of energy.

Mass is regulated by gravity as an opposing force
at the speed of light. The satellites orbiting the earth are
subject to gravity of the earth and the earth in turn is
subject to gravity of the sun. All mass in the universe is
receding in the electromagnetic field due to the
different gravity levels in the field. Thus, E = C = MC2
where mass is not the multiplicative of C2 but the
multiplicative inverse of C2 Energy is the same as
mass and conversely mass is the same as energy when
C is finite as in the square root of C2 because E is equal
to the square root of C2? both on the right side and left
side of the equation above.

Photons in the form of energy are infinitely small
just as they are infinitely large; matter as finite energy
is an intermediary and part of infinite energy. Matter is
projected as energy at each half cycle; hence, there is
no energy or matter at the nodes where C = f L. The
bridge between E and MC? is C, therefore C = MC2 and
mass is the reciprocal of C2. C? divided by mass is
equal to infinite C on the left side of the equation
because the wavelengths are open ended at the
antinodes. C = MC? can also be seen as a static
universe. The electromagnetic field is fixed or static
from standing half waves and the mass in it is receding
to look like expansion as a result of the different
gravity levels in the field evidenced by the redshift and
distance. Mass is receding in the field of a static
universe that give finite time on the right side of the
equation.
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4. Supplemental Data

Left Side Right Side

E = C =00 =0Open Cir. = MC?

The square root of C? (gravity) offset mass
on the right side of the equation above and
is infinite on the left side of the equation.

Distance is the inverse square expansion of
the magnetic field and contracts inward to
offset time (mass) in the form of gravity.

Distance (C?)

Velocity = —— =
Time (M)

Time includes the three spatial dimensions
in the form of “mass as finite energy” on
the right side of the equation.

C? (Magnetic Field)
C= MC? = — =
M (Electro Field)

Inward Magnetic (-) Bto A = C?
— = 00
Outward Electro (+) AtoB = M
CZ
C=— = o Where C=fA
M A=00 The standing wavelengths are open ended

at the antinodes for each photon.
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Abstract

This study demonstrates for the first time, the spectroscopic characterization of Mahadevpur H4/5 chondrite that fell

at Mahadevpur near Namsai town (Lat.27°40'N, Long. 95°47'E, Auranachal Pradesh,

India) on 21

February 2007. The olivine group [(Mg, Fe),SiO,4] in Mahadevpur is characterized by the Fourier transform infrared
(FT-IR), X-ray fluorescence (XRF) and Laser-Raman spectroscopic (RS) method. A comparison of results with
Dergaon H5 chondrite is presented. Particular emphasis is given to the 10um (1000cm™) and 20pm (500 cm™)
region of infrared and Raman bands, which is originated from tetrahedral vibrations of silicates. [The Journal of

American Science 2009; 5(4): 71-78]. (ISSN: 1545-1003)

Key words: Mahadevpur meteorite; olivine; spectroscopic characterization

1. Introduction

Meteorites are fragments of rocks which originated
from outer planetary bodies and fell on the surface of
the earth. Meteorites can be divided into two major
types, primitive and differentiated. Differentiated
meteorites are igneous rocks that were crystallized from
magmas generated at the interiors of their parent bodies.
The primitive ones have not experienced the melting in
their parent bodies, thus their bulk compositions, except
for volatiles, are considered to represent those of the
solar nebula where and when the meteorites formed.
Since the majority of primitive meteorites have
chondrules, they are commonly called chondrites.
Chondritic meteorites are the oldest and most primitive
rocks in the solar system. The primary divisions of
chondrite classification are the carbonaceous, ordinary,
and enstatite classes (Parthasarathy and Sarma, 2004).
The chondrites are the most numerous meteorite group,
accounting for 87% of all meteorites observed to fall.
The largest group of chondritic meteorites is known as
the ordinary chondrites, account for 80% of all known
meteorites (Philip et al 2000).
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Three subgroups of ordinary chondrites are identified, H
group (high iron), L group (low iron), and LL group
(low total iron, low metal). Chondrites contain small
round masses of olivine or pyroxene. The silicates in
meteorites predominantly consist of olivine and
pyroxenes or non-crystalline silicates of intermediate
compositions (Freund and Freund 2006).

On 21 February 2007, a meteorite fell Mahadevpur
near Namsai town (Lat.27°40'N, Long. 95°47'E,
Auranachal Pradesh, India) at 09:10 hrs Indian standard
time (GMT+5:30hrs) (Weisberg et al 2008). The
Mahadevpur meteorite is the forth documented
meteorite from the north-eastern region of India. The
last one was reported to fell on 2 March, 2001, at
Dergaon and is classified as HS chondrite (Grossman et
al 2001). The other two are ‘Assam’ (1846) of type L5
and ‘Goalpara’ (1868) of type ureilite. The Mahadevpur
meteorite has been documented as type H4/5 ordinary
chondrite (Weisberg et al 2008). The present study
represents the nature of olivine [(Mg,Fe),SiO4] in
Mahadevpur meteorite by comparing with Dergaon HS
chondrite.
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The olivine of Dergaon meteorite has reported by
Gohainbarua (2003) ; Bhattacharyya (2004)
(Gohainbarua et al 2003; Bhattacharyya et
2004).  The comparative study of Mahadevpur is
performed using X-ray fluorescence (XRF), Fourier
transform  infrared (FTIR) and Laser-Raman
spectroscopy (RS). Particular interest is directed toward
the 10pm (1000cm™) and 20pum (500cm™) region which
exhibits the characteristics of olivine group.

al

2. Materials and Methods

A part of the meteorite samples (Figure 1) was
crushed into fine powder by using agate mortar for
analysis. The X-ray fluorescence (XRF) data on the
Dergaon and Mahadevpur meteorite were collected by
using powdered homogenous sample in pellet form. For
XRF studies a Philip Magix XRF spectrometer PRO
model PW 2440 has been used in wavelength dispersive
mode. Typical uncertainty involved is +/- 0.02 wt %.
The thin sections of the sample have been characterized
by electron microprobe analyzer. The experimental
details were similar to that described elsewhere

Saikia et al

(Bhandari et al. 2005; Dhingra et al. 2004). We tried to
minimize the grinding time to avoid the deformation of
the crystal structure, the ion exchange and the water
absorption from atmosphere. The powdered sample was
homogenized in spectrophotometric grade KBr (1:20) in
an agate mortar and was pressed 3mm pellets with a
hand press. The infrared spectra was acquired using
Perkin-Elmer system 2000 FTIR spectrophotometer
with helium-neon laser as the source reference, at a
resolution of 4 cm”. The spectra were taken in
transmission mode in the region 400-4000 cm™. The
room temperature was 27°C during the experiment.

Raman spectrum is recorded using a Perkin-Elmer
System 2000 FT-Raman spectrometer. For Raman
microscopy a 50x objective was used and the spectra
were excited by the 633 nm line of a He-Ne laser
operating at 8 mW at the sample. The excitation laser
for the FT-Raman spectra was a Nd:YAG laser of
1064nm wavelength, which could be operated at powers
up to 500mW, but 150-250 mW for the high-pressure
phases to avoid overheating the samples. Depending on
fluorescence of the sample and acquisition times were
between 120 and 180s. Slit widths were near 2 cm ™.

(a)

(®)

Figure 1: The photograph of the studied meteorite samples. (a) Dergaon H5 chondrite (b) Mahadevpur

H4/5 chondrite.

3. Results

The elemental composition of Dergaon and
Mahadevpur chondrite by X-ray fluorescence (XRF)
using the Dhajala (H3) meteorite as a standard. The
classification, petrological and chemical characteristics
of the Dergaon has been reported by Shukla et al 2005
(Shukla et al 2005). The elemental composition of
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Mahadevpur is compared with standard literature of
Mason (1962) and Dergaon H5 chondrite which is listed
in Tablel. The elements of Mahadevpur are well
agreement with the Mason (1962) and Dergaon results.
The elemental ratio is compared with results of Aderson
(2007) and Dergaon (Table 2). Olivine is the most
abundant mineral in chondrites, followed by
hypersthene, feldspar, nickel-iron, troilite and diopside
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with minor apatite, chromite and ilmenite. The
composition of the olivine varies widely, from 0 to 30
wt% Fe,Si0, (Fa) (Mason 1962; Anderson 2007).
Generally chondrites are distinguished by Mg/Si ratios.
The Mg/Si ratio of Mahadevpur is indicative to the

type-H (Table 2). The olivine compositions of the two
meteorites are presented in Table 3. The mineralogical
phases of olivine in Mahadevpur meteorite is:
olivine (Fogyg Fajg3), orthopyroxene (Eng; Fs;; Woy),
and clinopyroxene (Ensg Fsg Wo;s).

Tablel: Major elements observed in Dergaon and Mahadevpur meteorite. The elements of the studied meteorites are
compared with the data obtain by Mason (1962) for H chondrite.

Element (wt%)

Sample Si Mg Ca Al Fe Ni Co Cr K P Na Ti

H chondrite *  17.08 14.10 126 122 27.81 164 009 029 0.08 015 0.64 0.06
Dergaon 17.30 1426 1.19 120 27.73 175 -- 0.03 0.067 0.15 0.670 0.04
Mahadevpur 1690 14.10 1.19 132 2840 1.67 0.07 020 0.075 0.12 0.052 0.04

Table 2: Comparison of elemental ratio of Dergaon, and Mahadevpur with the data of Aderson (2007) for a standard

H chondrite.

Elemental ratio (wt%)

Sample Al/Si Mg/Si Ca/Al Cr/Mg
H chondrite (standard) * 0.063 0.800 1.110 0.025
Dergaon 0.069 0.824 0.992 0.002
Mahadevpur 0.078 0.834 0.084 0.014

Table 3: Olivine composition of Dergaon and Mahadevpur meteorite.

Oxides ( wt%) Dergaon-1 Dergaon-2  Dergaon-3 Mahadevpur-1 Mahadevpur-2  Mahadevpur-3

Si0, 39.030 38.900 39.297 37.500 36.300 36.230
Cr,04 0.047 0.047 -- 0.026 0.026 0.026
FeO 18.400 18.734 18.999 18.650 18.650 18.470
MnO 0.455 0.475 0.465 0.100 -- --
MgO 41.372 41.512 41.774 43.600 44.320 44.800
NiO -- -- 0.063 0.070 0.010 --
CaO 0.294 -- 0.261 -- 0.150 --
Total 99.568 99.668 100.859 99.946 99.456 99.526

The silicates in primitive meteorites carry important
information about cosmic silicates and their
modification in the solar system. Strong emission and
absorption features found around 9.7um and 18 pm,
produced by Si-O stretching and O-Si-O bending
modes, respectively. The 18 um band is additionally
broadened due to the coupling of the bending mode to
the metal-oxygen stretching vibration located in this
spectral region.
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The position of the Si-O stretching vibration depends on
the level of SiO, polymerization. Generally, the
spectrum can be divided into three main spectral
regions. The bands between 1100 and 800 cm'
correspond to different asymmetric and symmetric
stretching vibrations of the SiO, tetrahedra. The various
features between 700 and 470 cm ' are caused by
bending vibrations of the SiO, tetrahedra.


http://www.americanscience.org/
mailto:americansciencej@gmail.com

Spectroscopic Characterization of Olivine [(Fe, Mg), SiO,] in Madadevpur H4/5 ordinary chondrite

The far-infrared bands in the low-frequency region
beyond 470 cm™' can be attributed to translational
motions of the metal cations within the oxygen cage and
complex translations involving metal and Si atoms.

The comparison of olivine group (Gadsden 1975)
with Dergaon and Mahadevpur meteorite is presented in
the Table 2. Generally free SiO4 ion has exhibit four
fundamental vibrational modes: a symmetric stretch
(v1); a symmetric bend (v2); an asymmetric stretch (v3
and an asymmetric bend (v4). The infrared spectra o
Dergaon and Mahadevpur meteorite in the 10um an
20um region are shown in the Figure 2. The stron;
bands in the 10pm (800-1150cm™) region is identifie:
as Si-O stretching and the bands present in the 20un
(400-700cm™) region is assigned as Si-O-Si bendin;
vibrations. The decreasing intensities in the Si-(
stretching and Si-O-Si bending region are observed a
1053, 1012, 935, 920, and 504 cm™ and 1059, 1002
944, 927, and 506 cm™ for Dergaon and Mahadevpu
meteorite respectively, which are identical to the band

ansmittance

F

of fayalite (Fe Si0,), the bands found at 407, 467, 506 %

601, 839, 988 and 1002 cm™ in Mahadevpur infrare:
spectra and 467, 504, and 1012 cm’! in Dergaor
infrared spectra are identical to the bands of forsterit:
(Mg,SiO,) and the infrared bands 410, 506, 537, 694

725,927,973, 1059, 1121 cm™ and 504, 537, 724, 920
976, 1012, 1053, 1122 cm™ observed at Mahadevpu
and Dergaon infrared spectra respectively are identica
to the bands of enstatite (Mg28i03) (Gadsden1975). Thi

band found at 506.0 cm™ can be interpreted as Si-O an
Mg-O vibrational modes in enstatite (MgSiO3) witl
slight shifts in the matrix (Nakamoto 1978). Th
petrologic type-5 chondrites have two strong peaks a
973 c¢m ' and 535 cm ' which may be related to Fe-C
and Mg-O stretching modes (Nyquist et al 1971). Th
existence of these two peaks is found in Mahadevpu
infrared spectra in weak and medium intensities.

The Figure 2 displaying clear Raman lines attribut
to olivine in the meteorites. Generally olivine has 8
numbers of optic modes, out of which 36 numbers ar
Raman-active (Chopelas 1991; Hofmeister 1987). Th
Raman spectra (Figure 2) are divided into three region
as: below 400 cm™; 400— 800 cm™ (20pm); and 800-
1100 cm™(10pum). It may be noted that 20pm Ramar
bands are relatively weak as compare to their infrare:
counterparts. The peaks between 800 and 1100 cm™ are
attributed to SiO, internal stretching vibrational modes;
the dominant feature in this region is a doublet with
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peaks near 818 and 852 cm™. The relative heights of
these peaks are a function of crystal orientation (Ishii
1978). These peaks result from coupled symmetric (v;)
and asymmetric (v;) vibrations of SiO, tetrahedra
(Piriou and McMillan 1983; Chopelas 1991; Hofmeister
1987; Paques-Ledent and Tarte 1973; Lam et al 1990).
The peaks in the 400-800 cm™ region are the SiO,
internal bending vibrational mode.

Worenumber | )
11 16 20 25
1 1 1 L

Infrared

Dergaot

|
a00 EI!I 0
Vavenusber (o)

|
1000

Figure 2: Infrared and Raman spectra of Dergaon and
Mahadevpur meteorite in 10um (800-1150cm™), 20um
(400-700cm™), and below 400 cm™ region.
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The peaks below 400 cm™ are mostly contributed by
lattice modes: rotations and translations of SiO, units
and translations of octahedral cations in the crystal
lattice (Chopelas 1991). These are weaker peaks, not
often resolved in multi-phase spectra so only the
doublet in the 800 —1100 cm™ region is used in the
calibration. In the studied meteorite samples, weak
olivine bands are observed at 916-921 and 965-966 cm’
! The other bands at 249, 312-324, 336-344, 366 and
602-610, cm™ correspond to pyroxene.

In the infrared spectrum the Si-O asymmetric
stretching vibration (TO2-T205) is observed in between
the peaks 1112-1003 cm™. In between the peak position
920-988 cm™ and 885-884 cm™ the meteorites exhibits
Si-O asymmetric vibration (TO3) and (T207--TO4)
respectively. In the bending vibration region, the

symmetrical bending vibration of O-Si(AD)-O is
observed at the peak position 685-682 cm™. Another
peak is observed at 463-462 cm™ which is due to Si-O-
Si bending vibration. In the Raman spectrum strong Si-
O symmetric stretching bands appear at 813-823 and at
852-852 c¢cm’', and a medium-intensity antisymmetric
Si-O stretching band appears at 965-966 cm™ due to
fosterite (Fo). The peaks of the 813-852 cm™ doublet is
assigned to a mixed contribution of the symmetric (v1)
and asymmetric (v3) stretching modes of Si-O,, bonds
(Non-Bridge Oxygen, NBO) in SiO, tetrahedra (Lam et
al 1990). This peak position may shift upwards as the
values of F, increase (Chopelas1991). The value F =
Mg/(Mg+Fe) of an olivine can be determined from the
XRF results. The peak 811-823 cm™ has a higher
contribution of v3 (asymmetric mode) than the 852 cm’
peak. This mode is more easily affected by variations

Table 4: Comparative spectral positions of the Dergaon and Mahadevpur meteorite with fayalite, forsterite and
enstatite in 10pm and 20pm region of infrared and Raman spectrum. The infrared data of Gadsden (1975) and
Raman data of Griffith (1975), White (1975) is taken as standard for fayalite, forsterite and enstatite spectral

position analysis.

Fayalite Forsterite Enstatite Dergaon Mahadevpur
(FeZSiO4) (MgZSiO4) (MgZSiOS)

IR Raman IR Raman IR Raman IR Raman IR Raman
(em’)  (em’)  (em’)  (em™) (em)  (em’) (em) (em™) (em™) (em)
- - - - 1128-04 - 1112 - 1110 --
1060 - - - 1070-56 - 1052 - 1057 --

-- -- 1000-990  -- 1020-10 - 1012 - 1003 --

-- -- - 964 - - - - - --
965-55 - 965-58 - 980-70 - 982 963 988 966
950-47 - - - 942-28 938 932 - 945 -
920-15 - - 919 908-02 - - 919 920 916
880-73  -- 890 - 877-52 - 885 - 884 880
-- 838 840 855 - 863  -- 852 839 852
828 815 - 824 - 758 - 818 - 813
-- -- - - 728-19 715 721 -- 724 --

-- -- - - 695-93 681 682 -- 685 -

-- 608 620-02 608 - 650 634 610 636 602
- - - 589 - - 593 582 596 -
566-58 550 545 -- -- 545 - - -- --

- - 524 544 535 523 537 547 537 549
510-02  -- 512-01 - 505 - 504 - 504 --
482-80 - 473-63 - 460 -- 462 -- 463 467
-- -- 430-28 434 -- -- 431 430 429 432
-- -- 409-05 - 410 - 409 - 405 427
-- - - - 397 -- 366 - 360 --
380 - 374 - 375 - 336 - 344 -

- - 317 - 340 - 312 - 324 --

- - - 234 249 - 247 - - -

- - -- - - -- - 181 - -
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in the Si-O,; force constant, and is also affected by the
breakdown of SiO, during polymerization (Lam et al
1990). The medium intensity peak in the region 547-610
em” occurs due to the bridging oxygen (BO). The
medium intensity peak at 916-921 cm™ is indicative of
the polymerization. The relative peak height is a
function of crystal orientation (Ishii 1978). Therefore,
the systematic variations of the high-frequency Si-O
bands are attributed to decreased distortion of SiO,4
tetrahedra.

4. Discussions

This is the first spectroscopic characterization of
Mahadevpur H4/5 chondrite. The olivine group is
identified from the compositional analysis, and is
identical to the infrared and Raman results. The olivine
composition of both meteorites is almost similar to each
other. The strong IR and Raman absorption bands are
due to olivine. It may be noted that in 20um region
Raman bands are relatively weak as compare to their
infrared counterparts which is due to pyroxene.
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Abstract

A small three-bladed horizontal axis wind turbine was parameterized, modelled, developed and tested for power
performance. The turbine blades were fabricated from Mansonia Altissima wood with a rotor swept area of 3.65 sq.
metres and a blade pitch angle of 7°. The turbine was installed on the roof top of University of Ilorin, Faculty of
Engineering Central Workshop Building at a hub height of 14.9 metres from the ground level while the turbine
generator was sourced locally. The direct current (d.c.) power output of the test turbine measured at the battery bank
terminal by a “Feigao” Power Analyzer. Installed at about 8.4m from the test turbine is a meteorological tower
(MET) carrying an “APRS” anemometer with a data logger and measured the wind speed and direction over the test
period. The cut-in wind speed, that is, the speed at which the wind turbine starts to produce power was determined to
be 3.5 m/s. One minutes averages of wind speed and power output have been used to determine the power curve for
the wind turbine in accordance with IEC(International Electrotechnical Commission) 61400-12-1 guideline for
small wind turbines. Measured power increase consistently with increased wind speed and the power curve obtained
compared fairly well with other standard power curves. [Journal of American Science 2009;5(4):79-90]. (ISSN:
1545-1003).

Keywords: Pitch angle, hub height, meteorological tower, anemometer, power curve.

1. Introduction water. Thus, there were the mills, driven by animal or

man-power, in which the rotating shaft was vertical

The precise date when man first used a machine to and driven by a long horizontal beam, fixed to it, and

assist him in his daily work would be virtually pulled or pushed around by the animal walking round

impossible to determine. However, it seems clear that in a circular path (Golding, 1976).

the earliest machines were based on the principle of Wind energy has been used for a long time. The first

rotation as a means of providing continuous motion field of application was to propel boats along the

for routine tasks such as grinding corn or pumping river Nile around 5000B.C. By comparison wind
79
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turbines technology is a fairly recent invention. The
first simple windmills were used in Persia as early as
the 7™ century for irrigation purposes and for milling
grains.

The aerodynamic research for wind turbines has
contributed significantly to the success of modern
way of harnessing wind energy. For most unsolved
problems engineering rules have been developed and
verified. All of these rules have limited applicability,
and the need to replace these rules by physical
understanding and modeling is increasing.

Simplified analyses of horizontal-axis wind turbine
flows aimed at overall aerodynamic performance
prediction developed for modern rotor theories are
available in literature. There have, however, been few
thorough tests of the adequacy of such analyses by
direct comparison with actual measurements over a
wide range of configurations and conditions.

The conversion of wind energy to useful energy
involves two processes: the primary process of
extracting kinetic
energy at the rotor axis, and the secondary process of
the conversion of such mechanical energy into useful

electrical energy depicted in Figure 1.

Mechanical Power i Electrical Power

Generator

i
i

|

i

3 Rotor Gearbox . Battery bank =

O ch—— i i o s
| ac

|

: Porer convarsion Power couversion

Power wansmission

Power conversion

Figure 1: Conversion from wind power to electrical power in
a wind turbine

1.1 Energy in the wind

Wind is merely air in motion. It is produced by the
uneven heating of the Earth’s surface by energy from
the Sun. Since the Earth’s surface is made of
different types of land and water, it absorbs the Sun’s

radiant energy at different rates. Much of this energy

http://www.americanscience.org
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is converted into heat as it is absorbed by land areas,
bodies of water and the air over the Earth surface
(Ajao et al., 2009). The air has mass, though its
density is low, and when this mass has velocity, the
kinetic

resulting wind has energy which is

proportional to 1/2[mass x (velocity)’]. The mass of

air passing in unit time is AV and the kinetic

energy passing through the area in unit time (power

available in the wind) is:

p —Lpavyi=l
2 2

AV

(1)

L = Air density (approx.1.225 kg/m’ at sea level)

V' = Velocity of wind (m/s)

A = Area through which the wind passes normally
(m?).

This is the total power available in the wind (approx.

3.6X10">kW ) obviously, only a fraction of this

power can actually be extracted.

The power extracted by a wind turbine can therefore

be given as:
1 3
P=k._ pAV (2)
k=C,.N,.N,
C p = coefficient of performance or power

coefficient (approx. 0.593)

N, = Generator efficiency

N, = Gearbox/bearing efficiency

The torque generated by the wind turbine is:

s (3)

Ts = mechanical torque at the turbine side

americansciencej@gmail.com
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P - power output of the turbine

@, = rotor’s speed of the wind turbine

S
The power coefficient Cp is the percentage of

power in the wind that can be converted into
mechanical power and the ratio of the blade tip speed
to the wind speed is referred to as the tip-speed ratio

(TSR).

R is radius of the wind turbine rotor.

2. Small Wind Turbines

All wind turbines can be characterized as either
Horizontal Axis Wind Turbines (HAWT) or Vertical
Axis Wind Turbines (VAWT). In HAWT, the rotor
spins about an axis horizontal to the earth’s surface.
The rotor of a VAWT spins about an axis
perpendicular to the Earth’s surface.

Vertical axis wind turbines are typically developed
only for built environment. Changes in wind
direction have fewer negative effects on this type of
turbine because it does not need to be positioned into
the wind direction. However, the overall efficiency of
these turbines in producing electricity is lower than
HAWT. VAWTs are categorized as Savonius or
Darrieus types, according to the principle used to
capture the wind flow. For the Savonius type, the
wind pushes the blades, which implies that the
rotation speed is always lower than the wind speed.
Contrary to that, the shape of the rotor of the Darrieus
type makes it possible for the rotor to spin faster than
the wind speed.

Rotors of HAWT are placed on towers to position

them where the wind speed is fastest and exhibits
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most power (Jonkman, 2003). A nacelle typically
resides atop the tower and contains the support
structure for the rotor, the rotor shaft, a gearbox and
the electric generator (alternator). The gearbox is
used to transform the low-speed high-torque power of
the rotor to high-speed, low-torque power that can
run the electric generator.

Rotor can be positioned upwind or downwind of the
tower. Downwind rotor configurations can track the
wind automatically as wind direction changes.
However, the wind must flow around the tower to
reach the rotor of a downwind turbine. This results in
complex flow patterns and periodic fluctuations in
aerodynamic loads, which have important dynamic
effects on the turbine structure. Flow passing through
the rotor plane is unobstructed by the tower for
upwind rotor configurations.

The hub structure connects the blades to the drive
shaft. Hubs are generally characterized as either rigid
or teetering. In rigid hub designs, the hub is rigidly
attached to the drive shaft. In contrast teetered hubs
are connected to the drive shaft by means of a teeter
pin, a bearing that permits the rotor to rock into and
out of the plane of rotation. Teetered hubs have the
benefit that bending moments brought about by thrust
forces acting on the blades are not transferred to the
nacelle and tower structure. Consequently, the
nacelle and tower structures of turbines with rigid
hub must be designed more robustly than those with
teetered hub.

Small wind turbine need to be reliable, affordable and
almost maintenance free. To meet these criteria,
optimal turbine performance is sometimes sacrificed
for simplicity in design and operation (Andrew,
2005). Thus, rather than using the generator as a
motor to start and accelerate the rotor when the wind

is strong enough to begin producing power, small
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wind turbines rely solely on the torque produced by
the wind acting on the blades.

Furthermore, small wind turbines are often located
where the generated power is required, which is not
necessarily where the wind resource is best. In low or
unsteady wind conditions slow starting potentially
reduces the total energy generated. Also, a stationary
wind turbine fuels the perception of wind energy as
an unreliable energy source.

The main technical challenge in the design of a small
wind turbine is to come up with a system
configuration and control algorithm that maximizes
wind energy production from the turbine and also
provide favourable charging conditions for batteries.
This task is complex because of the variability of the
wind, which results in varying wind turbine power
output. Ideally, the system configuration and its
control should optimize the match between the wind
turbine rotor and load, thereby allowing the
maximum available power from the wind to be used,
while at the same time charging the batteries with an
optimum charge profile (Corbus et al., 1999).

The generators of small turbines often cause a
significant resistive torque that must be overcome
aerodynamically before the blades will start turning.
Furthermore, pitch control is rarely used on small
wind turbine because of cost. Thus, it is not possible
to adjust the turbine blade’s angle of attack to the
prevailing wind conditions. This problem is
particularly acute during starting.

A further major difference is that small turbines
usually operate with varying shaft speed in an
attempt to maintain maximum performance as the
wind speed varies. Many large turbines run at

constant speed as this allows the generator to

maintain synchronicity with the utility grid.
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The IEC 61400-2 (International Electrotechnical
Commission) defines a small turbine as having a
swept area less than 200m”, which correspond to a
power output of about 120kW. In addition, there is a
further subdivision in that turbine of swept area less
than 2m’® (about 1.2kW) do not need to have their
tower included in the certification process
(Introduction to Wind Turbine Technology: accessed
at http:// www.wind.newcastle.edu.au/notes.html , on
12" February, 2007 ). Clausen & Wood (1999) have

made a further subdivision as shown Tablel.1.

Table 1. Operating parameters of small wind turbines

Category Power Turbine Maximum Generator type(s)
(kW) blade rotor
radius(m) speed
(rpm)
Micro <12 1.5 700 Permanent magnet
M)
Mid- 1-5 2.5 400 Permanent magnet
range or induction
Mini 20-100 5.0 200 Permanent magnet
or induction

21 Wind Turbine Blades

All forms of wind turbine are designed to extract
power from a moving air stream. The blades have an
airfoil cross-section and extract wind by a lift force
caused by a pressure difference between blade sides.
When air passes over an airfoil section; it travels
faster over the top of the blade than it does below it.
This makes the air pressure above the blade lower
than it is below. Due to the unequal pressures the
blade experiences a lifting force (BWEA). For
maximum efficiency, the blades often incorporate
twist and taper.

The mechanical power produced by a rotor is purely
a function of the blade geometry and the incident
The that affect

velocity. design parameters
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aerodynamic performance include blade pitch (angle
of attack), taper, and twist distribution. For a given
blade, its geometric shape is usually fixed, i.e. the
aerodynamic shape, taper and twist distribution do
not change.

The torque produced by the rotor can be controlled in
two ways: changing the geometry by varying the
blade pitch angle, or by changing the rotor’s
rotational speed so that the rotor operates at the
optimal blade tip speed ratio.

In the beginning most wind turbine blades were
adaptations of airfoil developed for aircraft and were
optimized for wind turbine uses. In recent years
development of improved airfoil sections for wind
turbines has been on going. The prevailing tendency
is to use NACA 63 (National Advisory Council on
Aeronautics) and NREL S809 (National Renewable
Energy Laboratory) (Ajao, 2008) airfoil cross-section
that may have modifications in order to improve
performance for special applications and wind

conditions.

2.2 The Gearbox

The gearbox is required to speed up the slow
rotational speed of the low speed shaft before
connection to the generator. The speed of the blade is
limited by efficiency and also by limitations in the
mechanical properties of the turbine and supporting
structure. The gearbox ratio depends on the number
of poles and the type of generator. A direct driven
generator (without gearbox) would require a
generator with 600 poles to generate electricity at

50Hz.
2.3 Turbine generator

The generator used in geared wind turbines are more

or less standard off-the-shelf electrical machines, so
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that major development steps were not necessary.
There are different types of generators depending on
their configuration and areas of application.

The wind turbine generator converts mechanical
energy to electrical energy. The efficiency of an
electrical generator usually falls off rapidly below its
rated output. The phenomenon of inducing a current
by changing the magnetic field in a coil of wire is
known as electromagnetic induction which underpins
the design of most electric generators (Cotrell, 2002).
With the important exception of electrostatic
generators such as the Van de Graf machine, all
important schemes for converting mechanical motion
into electrical energy depends on Faraday’s Law of

electromagnetic induction .

3. Aerodynamic theory of wind turbines
Accurate models of the aerodynamic aspects of wind
turbines are essential to successfully design and
analyze wind energy systems. Wind turbine
aerodynamic models are used to relate wind inflow
conditions to loads applied to the turbine (Jonkman,
2003).

The true fluid flow passing around and through a
wind turbine is governed by the Navier-Stokes
equations. Unfortunately, these equations are so
complex that analytical solutions have been found for
only a few simple cases.

The subsequent analysis develops the most common
aerodynamic theory employed in the wind turbine
design and analysis environment, the blade element
and momentum theory (BEM). To aid the
understanding of combined blade element and
momentum theory it is useful initially to consider the

rotor as an actuator disc. Although this model is very
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simple, it does provide valuable insight into the

aerodynamics of the rotor (Bossanyi, 2001).

3.1 Actuator Disc Theory and the Betz limit

In the one-dimensional Rankine-Froude actuator disc

model, the rotor is represented by an ‘actuator disc’

through which the static pressure has a jump
discontinuity (Jonkman, 2003). Consider a control
volume fixed in space whose external boundary is the
surface of a stream tube. The fluid passes through the
rotor disc, a cross-section of the stream tube upwind
of the rotor, and a cross-section of the stream tube

downwind of the rotor as shown in Figure 2.

The following assumptions are made in the actuator

disc model:

(1) Purely One-dimensional analysis

(2) Infinitely thin disc which offer no resistance to
air passing through it.

(3) Wind is steady, homogenous and fixed in
direction.

(4) Air is incompressible, inviscid and irrotational.

(5) Both the flow and the thrust are uniform across
the disc. The flow is uniform at the upwind
(station 0) and downwind (station 3)
boundaries of the control volume.

(6) The upwind and downwind boundaries are
far enough removed from the rotor that the
static pressure at these points is equal to the
unobstructed ambient static pressure. The
static pressure on the stream tube portion of

also

the boundary is equal to the

unobstructed ambient static pressure.
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Figure 2. Control volume of actuator disc model (source: Jonkman,

2003)

For a wind turbine rotor to act as an actuator disc, the
rotor would have to be composed of an infinite
number of very thin, dragless blades that rotate with a
tip speed much higher than that of the incoming
wind. Also, station 1 designated to be slightly upwind
and station 2 slightly downwind of the rotor. Since
air does not pass through the stream tube porting of
the control volume boundary by definition of a
stream tube, applying the conservation of mass
(which asserts that the instantaneous rate of change
of mass within a control volume must equal the net
flux of mass out of the control volume) to the control

volume gives:

VoA =ViIA =VLA =V3A, (5)

V, is the wind speed at station i and A\ is the cross-
section area of station i. Since V| is equal to V,

according to assumption (5) and since A, equal A,

by necessity, the component of the wind speed and
cross sectional area of the plane of the disc are

designated without subscripts for the rest of this

and A=A =A)).

The thrust at the rotor disc, T, can be found by

analysis (i.e. V ZVl ZVZ

applying the conservation of linear momentum to the
control volume in the axial direction.

This results in:
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T= pA0V02 - pA3V32

Substituting equation (3.1) into equation (3.2) gives
T=pAV(Y, -V,)

L 1is the density of the air. The thrust at the rotor

discT is also the differential pressure between
station 1 and 2 multiplied by the disc area.
T=(R-P)A ®)

Since no work is done on either side of the turbine
rotor, Bernoulli’s equation can be applied to obtain

the pressure incorporated into equation (3.4)
1 1

P()'*‘_/OVO2 =P +-pV’ (9)
2 2

and,

(10)

1 1
P3+EpV32 :P2+§pV2

Pressure P, and P, are identical by assumption

(6) so pressure P and P, can be eliminated from

equation (3.4) with the help of equations (3.5) and
(3.6) to obtain,

(1)

By equating equations (3.3) and (3.7), the velocity of

T= %pA(VOZ _V32>

the flow through the rotor disc is the average of the

upwind and downwind velocities

V, +V,
= 12
) ( )

An axial induction (sometimes called interference)

\

factor @ is defined as the fractional decrease in wind
velocity between the freestream (upwind) and the
rotor plane:
A V, -V
VO

(13)

or,
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(14)

V=V,(1-a)
Using equation (3.8)
Vv, =V,(1-2a)

(15)
The velocity lost at the rotor plane, V; =V is known
as the induced velocity.

As @ increases from zero, the downwind flow speed
steadily decreases until, a= !4, meaning that the
rotor has completely stopped and the simple theory is
no longer applicable.

By substituting for V, from equation (3.11), equation

(3.7) can be re-written as:

1
T=2 PAV da(l-a) (16)
The power extracted from the wind by the rotor, P,
is the product of the thrust, T , and the wind velocity

at the rotor plane, V ,from equation (3.10)

(17)

P= % PAV; 4a(1-a)’

The  non-dimensional  power Coefﬁcienth

representing the fraction of available power in the

wind that is extracted by the turbine, is defined as:

Co=p— (8)
— pAV;
2,0 0
Substituting equation (3.13) into equation (3.14)
yields;
C, =4a(l-a)’ (19)

The dimensionless thrust coefficient C; is therefore

given as,
T
C, T - 4a(1-a) (20)
B PAV,
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The maximum power coefficient Cp occurs when

a is 1/3.

Substituting for @ in equation (3.15) gives:

p

c. =10 0593 (21)
27

This is known as Betz limit.

The thrust coefficient CT has a maximum value of 1

when & =14
Therefore the maximum possible efficiency for an

idealized wind turbine is roughly 59.3%.

4. Model Turbine
Capturing the characteristics and nuances of three-
dimensional flow separation in a stochastic inflow
environment on a large piece of rotating machinery
poses as significant a challenge as understanding the
underlying fluid mechanics.

A number of design codes have been used over the
last decade to model the wind turbine’s dynamic
behaviour. They carry out design calculations or
develop dynamic and steady state models for all
components within a wind turbine. In a longer term,
they can be used in a complete optimization of a
wind turbine system including models for mechanical
part (wind, drive train, stall and variable pitch
control),model for generators (induction generator,
synchronous  generator,

permanent magnet

generator), and models for power converters,
transformers, and the grid (Florin et al., 2004).

The Visual Basic program was written because of its
flexibility and ease of its accessibility in formulating
the design to suit the desired objective. Standard shaft
and gears equations in conjunction with wind energy
equations were used to develop the Visual Basic
program hereby referred to as WINMECH. The input

parameters to the program and the output results at
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the rated wind speed of 10 m/s and operating time
of six (6) hours per day, gives a power output of

about 590 Watts and 3.56 kW/hr of energy

4.1 Weibull Distribution and Annual Energy
Production (AEP)

The expected annual energy production (AEP) for
the model turbine can be estimated at rated wind
speed and this will later be compared with that of the
test wind turbine. The Visual Basic-modelling
program is run at different wind speed and the
expected power output is serves as input data to the
WINMECH turbine performance model program.

In the WINMECH program, shown in Figure 5, the
wind speed probability is calculated as a Weibull

curve defined by the average wind speed and a shape
factor K. For each wind speed, instantaneous wind
turbine power (W) is multiplied by the Weibull wind
speed probability (f). This cross product (net W) is
the contribution of wind speeds to average turbine
power output. The sum of these contributions is the
average power output of the turbine on a continuous
24 hours basis. Air density factor is the reduction

from sea level performance.

- WIRBLECH AED MODEL =
D
TO DISPLAY THE OUTPUT RESULTS

TO DISFLAY ALL THE INPUTS USED
Average Outpower W] s
Wil
1268
Wind Shea £ | Dhady | naigy Dutposed EWhi
0 2
5 Areusal Ereigy DubgomedEWh)
Anem Haighi{m} it

Manihly [ nesgy (atpoms: L

Tames Haightim) L

Figure 3. Model turbine annual energy output estimation using

WINNMECH
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5. The Test Turbine

The wind turbine under test is installed on the roof
top of University of Ilorin, Faculty of Engineering
Central Workshop at about 14.9m from the ground.
Torin, Nigeria is on latitude 8.5°N and the site
average temperature and air density are 27°C and
1.21kg/m’ respectively (Lasode, 2004).

The test turbine shown in Figure 4, has a rotor
diameter of 2.15m and a rated power of 110watts at
10m/s. It is a three-bladed, upwind variable speed,
horizontal axis having blade pitch angle (angle of
attack) of 7°. It is permanent wind facing at 285" of
compass North. The turbine uses an automobile
alternator (generator) modified to higher rating to
produce d.c. power output measured by a FEIGAO
Power Analyzer .The output power is stored in two
12V d.c. batteries connected in parallel.

Installed at about 8.4m from the test turbine is a
meteorological tower (MET). This is more than three
rotor diameters from the test turbine in the
measurement sector as required by the IEC standard.
The MET tower carries an APRS anemometer at hub
height transmitting wind data to a data logger housed
inside the Data Centre. The data logger supports
Secure Digital (SD™) card up to 128MB where all
the wind data are logged and later transferred to a

compatible personal computer (PC) for analysis.
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Figure 4. Test Turbine showing anemometers and Meteorological
Tower (MET)
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Figure 5. Test turbine annual energy output determination using

WINMECH

6. Power Curves Analysis

The amount of power that a wind turbine produces
depends on the wind speed at the time. The power
curve describes the relationship between the wind

speed and the power that the turbine generates.

6.1 Measured (d.c.) Power
Table 2 below shows the measured direct current
(d.c.) power at site average air density (1.21 kg/m’)

and normalized to the power at sea level air density
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(1.225 kg/m®). Normalization to sea level air density
is done by multiplying measured power by the ratio
of sea level air density to site average air density.
Measured wind speed is also binned and normalized.
The IEC standard requires at least three one-minute
points per bin. This condition was met except for

normalized wind speed of 18 m/s, 19 m/s and 20 m/s.

Table 2. Direct current (d.c.) power at site average air density and

normalized to sea level air density.

Wind Normalized | Measured Power (d.c.)
Speed | Wind Power normalized
Speed (d.c.) to sea level

(m/s) (m/s) at site average air density
air density (W) | (W)

1 1.4 0 0

2 23 1.33 1.35

3 32 2.57 2.61

4 43 8.80 8.92

5 5.8 14.54 14.74

6 6.7 23.20 23.53

7 7.4 32.20 32.65

8 8.2 63.00 63.89

9 9.3 97.20 98.57

10 10.1 110.20 111.75

11 11.7 159.00 161.23

12 12.4 166.10 168.43

13 13.5 170.80 173.20

14 14.2 209.94 212.89

15 15.4 275.25 279.12

16 16.2 282.62 286.59

17 17.4 284.19 288.18

18 18.1 285.00 289.00

19 19.8 289.53 293.60

20 20.9 381.10 386.45

The power curves for the measured d.c. power at site
average air density and normalized to sea level air

density are shown in Figure 6 and Figure 7.
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Figure 6. Direct current (d.c.) Power Curve at site average air

density, 1.21kg/m’
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Figure 7. Direct current (d.c.) Power Curve at sea level air density,
1.225kg/m’

6.2 Measured Versus Model Power Curve

To determine the performance of the test turbine,
measured power output ie. the actual power
produced by the turbine in operation is compared to
the power of the modelled turbine. Figure 8 below
shows the comparison of the modeled turbine and the

test turbine power.
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Figure 8. Model vs. Measured power curve.

7. Discussion

The result of the wind speed measurements indicated
that the daily average wind speed is lower than the
cut-in wind speed and for most part of the day the
wind turbine is idling. Normalization to sea level air
density has no significant effect on the result.
Measured power increases consistently with
increased wind speed. The resulting power curve
showed some discrepancies at certain wind speed but
compared favourably with standard power curves.
The curve fit of the test turbine and that of the model
turbine indicated that the projected power output of
the test turbine at the cut-out wind speed of 25m/s is
approximately 507.8W.

Using the WINMECH modeling program, the
average output power of the test turbine is 80W and
the annual energy output is 698kW.These results
when compared to the average output power of 536W
and annual energy output of 4698kWh of the model
turbine yields a capacity factor of approximately

fifteen percent (15%).

http://www.americanscience.org

89

References

Ajao K.R, Mahamood M.R and Iyanda M.O
(May, 2009). Interface for modeling the
power output of a small wind turbine. Indian
Journal of Science and Technology Vol.2
No 5

Andrew K.W (September, 2005). Aspects of
the Aerodynamics and Operation of a Small
Horizontal Axis Wind Turbine. Ph.D.
Thesis,  Department of  Mechanical
Engineering, University of Newcastle,
Australia

Bossanyi E (2001). Bladed for Windows
Theory Manual, 282/BR/009 ISSUE: 010
Garrad Hassan and Partners Limited
Bossanyi E (2001). Bladed for Windows
Theory Manual, 282/BR/009 ISSUE: 010
Garrad Hassan and Partners Limited
Clausen P.D and Wood D.H (1999).
Research and Development issues for Small
Wind Turbines. Renewable Energy 16,
pp.922-927

Corbus D, Baring-Gould I, Drouilhet S,
Gervorgian V, Jimenez T, Newcomb C and
Flower L (1999). Small Wind Turbine
Testing and Applications Development.
NREL/CP-500-27067

Cotrell J (January, 2002). A preliminary
Evaluation of a Multiple-Generator Drive
train Configuration for Wind Turbines.
NREL/CP-500-31178

Florin I, Anca D.H, Clemens J, Poul S and
Frede B (March, 2004). Advanced Tools for
Modelling, Design and Optimization of
Wind  Turbine

System.  Conference

proceedings, Nordic wind power conference,

americansciencej@gmail.com




Marsland Press

Journal of American Science 2009;5(4):79-90

10.

Chamlers University of Technology, Finland
March, pp. 1-12.

Golding E.W (1976). The generation of
electricity by wind power. E&F.N SPON
Ltd, London

Jonkman J.M (2003). Modelling of the
UAE wind turbine for refinement of FAST-
AD. NREL/TP-500-34755,

National

Renewable Energy Laboratory, Golden

Colorado, U.S.A

http://www.americanscience.org

90

11.

12.

Lasode O.A (2004). An Improved Solar

Cabinet Dryer with Convective heat

Transfer. Journal of Applied Science,
Engineering and Technology, Vol.4 No.2;
pp-32-39

www.wind.newcastle.edu.au/notes.html.

Introduction to Wind Turbine Technology,
Accessed on 12" February, 2007

americansciencej@gmail.com



http://www.wind.newcastle.edu.au/notes.html

Marsland Press Journal of American Science; 5 (4): 91-100

Residues of Organochlorine Pesticides in Vegetables from Deyang
and Yanting Areas of the Chengdu Economic Region, Sichuan
Province, China

Odhiambo Joshua Owago®*, Shihua Qi**, Xing Xinli*, Zhang Yuan® and Muhayimana Annette Sylvie®

'School of Environmental Studies and MOE Key Laboratory of Biogeology and Environmental Geology, China
University of Geosciences, Wuhan, 430074, China

joowago@hotmail.com; shihuagi@cug.edu.cn

Abstract

Residual levels of organochlorine pesticides (OCPs) were determined in 34 samples of 19 varieties of
vegetables collected from selected sites around Deyang city and Yanting County, Southwest China, in June and
September 2007. The analytical method included soxhlet extraction with a mixture of dichloromethane and acetone
(2:1 vv). Clean-up was done on superposed layers of alumina/silica gel (1:2 v/v) impregnated with concentrated
sulfuric acid. The determinations were done using a gas chromatograph with electron capture detector (GC-ECD).
The compounds targeted are: isomers of hexachlorocyclohexane or HCHs (a-HCH, p-HCH, y- HCH or lindane and
§-HCH);  isomers/metabolites of dichloro-diphenyl-trichloroethane (DDTs) namely p,p*-dichloro-diphenyl-
dichloroethylene (p,p'-DDE), p,p*-dichloro-diphenyl-dichloroethane ( p,p*-DDD), p,p*- and o,p*-dichloro-diphenyl-
trichloroethane ( p,p-DDT and o,p*-DDT). The results indicated that all the vegetable samples had some levels of
one or more OCPs in them. Residues of DDTs were found in 94.12% while HCHs were in 91.18% of all the
samples analyzed indicating high incidence of these xenobiotics in the vegetables from the areas investigated.
Among the HCH isomers, y- HCH was the most prevalent but B-HCH was the most abundant indicating both
old and fresh inputs of HCHs. DDT metabolites p,p-DDE and p,p’-DDD were more prevalent than the parent
material, p,p-DDT suggesting minimal fresh inputs of DDT. The OCPs residue levels in the vegetables were
generally low (< 1.3 ng/ g wet weight) except in one sample of green pepper (Capsicum annum L) in which the
concentrations (ng/g wet weight) of 0,p’-DDT (82.59), p,p’-DDE (61.41) and total DDT (148.44), all exceeded the
Chinese Extraneous Maximum Residue Limit of 50 ng/ g for DDTSs in vegetables according to the guidelines of the
Chinese quality standard for food (GB 2763-2005). Considering the industrial and agricultural growth around the
areas investigated, a deeper investigation and regular ecological and foodstuff monitoring is recommended.

[Journal of American Science 2009; 5(4):91-100]. (ISSN: 1545-1003).

Key words: Vegetables, Organochlorine pesticides, Deyang, Yanting

1.0 Introduction

Oraganochlorine pesticides (OCPs) are among the base (Chen et al, undated). To keep the pest effects at
xenobiotics that have become constituents of the economical levels, obviously, Sichuan province has
biosphere due to their great use all over the world, been a major consumer of pesticides including OCPs.
stability in several natural conditions and mobility in It was estimated that between 10,000 and 20,000
the environment. In china, large quantities of OCPs, metric tons (MT) of technical HCH and 16 000 MT
particularly hexachlorocyclohexane (HCH) and of DDT were used in Sichuan during the period
dichlorodiphenyltrichloroethane (DDT) were 1951-1984 and these were among the highest usages
produced and used in agriculture and public health in China (Li et al, 1998; Liu et al, 2006). The extent
until 1983. Therefore, the occurrence of excessive of usage suggests that environmental contamination
OCPs residues in Chinese environments is believed could also be widespread; however, the magnitude
to be serious and widespread and has over the years and distribution of this is only just beginning to be
sustained considerable research interests in accurately characterized.

elucidating environmental contamination status and A survey recently undertaken in the Chengdu
human exposure in the country. Sichuan province is Economical Region (CER) which is the main
one of the leading agricultural regions in China and it agricultural and industrial region in Sichuan, found
is an important Southern China vegetable production out that OCPs were still detectable in all surface soils
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despite having been forbidden more than 20 years in
China (Xing et al, 2009). The study also revealed that
the DDT residual contents of agricultural soils in
some areas including Deyang and Yanting, were in
excess of 50 ng/g, which is maximum permissible
level in agricultural soils in China, according to the
Chinese environmental quality standard for soils
(GB15618-1995). This called for explanations about
the possible occurrence of OCPs in food crops grown
in these soils since several crops are known to
accumulate OCP in edible parts up to critical levels,
which may contribute to dietary intake of the
contaminants. In addition, a national dietary intake
survey of 1992 showed that Sichuan was one of the
regions in China with high dietary intakes of DDT
(Chen and Gao, 1993). Already, Li et al (2006) have
reported a high prevalence of B-HCH (91.2%),
p.p’-DDE (92.1%) and p,p’-DDT (91.2%) as well
as positive correlation between high levels of these
compounds in the subjects’ sera on one hand and
breast cancer on the other, particularly among
premenopausal women in the province. Therefore,
information on OCPs residue levels is of paramount
importance to the consumers of agricultural produce
from CER, Sichuan province. This paper presents the
results of a preliminary survey carried out on the
residue levels of orgnochlorine pesticides (DDTs and
HCHs) in vegetables produced in Deyang and
Yanting areas of the agricultural and industrial CER.
Vegetables are important components of the Chinese
diet both in terms of quantities consumed and
nutritional value. Also, vegetables are consumed
directly without much processing or storage.
Therefore, even low residual levels of toxc
contaminants in vegetables spell high danger to the
consumers. These make information on residue levels
of xenebiotics (such as DDT and HCHSs) in
vegetables very important for the protection of
human health. Vegetables were also selected for this
survey because, at the time of the survey, they were
the most widely distributed food plants in the study
area.

2.0 Materials and Methods

2.1 Description of the Study Areas

The sampling spots are located within two areas,
Deyang and Yanting in the CER, Sichuan Province.
The names of the areas were for the purposes of this
report and are not restricted to administrative
boundaries with same names.

Deyang sampling area is located at the central
part of the CER, western edge of Sichuan Basin
between the latitudes: 30° 57° 56 N and 31° 21° 00”
N and between longitudes 104° 05’ 40” E and 104°
15° 32”E. It includes selected sites in Pengzhou
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County of Chengdu City prefecture; Shifang,
Mianzhu and Guanghan counties in Deyang City.
This is typically a hilly area that falls within a
subtropical humid climate zone with a continental
monsoon climate. The average annual temperature is
about 15.7°C (which means no extreme temperatures
in summer and winter) while annual precipitation
average here is about 1053mm. The soil types are
varied but the main ones are paddy soil, purple soil,
and yellow earth. The soils are acidic to neutral (pH:
5.5-7.5) with organic matter content 0.6-4.0%. (Xing
et al, 2009). Arable land forest and non-arable land
evenly share the total land area. The Deyang area is
an important vegetable production area in Sichuan.
The main vegetables grown are: Pepper, celery,
eggplant, tomato, lettuce, four season beans, cowpea,
Chinese leaf, cucumber, bitter gourd, rape shoots
(Chen et al., undated).

Yanting area in Yanting County of the
Mianyang City prefecture falls within the
Northeastern part of the CER, in central Sichuan
Basin or northern part of Sichuan Province between
the latitudes 31° 13° 04” N and 31° 19° 58"N and
longitudes 105° 19’ 53”E and 105° 57° 56”E. The
annual average temperature in Yanting is 17-18°C
and precipitation 800 -1000 mm, with most of the
precipitation occurring during the rainy season from
May through August. The soil is classified as purple
soil- a lithologic soil (Regosols in FAO Taxonomy)
(CERN, 2003). The soil organic matter contents are
low (0.6-2.0%) but pH high (8.0-8.6) (Xing et al.,
2009). Steeper hills are forested, flat or gentle slopes
are used for crops and lowlands used for irrigated
paddy. The main crops are rice, wheat, corn, rape and
sweet potato.

2.2 Site Selection and Sampling

The sampling sites were selected following the
results of our soil OCPs survey (Xing et al, 2009)
that covered the entire Chengdu economic region.
Crop samples were taken from the farmlands whose
soils had been found with relatively elevated levels
of OCPs (> 10 ng g dry weights). A global
positioning system (GPS) instrument was used to
locate sampling locations. Vegetables found growing
on the sites or within the immediate vicinity were
eligible for sampling. More samples were collected
from the Deyang area (N=24) than from the Yanting
area (N=10), since during the soil survey, a larger
area in Deyang than in Yanting had been found to
contain relatively elevated soil OCP residue levels (>
10 ng g* dry weight). Vegetables were collected
directly from the fields to ensure that they originated
within the study areas. The samples were collected
on June 11-12 (spring vegetables) and September
22-26 (autumn vegetables) in the year 2007. Each
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sample was sealed in a clean polythene sampling bag,
and immed iately transported to the laboratory where
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they were kept refrigerated at 4°C until analysis.
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2.3 Experimental Procedures

2.3.1Extraction and Clean Up

About 50g of thawed edible portion of each
vegetable sample was chopped (where possible) and
blended for 3-5 minutes. Ten grams (10 g) of the
homogenate was carefully weighed and transferred
into a well tucked filter paper containing about 20 g
of anhydrous sodiumsulfate. The sealed mixture was
spiked with 20ng of 2,4,5,6- tetrachloro-m-xylene
(TCMX) and decachlorobiphenyl (PCB 209) as
recovery surrogates. The mixture was then soxhlet
extracted for 48 hours with 120 mL of
dichloromethane and acetone mixture (2:1 vv). The
extract was then concentrated to about 2 mL using a
rotary evaporator at 40°C, solvent-exchanged to
n-hexane and transferred into a separatory funnel
where about 3 mL of concentrated sulfuric acid (98%)
was added with shaking (to remove lipids). The
mixture was allowed to stand until two distinct layers
were observed. The lower turbid layer (lipids in acid)
was then removed and discarded. The procedure was
repeated three times or until the lower acid layer
appeared clear. The remaining organic layer
(containing OCP extracts) was passed through
alumina/silica gel (1:2 v/v) clean-up column (8 mm
i.d.). The sample extract was eluted three times with
30mL dichloromethane/hexane (2:3) mixture to yield
the OCPs fraction. The eluate was concentrated to
about 05 mL before being transferred (using
n-hexane) into a 2 ml screw cap cell bottle (Agilent
Technologies USA) where it was concentrated
further to 0.2ml under gentle stream of purified
nitrogen gas at 40-45°C. The extracts were stored at
-20°C, prior  to GC-ECD analyses.
Pentachloronitrobenzene (PCNB) was added as an
internal standard before the analyses.

2.3.2 Instrumental Analysis

Concentrations of organochlorine pesticide residues
were determined with HP 6890 gas Chromatograph
(GC) systemequipped with a micro-cell *Ni electron
capture detector (ECD). The sample volume injected
was 2 pl. The separation was performed on a fused
silica capillary column (HP-5, 30 m x 0.32 mm i.d.
and film thickness of 0.25um). The carrier gas was
nitrogen at a flow rate of 2.5 mL/min in a constant
flow mode. Injector and the electron capture detector
temperatures were set at 290°C and 300 °C
respectively. The oven temperature was programmed
as follows: Initial temperature 100°C held for 4
minutes; increased to 200°C at a rate of 4°C/min then
increased to 230°C at a rate of 2 °C/min followed by
8 °C/minttill the final temperature of 280°C at which
it was held for 15 minutes. A six points response
factor calibration was established to quantify the
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target analytes. System control was by HP-3365
Chem-station software.

2.3.3 Quality Assurance and Control

All analytical procedures were monitored using strict
quality assurance and control measures. Chemicals
used in the sample preparation and analyses were of
high grade analytical standards obtained from Tedia
Company, USA and J.T Baker, USA. Before use,
neutral alumina, neutral silica gel and anhydrous
sodium sulfate were soxhlet-extracted for 48 hours
with dichloromethane and then baked for 12 hours in
250 °C, 180 °C and 450°C respectively. Laboratory
glassware were washed with concentrated sulfuric
acid/potassium dichromate mixture, rinsed with
distilled water and n-hexane then dried in the oven at
110°C overnight prior to use. With each set of
samples analyzed, field and procedural blanks were
also analyzed to check for cross contamination and
interferences. None of the target compounds were
detected in the blank samples. The method of
detection limits (MDLs) of OCPs ranged from
0.005-0.01 ng/g. The recovery rates of the surrogates;
TMCX and PCB209 were 65+4% and 74+5%
respectively. Each sample was analysed in duplicate
and the average pesticides residue levels in the
duplicates recorded as the residue level in the
candidate sample. The relative standard deviation
(RSD) for duplicate samples averaged 4%. Results of
the analysis are reported in ng/g on wet-weight (wet
wt) basis. A reporting limit of >0.01 ng/g wet wt was
taken for calculation purposes since some duplicate
averages were below the MDLs. Levels below the
reporting limit or below MDL were taken as zero (0)
in the calculations.

3. Results and Discussion

3.1 Occurrence and Lewels of OCPs in Vegetables

A total of 34 samples of different species of
vegetables (leafy, fruiting, root/bulbs and beans)
were analysed for OCPs. The monitored OCPs are
a-HCH, B-HCH, y-HCH and &-HCH (HCHs);
p,p’-DDE , p,p’-DDD, o,p’-DDT and p,p’-DDT
(DDTs).  Concentration and detection rates of
detected OCPs residues are given in Table 1.
Quantifiable residues of DDTs were found in
virtually all the vegetable samples from Deyang and
in all but two samples from Yanting, indicating a
widespread contamination of vegetables by OCPs in
the study areas. The DDT metabolites (p,p’-DDE and
p,p’-DDD) were in general more prevalent than the
parent materials (o,p’-DDT and p.,p’-DDT)
suggesting either efficient biotransformation of the
parent materials in the plant systems or old sources of
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DDT contamination. Among the HCH isomers,
lindane was the most frequently quantified both in
the Deyang and Yanting vegetable samples (Table 1).

Without the single sample of green pepper
(Capsicum annuum L.), the average residue level of
total HCH (2HCH) was slightly higher than that of
total DDT (2DDTs) in both Deyang (0.25 vs 0.24
ng/g) and Yanting (0.17 vs 0.11 ng/g). The pepper
was not included in the calculations because DDT
residue levels in it (totaling 148.44 ng/g wet wt.)
appeared anomalous and since there was no other
pepper sample to compare, the results were
considered as outlier. Previous surveys had also
reported >HCHs dominance over >DDTs but with
higher concentrations than found in the present study,
which indicates the use limitations of the chemicals
are effective. For example, a national dietary survey
undertaken in 1992 found average residue levels of
>HCHs and >DDTs in vegetables to be 7.1 and 1.00
ng/g respectively (Liu et al, 1995) while in Shanghai
(in the year 2000) the average concentrations were
4.9 and 2.9 respectively (Nakata et al, 2002). The
slightly higher concentrations of >HCHs than
2>DDTs is probably because more technical HCH
(approximately 4.9 million tons) than technical DDTs
(0.4 million tons) were produced and used in China
before the agricu ltural uses of these insecticides were
banned in 1983 (Hua and Shan, 1996). Moreover,
lindane replaced technical HCH in 1991 and about
3200 tons were used between 1991 and 2000 (Li et al,
2001). It should however, be noted that in a soil
survey of the present study areas, Xing et al (2009)
reported much higher mean residue levels of DDT
(31.00 ng/g) than HCH (1.96 ng/qg) in the agricultural
soils. The discrepancy between the residue levels of
DDT and HCHs in soil and their accumulative levels
in the edible portions of vegetables could be because
DDT is more hydrophobic than HCH. Hydrophobic
compounds are strongly bound to root and soil
organic colloid surfaces resulting in less absorption
and/or translocation (Pereira et al, 2006).

Average HCH residue levels in the vegetables
from Deyang were in the range, 0.06 -0.56 ng/g wet
wt with bean (Phaseolus vulgaris) as the least
contaminated vegetables and radish (Raphanus
sativus ) as the most, respectively. The range in
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Yanting was from <0.01 ng/g wet wt in spinach
(Spinacia oleracea ) to 0.30 ng/g wet wt in PumpKkin
(Cucurbita spp ). As for the >DDTs the average
residue concentrations ranged from 0.03 ng/g to 0.64
ng/g in Deyang and from <0.01 to 148.44 ng/g in
Yanting. Bean (Phaseolus vulgari) was again the
least contaminated crop in Deyang where potato
(Solanum tuberosum) had the highest mean >DDTs
value. In addition to the pepper, residue levels of
DDT in Deyang vegetables were notable for
cabbages (Brassica spp.; 0.39 ng/g) and radish
(Raphanus sativus; 0.33). However, apart from the
pepper sample, vegetables in this study had residue
levels far much below the recommended extraneous
maximum residue limits (EMRLs) of 50 ng/ g wet wt
(for lindane, 2HCH and DDT), as set forth by the
Chinese ministry of public health (Chinese food
standard, GB 2763-2005), indicating minimal risk to
the consumers.

Our results are not easy to compare with those
of many other studies, because the differences in
sampled species, analytical method employed and to
some extent, differences in expression of analytical
results (wet weight vs lipid content basis). However,
it can be seen in Table 2 that our results for >DDTs
and >HCHs or lindaneare in agreement with those
reported in Shanghai (Nakata et al, 2002) but in most
cases much lower than reported in Tianjin, China
where the >DDT residue level in spinach (102 ng/g)
exceeded the EMRL of 50 ng/g for vegetables as
recommended by the Chinese laws (Tao et al, 2005).
In comparison with results obtained in other
countries (Table 2), the residue levels of >DDT and
2>HCH in vegetables found in this study were
comparable to found in vegetables from Gambia and
Senegal (Manirakiza et al., 2003) but lower than
found in Agra, India (Bhanti and Taneja, 2005),
Debrecen, Hungary (Hovéanszki et al, 2007) and
Nigerian markets (Adeyeye and Osibanjo, 1999). A
much more serious vegetable contamination was
found in the urban markets of Ghana (Amoah et al,
2006) where residue levels of lindane and >DDTs
upto 300 ng/g wet wt and 400 wet wt respectively,
were found.
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Table 1. Edible tissue concentration (ng/g wet wt) of organochlorine residues in vegetables from Deyang and

Yanting, Sichuan

Vegetable a- B- v- 6- p.p’- pp’- 0,p’- pp’-  XDDTs
(N) HCH HCH HCH HCH HCHs DDE DDD DDT DDT
Samples from Deyang
Amaranth (1) 0.07 0.10 0.05 <0.01 0.22 0.06 0.02 <0.01 <0.01 0.08
Beans (3) 0.04 <0.01 0.02 <0.01 0.06 0.03 <0.01 <0.01 <0.01 0.03
(0.10)a (0.05) (0.16)  (0.04) (0.04)
Cabbages (4) 0.01 0.12 0.05 <0.01 0.17 0.25 0.02 0.04 0.07 0.39
(0.02) (0.37) (0.10) (0.46) (0.92) (0.15) (0.29) (1.27)
Celery (1) 0.01 0.09 0.06 0.01 0.17 0.03 <0.01 0.03 <0.01 0.06
Eggplant (1) 0.40 0.08 <0.01 <0.01 0.48 0.14 <0.01 <0.01 <0.01 0.14
Lettuce (6) 0.04 0.10 0.03 0.18 0.35 0.08 0.01 <0.01 0.09 0.24
(0.09) (0.26) (0.08) (0.47) (0.57) (0.32) (0.05) (0.30) (0.85)
Onion (1) <0.01 0.14 0.02 <0.01 0.16 0.05 0.01 <0.01 <0.01 0.06
Potato (2) <0.01 0.02 0.04 <0.01 0.06 0.52 0.01 <0.01 0.10 0.64
(0.03) (0.08) (0.12) (1.02) (0.02) (0.21) (1.22)
Pumpkin (1) 0.12 <0.01 0.08 <0.01 0.20 0.01 <0.01 <0.01 0.19 0.20
Radish (2) 0.05 0.36 0.11 0.04 0.56 0.12 0.04 <0.01 0.17 0.33
(0.09) (0.62) (0.19) (0.08) (0.98) (0.22) (0.09) (0.34) (0.64)
Spinach (2) 0.01 0.09 0.08 0.06 0.24 0.04 0.03 0.03 0.03 0.12
(0.01) (0.12) (0.09) (0.08) (0.26) (0.05) (0.04) (0.04) (0.05) (0.15)
All Samples 0.05 0.09 0.05 0.05 0.25 0.13 0.01 0.03 0.06 0.24
(24) (0.40) (0.62) (0.19) (0.47) (0.98) (1.02) (0.09) (0.19) (0.34) (1.27)
Positive
samples (%) 62.50 66.67 70.83 37.50 91.67 91.67 45.83 29.17 33.33 100.0
Samples from Yanting
Cabbages (1) 0.02 0.23 0.02 <0.01 0.29 0.04 <0.01 0.11 <0.01 0.15
Pepper (1) 0.13 0.12 0.02 <0.01 0.27 61.41 0.41 82.59 4.04 148.44
Eggplant (1) 0.02 0.00 0.00 <0.01 0.02 <0.01 <0.01 <0.01 <0.01 <0.01
Lettuce (2) <0.01 0.07 0.00 <0.01 0.09 0.01 <0.01 <0.01 <0.01 0.01
(0.07) (0.02) (0.09) (0.01) (0.01)
Pumpkin (2) 0.03 0.07 0.02 0.17 0.30 0.05 <0.01 <0.01 <0.01 0.05
(0.06) (0.15) (0.04) (0.29) (0.48) (0.10) (0.10)
Spinach (1) <0.01 <0.01 <0.01 <0.01 <0.01 0.07 0.02 0.08 0.17 0.34
Rape stalk (2) 0.08 0.05 <0.01 <0.01 0.21 0.02 <0.01 <0.01 0.06 0.19
(0.15)  (0.10) (0.23)  (0.03) (0.11)  (0.34)
All samples 0.03 0.07 0.03 0.04 0.17 0.03 0.00 0.03 0.04 0.11
(9)b (0.15) (0.23) (0.08) (0.29) (0.48) (0.10) (0.02) (0.12) (0.23) (0.34)
Positive
samples (%) 50.00 60.00 70.00 20.00 90.00 70.00 20.00 40.00 30.00 80.00
EMRL® 50 50
Note: ® Maximum residue value
Residues in pepper (Capsicum annuum L.) not included in the calculations but included in frequency counts.
¥HCHs= o-HCH + -HCH +§-HCH + y-HCH; EDDTs = p, p’-DDE + p, p-DDD + o, p-DDT + p, p-DDT
¢ The Chinese statutory Extraneous Maximum Residue Limit according to food standard (GB 2763-2005)
N= number of samples analysed
3.2 Compositional Analysis for Possible Sources of water solubility and resistance to microbial

OCPs
Relative abundances of the HCH congeners to he
total HCHs (>HCHs) were quite similar in all crops
samples and when all samples were considered
together the order B-HCH >a-HCH ~y-HCH>3-HCH
(in Deyang samples) and B-HCH >3-HCH > a-HCH
~y-HCH (in Yanting samples). The predominance of
B-HCH was probably due to its high stability, low
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degradation and because a-HCH can be converted to
B-HCH in the environment (Willet et al, 1998).
Surprisingly, the most prevalent isomer in the
vegetables of this study, y-HCH (lindane), was not
the overall most abundant HCH isomer. This is
attributable to the instability of y-HCH, which may
be converted to a-HCH in the presence of solar
radiation (Willet et al, 1998).
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The composition pattern in terms of the ratio of
a -HCH to y -HCH (lindane) can be used to monitor
whether the source was technical HCHs or lindane
The ratio o ~HCH/y-HCH should be 4-7 for technical
HCH, and nearly zero (0) for technical lindane (Iwata
et al, 1995). In the present study, the ratio «
—HCH/y-HCH varied from 0.00 to 0.00-0.70 in
vegetables from Deyang and from 0.00-1.88 in
vegetables from Yanting. It is important to note
that the soils from the CER, Sichuan (including the
present study areas) were also found with
predominantly lower a-HCH/y—HCH ratio than in
technical HCH with 95% of the ratios being in the
range 0.00 — 0.14 (Xing et al, 2009). Accordingly, it
can be concluded that lindane was still being used in
the areas studied.

The average concentration levels of DDT
isomers/metabolites in the vegetables were observed
in the following order: p,p’-DDE > p,p’-DDT >

0,p’-DDT > p,p’-DDD in Deyang and p,p’-DDT >
p,p’-DDE >0,p’-DDT >p,p’-DDD in Yanting. DDT
is known to biodegrade to DDE under aerobic and to
DDD in anaerobic conditions. The predominance of
p,p-DDE and low levels of p,p-DDD in Deyang show
that either the DDT compounds were from the
historical sources or that the biotransformation of
DDT in the vegetables is very efficacious.
Conversely, the fact that p,p-DDT was the main
contributor in vegetables from Yanting, indicates
recent inputs of DDT in the area. Furthermore, ratios
of (DDD + DDE)/ DDTs of >0.5 shows DDTs have
been subjected to long term weathering (Doong et al,
2007). In the present study, 58.33% of the samples
from Deyang and 40.00% of samples from Yanting
had the ratio (DDD + DDE)/ DDTs >0.5 showing
that both weathered and fresh DDT could be
contaminating crops in the areas.

Table 2 Global comparison of Organochlorine pesticide residue levels in some vegetables (ng/g wet wt)

Vegetable Location n Year >HCHs >DDTs Reference
Cabbage Deyang, China 4 2007 0.17 0.39 Present study

Yanting, China 1 2007 0.29 0.15 Present study

Tianjin, China - 2002 38.00 34.00 Tao, et.al. (2005)

Debrecen, Hungary - - - 19.30 Hovanszki et al. (2007)

Agra, India 2002-03 2.49° 2.33 Bhanti & Taneja (2005)

Gam bia/Senegal - 2002 1.10 0.12 Manirakiza et al. (2003)
Celery Deyang, China 1 2007 0.17 0.06 Present study

Tianjin, China - 2002 40.00 32.00 Tao et al. (2005)

Shanghai, China 1 2000 1.70 2.50 Nakata et al., 2002

Debrecen, Hungary - 2004 - 10.60° Hovanszki et al. (2007)
Lettuce Deyang, China 6 2007 0.35 0.24 Present study

Yanting, China 2 2007 0.09 0.01 Present study

Urban markets, Ghana 60 2002 300° 400 Amoah et al (2006)

Gam bia/Senegal - 2002 0.30 0.45 Manirakiza et al. (2003)
Amaranth Deyang, China 1 2007 0.22 0.08 Present study

Nigeria 11 1991-92 5.40 22.60 Adeyeye & Osibanjo (1999)
Spinach Deyang, China 2 2007 0.24 0.15 Present study

Yanting, China 1 2007 <0.01 0.34 Present study

Tianjin, China - 2002 43.00 102.00 Tao, et al (2005)

Shanghai, China 1 2000 <0.03 0.14 Nakata et al. (2002)

Agra, India - 2002-03 14.17 6.61 Bhanti & Taneja (2005)
Eggplant Deyang, China 1 2007 0.49 0.14 Present study

Yanting, China 1 2007 0.02 <0.01 Present study

Shanghai, China 1 2000 0.09 <0.03 Nakata et al.(2002)

Agra, India - 2002-03 6.40° 8.44 Bhanti & Taneja (2005)

Gam bia/Senegal - 2002 0.30 5.10 Manirakiza et al. (2003)

Nigeria 11 1991-92 3.40 21.50 Adeyeye & Osibanjo (1999)
Pumpkin Deyang, China 1 2007 0.20 0.20 Present study

Yanting 2 2007 0.30 0.05 Present study

Agra, India - 2002-03 0.04% ND Bhanti & Taneja (2005)

Debrecen, Hungary - 2004 - 19.3° Hovénszki et al. (2007)
Radish Deyang, China 2 2007 0.56 0.33 Present study

Agra, India - 2002-03 6.15 8.44 Bhanti & Taneja (2005)

Gam bia/Senegal - 2002 0.30 1.44 Manirakiza et al. (2003)
Onion Deyang, China 1 2007 0.16 0.06 Present study

Shanghai, China 1 2000 0.15 0.07 Nakata et al (2002)

Note: Where more than one site was sampled, the site with highest level was taken for this comparison.

* ng/g dw

2 mean level of y-YCH,; ® mean value for DDE; © composite samples; ND=not detected; - Not available
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3.3 Seasonal Variation
The residue levels and the detection rates of the
OCPs are given in Table 3. The autumn
vegetables had higher OCPs levels than spring
vegetables. This may be because more pests
were active during summer when the vegetables
were growing — a situation which might have
necessitated the illegal use of some of the OCPs.
It is also possible that the high temperatures in
summer volatilized the OCPs from their
reservoirs such as soil or vegetation and that the
edible parts of the crops may have trapped some
of the evaporating pesticides.

It can also be seen in Table 3 that residues
of B-HCH, y-HCH (lindane) and hence Y} HCHs
were more prevalent in spring samples than in

autumn ones. In particular, the insecticide
lindane was quantifiable in all the spring
vegetables, which suggests that the vegetables
might have been contaminated at the beginning
of spring or earlier when they were planted. In
the southern China region, lindane was mainly
used in summer as a seed dressing or a general
insecticide (Yang et. al., 2007).

The distribution of the DDTs was similar in
both seasons, with degradation products
p,p’-DDE and p,p’-DDD leading in prevalence
especially in the winter crops. This further
s